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Abstract—The covariance matrix estimation problem is posed in both the Bayesian and frequentist settings as the solution of a maximum a posteriori (MAP) or maximum likelihood (ML) optimization, respectively, when the true covariance consists of a known (or bounded) noise floor and a low-rank component. Persymmetric structure may also be assumed. The MAP and ML solutions with the non-convex rank constraint are shown to be a simple scalar thresholding of eigenvalues of a suitably translated and projected sample covariance matrix. No iterative optimization is required; therefore, the computation is suited to real-time applications. Our proof is short and elementary without resorting to the duality theory. Numerical results are presented to illustrate the improved estimation performance obtained by incorporating the structural constraints on the unknown covariance.

Index Terms—Bayesian MAP, maximum likelihood, persymmetry, low rank.

I. INTRODUCTION

The detection of a signal of interest among correlated interference is a problem of paramount importance in airborne radar systems [1], [2]. The canonical approach for the detection of such a signal is the one-step [3] or two-step [4] generalized likelihood ratio test (GLRT), which can similarly be thought of as the matched filter in colored Gaussian noise. However, this approach requires the knowledge of the covariance matrix of the interference signals, which consist of unwanted clutter returns, electronic jammers, and thermal noise. This covariance matrix is generally unknown and must be estimated from the nearby range cells in the radar datacube, assumed to be statistically homogeneous and target-free; however, in practice the secondary data are not ideal and often contaminated with clutter heterogeneities and/or targets, resulting in few homogeneous training samples being available for use in covariance matrix estimation.

Various approaches have been proposed to deal with this challenge, often by exploiting available knowledge about the covariance matrix in the adaptive detection scenario. For example, when a uniform linear array (ULA) is used and the clutter returns come from uncorrelated sources, the resulting clutter and noise covariance matrix is Toeplitz structured; the same result occurs when the detection problem is viewed from the perspective of a single antenna using uniformly spaced time samples in pulse-Doppler processing. In the space-time adaptive processing (STAP) scenario with multiple pulses and antennas, and in the absence of systems-level imperfections (array calibration errors, etc.), the resulting covariance matrix is Toeplitz-block-Toeplitz (TBT). Some of the prior works which invoke the Toeplitz constraint include [5], [6], and [7], while those invoking persymmetry include [8], [9], and [10]; furthermore, Toeplitz and TBT matrices may be embedded into circulant matrices [11]. In this work, in order to obtain closed-form solutions to the MAP and ML problems without resorting to computationally intensive iterative approaches, an approximation to the Toeplitz and TBT structures is used in the form of the persymmetric structure.

Another approach that has been considered for improving covariance matrix estimation in the low-snapshot regime is the Bayesian approach, most commonly invoking a complex inverse Wishart prior on the covariance matrix [12]–[14]. The physical meaning behind the use of this approach in STAP is that in many real-world scenarios, there is available knowledge of the parameters relevant to predicting the structure of the covariance matrix, such as platform velocity, crabbing angle, digital terrain data, etc., which can be used to construct a prior matrix $R_0$ that characterizes the inverse Wishart distribution. For the Wishart prior, the resulting MAP estimate is simply a scaled sum of the unbiased sample covariance matrix and the prior matrix $R_0$. This result can be interpreted as a “colored loading,” namely, the linear combination of the sample covariance matrix with a non-diagonal matrix [15]–[17]. Likewise, colored loading itself can be viewed as a subset of “shrinkage,” which is the linear combination of the sample covariance matrix with some positive definite matrix [17]–[20]. In a spirit similar to MAP estimation, convex programming may be used to determine a constrained covariance matrix closest to a specified positive semidefinite matrix [21]–[23]; adopting the spectral norm for distance, a lower bound on white thermal noise power, and an upper bound on condition number results in simple computation [23], rather than a computationally expensive iterative solution to the convex program.

A further approach has been to incorporate low-rankness, a non-convex constraint, into the covariance estimation problem. Due to the coupling between the azimuthal angle and the Doppler shift in airborne radar, the covariance of the clutter returns lies in a low-dimensional subspace whose rank can be predicted from system parameters (e.g., number of pulses and...
antennas, pulse repetition frequency, etc.) via Brennan’s rule [2]. Thus, the interference covariance matrix can be decomposed into a low-rank clutter component and a scaled identity matrix representing the thermal noise, which is present in all electronic devices. Furthermore, the variance of the thermal noise itself can be estimated by running the radar system on receive-only mode when no active electronic interference is present.

Existing MAP formulations [12]–[14] admit a closed-form solution, but do not constrain the resulting estimate to conform to the physical constraints of low-rank clutter or an interval bound on thermal noise power. Likewise, closed-form solutions have been widely reported for maximum likelihood estimation for known thermal noise [15], [24], [25], or for both known thermal noise and low-rank clutter [26]–[28]; however, to the best of the authors’ knowledge, no closed-form estimator has been reported when an additional symmetry constraint is enforced on the ML solution.

In this letter, we consider both MAP and ML estimation scenarios with simple, exact computation suitable for real-time implementation and yielding a performance improvement in many realistic scenarios relevant to airborne radar. We consider the structured covariance model, \( \mathbf{R} = \mathbf{M} + \sigma^2 \mathbf{I} \), with \( \mathbf{M} \) low rank and an interval bound on \( \sigma^2 \). Estimators are also provided which additionally enforce persymmetry on \( \mathbf{R} \). Our analysis is elementary and self-contained, and does not require duality theory, which might be of independent interest.

**Notation:** For matrices, we use boldface uppercase letters, and we use \( \text{tr} (\mathbf{A}) \) and \( |\mathbf{A}| \) to denote the trace and determinant. We use superscripts \( T \) and \( ^H \) for transpose, conjugate transpose, and conjugation, respectively; \( \| \cdot \|_F \) and \( \| \cdot \|_2 \) are the Frobenius norm and spectral norms. For vectors, we use boldface lowercase letters; scalars are in non-bold font. We use \( \text{diag}(\mathbf{a}) \) to denote a square diagonal matrix with entries given by \( \mathbf{a} \), and \( \text{diag}(\mathbf{A}) \) to denote the diagonal entries taken from a square matrix \( \mathbf{A} \); \( \mathbf{A}_{k:l} \) is the \( (k:l) \)th entry of \( \mathbf{A} \), while \( \mathbf{a}_{k:l} \) is the \( k^{th} \) entry of a column vector \( \mathbf{a} \). Let \( \mathbf{J} \) denote the \( p \times p \) exchange matrix with entries \( \mathbf{J}_{ij} = 1 \) for \( j = p - i + 1 \) and zero otherwise, and let \( \mathbf{I} \) denote the identity matrix, with the sizes of both matrices implied by context. Note that \( \mathbf{J} = \mathbf{J}^T = \mathbf{J}^{-1} \). A matrix \( \mathbf{M} \) is said to be persymmetric if \( \mathbf{M} = \mathbf{J} \mathbf{M}^T \). Finally, let \( A \succeq B \) denote that \( A - B \) is a positive semi-definite (psd) matrix.

## II. Preliminaries

Consider iid, multivariate, complex circular Gaussian samples, \( \mathbf{x}_k \sim \mathcal{CN}(\mathbf{0}, \mathbf{R}) \) with zero mean and covariance matrix \( \mathbf{R} \). Collect \( n \) samples (or, “snapshots”) as columns in a data matrix, \( \mathbf{X} \in \mathbb{C}^{p \times n} \). The joint density for \( \mathbf{X} \) is

\[
    g(\mathbf{X}; \mathbf{R}) = \pi^{-pn} |\mathbf{R}|^{-n} \exp \left\{ -\text{tr} \left( \mathbf{R}^{-1} \mathbf{X}^H \mathbf{X} \right) \right\}.
\]

The negative of the logarithm yields the ML risk

\[
    \text{tr} \left\{ \mathbf{R}^{-1} \mathbf{X}^H \mathbf{X} \right\} - n \log |\mathbf{R}^{-1}|
\]

where constants unrelated to \( \mathbf{X} \) and \( \mathbf{R} \) have been dropped. This risk function is convex in the precision matrix, \( \mathbf{R}^{-1} \).

In contrast, a MAP estimator can be defined given a prior on the covariance, \( \mathbf{R} \). To this end, we adopt a complex central inverse Wishart prior, which is a conjugate prior density for the covariance matrix in a multivariate normal model. For \( l \) samples, \( \mathbf{z}_k \in \mathbb{C}^p \), drawn iid from \( \mathcal{CN}(\mathbf{0}, \Sigma) \), the matrix \( \mathbf{W} = \sum_{k=1}^l \mathbf{z}_k \mathbf{z}_k^H \) is complex central Wishart, \( \mathcal{CW}(\Sigma, l) \) [29], [30]. The matrix \( \mathbf{A} = \mathbf{W}^{-1} \) has inverse Wishart distribution \( \mathcal{CIW}(\Sigma^{-1}, l) \), with probability density proportional to \( |\mathbf{A}|^{-(l+p)} \exp \left\{ -\text{tr} (\Sigma^{-1} \mathbf{A}) \right\} \). To incorporate the low-rank structure and an interval bound on the thermal noise power, we define a set \( S = \{ \mathbf{R} : \mathbf{R} = \mathbf{M} + \sigma^2 \mathbf{I}, \mathbf{M} \succeq 0, \text{rank}(\mathbf{M}) \leq r \} \), with \( \mathbf{LB} \leq \sigma^2 \leq \mathbf{UB} \) and \( 1 \leq r \leq p \); additionally, let \( T \) denote the set of persymmetric \( p \times p \) matrices. We define a modified \( \mathcal{CIW}(\mathbf{R}_0, l) \) distribution for the covariance matrix that is only nonzero on the set \( S \cap T \):

\[
    f(\mathbf{R}; \theta) = \begin{cases} 
        \propto |\mathbf{R}|^{-(l+p)} \exp \left\{ -\text{tr} (\mathbf{R}_0 \mathbf{R}^{-1}) \right\} & \mathbf{R} \in S \cap T \\
        0 & \mathbf{R} \not\in S \cap T
    \end{cases}
\]

where \( \theta = \{ \mathbf{R}_0, l, r, \mathbf{LB}, \mathbf{UB} \} \). The MAP estimate of \( \mathbf{R} \) is then given as the solution of the constrained optimization problem

\[
    \arg \max_{\mathbf{R} \in S \cap T} g(\mathbf{X}; \mathbf{R}) f(\mathbf{R}; \theta) \tag{3}
\]

The negative of the logarithm yields the MAP risk

\[
    \text{tr} \left\{ \mathbf{R}^{-1} (\mathbf{X}^H \mathbf{X} + \mathbf{R}_0) \right\} - (n + l + p) \log |\mathbf{R}^{-1}|. \tag{4}
\]

The following lemma is an extension of the von Neumann trace inequality:

\[
    \lambda_k \mathbf{J} \mathbf{A} \leq \text{tr} (\mathbf{A} \mathbf{B}) \leq \lambda_k^T \mathbf{J} \mathbf{B} \tag{6}
\]

with equality at the lower (upper) bound if and only if \( \mathbf{A} = \mathbf{B} \mathbf{J} \mathbf{F} \). The trace inequality yields the following result for optimizing a cost function over the closed, but non-convex, set of \( p \times p \) psd matrices with rank not exceeding \( r \leq p \) and with thermal noise power constrained to the interval \( \mathbf{LB} \leq \sigma^2 \leq \mathbf{UB} \).

\[
    f_k = \max \left\{ \frac{d_k}{\sigma}, \mathbf{LB} \right\}, \quad k = 1, \ldots, r
\]

\[
    g_k = \min \left\{ \max \left\{ \frac{\bar{d}}{\sigma}, \mathbf{LB} \right\}, \mathbf{UB} \right\}, \quad k = r + 1, \ldots, p. \tag{8}
\]

Here, \( \bar{d} \) is the average of the noise space eigenvalues, \( \bar{d} = \frac{1}{p} \sum_{k=r+1}^p d_k \).

Lemma 2 generalizes the results in [27], [28] to an interval bound on \( \sigma^2 \); for completeness and independent interest, we present a short and elementary proof here.
Proof: Define $P = (M + \sigma^2 I)^{-1}$ and rewrite the objective function as $\text{tr}(PS) - \alpha \log |P|$. Using eigen-decompositions, let $S = UDU^H$ and $P = V\Lambda^{-1}V^H$, where $D = \text{diag}(d_1, \ldots, d_p)$ with $d_1 \geq \cdots \geq d_p$, and $\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_p)$ with $\lambda_1 \geq \cdots \geq \lambda_p$. Utilizing the trace inequality in Lemma 1, we can write

$$\text{tr}(PS) - \alpha \log |P| \geq \alpha \left( \sum_{k=1}^{p} \frac{d_k}{\lambda_k} \log \lambda_k \right),$$

(9)

where the equality holds if and only if $U = V$. Here, $\lambda_{r+1} = \lambda_{r+2} = \cdots = \lambda_p$ by hypothesis, and $\bar{d} = \frac{1}{p} \sum_{k=r+1}^{p} d_k$. Observe the sum of scalar functions, $h(x;c) = \frac{c}{2} + \log x$, inside the parentheses of the right-hand term, and note that $h(x;c)$ is increasing in $c$ for $x > 0$. Thus, by the nonincreasing ordering of the $d_k$ values and the iid thermal noise model, the optimization with rank constraint on $M$ reduces to

$$\arg\min_{\lambda_1, \ldots, \lambda_r} \sum_{k=1}^{r} \left( \frac{d_k}{\lambda_k} + \log \lambda_k \right) + \sum_{k=r+1}^{p} \left( \frac{d_k}{\lambda_{r+1}} + \log \lambda_{r+1} \right)$$

subject to $\text{LB} \leq \lambda_k$, $k = 1, \ldots, r + 1$ and $\lambda_{r+1} \leq \text{UB}$. Observe that $h(x;c)$ is strictly decreasing in $x$ for $x < c$ and increasing for $x > c$. Thus, to minimize each $h(x;c)$ in Eq. (10) $\lambda_k = \max \left( \frac{d_k}{\alpha}, \text{LB} \right)$ for $k = 1, \ldots, r$ and $\lambda_{r+1} = \min(\max(\frac{\bar{d}}{\alpha}, \text{UB}), \text{LB})$.

Let $\phi(d; \alpha, \text{LB}, \text{UB}, r)$, or the shorthand $\phi(d)$, denote the application of the thresholding in Eq. (8) to a vector $d$.

As consequences of Lemma 2, we incorporate constraints into MAP and ML structured covariance estimation problems; the covariance is of the form $M + \sigma^2 I$ with low-rank $M$ or low-rank persymmetric $M$. In each case, the optimization admits a simple, closed-form solution despite the non-convexity of the rank constraint.

III. RANK-CONSTRAINED MAP

First consider constrained MAP estimators for a structured covariance matrix.

Proposition 1 (Rank-constrained MAP): Given iid, zero mean, multivariate complex circular Gaussian observations $X \in \mathbb{C}^{n \times n}$, $\text{LB} \leq \sigma^2 \leq \text{UB}$, an inverse Wishart prior $C \mathcal{W}(R_0, l)$, $l \geq p$, and rank $r$, $1 \leq r \leq p$, the maximum a posteriori probability covariance estimate, $\hat{R} = M + \sigma^2 I$, with $\text{rank}(M) \leq r$ and $M \succeq 0$, is $\hat{R} = U\text{diag}(\phi(d))U^H$ with $\alpha = n + l + p$ and eigendecomposition $(XX^H + R_0) = U\text{diag}(\lambda)U^H$.

Proof: The MAP risk from Eq. (5) is equivalent to the cost in Eq. (7), with $\alpha = n + l + p$ and $S = XX^H + R_0$. Thus, let $U\text{diag}(d)U^H$ be the eigendecomposition of the scaled and translated sample covariance matrix, $XX^H + R_0$. Then, by Eq. (8) in Lemma 2, the MAP estimate is $U\text{diag}(\phi(d))U^H$.

Thus, the MAP covariance estimate, $\hat{R}$, is obtained by applying the thresholding operator of Eq. (8) to the eigenvalues of the scaled sample covariance matrix, $XX^H$, translated by the inverse Wishart scale matrix, $R_0$. Note that $XX^H$ is $n$ times the sample covariance matrix, and thus grows large as $n$ increases, thereby increasing reliance of the MAP estimate on the data samples, rather than on the prior.

Proposition 2 (Rank-constrained Persymmetric MAP): Given iid, zero mean, multivariate complex circular Gaussian observations $X \in \mathbb{C}^{n \times n}$, $\text{LB} \leq \sigma^2 \leq \text{UB}$, an inverse Wishart prior $C \mathcal{W}(R_0, l)$, $l \geq p$, and rank $r$, $1 \leq r \leq p$, the maximum a posteriori probability covariance estimate, $\hat{R} = M + \sigma^2 I$, with $\text{rank}(M) \leq r$ and $M \succeq 0$, is $\hat{R} = U\text{diag}(\phi(d))U^H$ with $\alpha = n + l + p$ and eigendecomposition $S = U\text{diag}(d)U^H$ for

$$S = \frac{1}{2} \left\{ (XX^H + R_0) + JJ^H (XX^H + R_0)^T JJ \right\}.$$  

(11)

Proof: An invertible persymmetric matrix has persymmetric inverse; so, let $P = (M + \sigma^2 I)^{-1}$ be a persymmetric matrix. Then, defining $S_0 = XX^H + R_0$, we have

$$\text{tr} \{ P S_0 \} = \frac{1}{2} \left\{ \text{tr} \{ PS_0 \} + \text{tr} \{ JP^T S_0 J \} \right\}$$

$$= \frac{1}{2} \text{tr} \left\{ P \left( S_0 + JS_0^T J \right) \right\} = \text{tr} \{ PS \}$$

where we utilized the invariance property of the trace operation to cyclic permutations and transposition. Let $U\text{diag}(d)U^H$ be the eigendecomposition of $S$ from Eq. (11); by Lemma 2, the rank-constrained MAP risk is minimized by $\hat{R} = U\text{diag}(\phi(d))U^H$. It remains only to show that the Hermitian matrix $\hat{R}$ is persymmetric. To this end, for distinct eigenvalues let $(u, d)$ be an eigenvector/eigenvalue pair for $S$ and note

$$du = Su = JS^*Ju \Rightarrow S^*Ju = dJu,$$

implying that $(Ju, d^T)$ is also an eigenvector/eigenvalue pair. Because $d$ is real-valued, we learn that $u$ is either symmetric ($Ju = u^T$) or skew-symmetric ($Ju = -u^T$). Thus, $uu^H = Ju^*u^T J = J(uu^H)^T J$ is persymmetric. The same conclusion holds for the case of repeated eigenvalues [34]. Thus, because $\phi(d_i)$ is real-valued, it follows that $\hat{R} = \sum_{i=1}^{r} \phi(d_i)uu_i^H$ is the sum of rank-1 persymmetric matrices and hence persymmetric.

Note that $\frac{1}{2} \text{tr} \{ XX^H + JJ^H \} T J$ is the projection of the sample covariance matrix onto the closed, convex set of Hermitian persymmetric matrices [34]. So, the low-rank persymmetric MAP covariance estimate, $\hat{R}$, is obtained by applying the thresholding operator of Eq. (8) to the eigenvalues of the scaled sample covariance matrix, $XX^H$, translated by the inverse Wishart scale matrix, $R_0$, and projected to the set of persymmetric Hermitian matrices. Thus, fast computation is retained while leveraging prior knowledge of the covariance, its thermal noise floor, low-rank clutter, and covariance structure. Further, the persymmetry may be exploited for computational efficiency in computing STAP weight vectors using the estimated covariance, $\hat{R}$ [35]–[37].

Remark 1: The result for persymmetric structure immediately generalizes to $T$-conjugate symmetry. Let $T \in \mathbb{C}^{p \times p}$ be a nontrivial involution; i.e., $T = T^{-1} \neq \pm I$. A matrix $R$ is said to be $T$-conjugate [38] if $R = TR^T T$. 
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IV. RANK-CONSTRAINED ML

We next consider similar extension of ML estimators.

*Proposition 3* (Rank-constrained ML): Given iid, zero mean, multivariate complex circular Gaussian observations \( X \in \mathbb{C}^{p \times n} \), \( LB \leq \sigma^2 \leq UB \), and rank \( r \), \( 1 \leq r \leq p \), the maximum likelihood covariance estimate, \( \hat{R} = M + \sigma^2 I \), with \( \text{rank}(M) \leq r \) and \( M \geq 0 \) persymmetric, is \( \hat{R} = U \text{diag}(\phi(d)) U^H \) with \( \alpha = n \) and eigendecomposition \( XX^H = U \text{diag}(d) U^H \).

*Proof:* The ML cost from Eq. (2) is the cost in Eq. (7), with \( \alpha = n \) and \( S = XX^H \). The result then follows immediately from Lemma 2.

Proposition 3 has been previously shown using duality theory for special cases: \( r = p \) and \( \sigma^2 \) known [24]; \( r \leq p \) and \( \sigma^2 \) known [26]–[28]; \( r \leq p \) and \( \sigma^2 \geq LB \) [28]. Next, we extend the result to include the persymmetry constraint into the ML estimation.

*Proposition 4* (Rank-constrained Persymmetric ML): Given iid, zero mean, multivariate complex circular Gaussian observations \( X \in \mathbb{C}^{p \times n} \), \( LB \leq \sigma^2 \leq UB \), and rank \( r \), \( 1 \leq r \leq p \). The maximum likelihood covariance estimate, \( \hat{R} = M + \sigma^2 I \), with \( \text{rank}(M) \leq r \) and \( M \geq 0 \) persymmetric, is \( \hat{R} = U \text{diag}(\phi(d)) U^H \) with \( \alpha = n \) and eigendecomposition \( S = XX^H \) for

\[
S = \frac{1}{T} \left\{ XX^H + J (XX^H)^T J \right\}. \tag{12}
\]

*Proof:* The proof proceeds in the same manner as the proof of Proposition 2 with \( \alpha = n \) and \( S \) as given in Eq. (12).

V. NUMERICAL EXPERIMENTS

For the MAP scenario, the true covariance \( R \) was drawn from \( f \) in Section II, which was approximated by drawing iid from \( CV(R_0,l = p + 1) \), then projecting each random draw to the set \( S \cap T \). The scale matrix was \( R_0 = M + \sigma^2 I \), with \( M \) constructed from the \( r = 5 \) largest eigenvectors and corresponding eigenvalues of the exponential tapered model [13], [14] with the \( i,j \)th element given as \( \rho^{j-i} \), \( i,j = 1, \ldots, p \), \( \rho = 0.9 \), \( p = 16 \), and \( \sigma^2 = 1 \) (i.e., \( LB = UB \) for known thermal noise [15]). For the ML case, the true covariance was set equal to the scale matrix, \( R = R_0 \).

Eight covariance estimators were computed: the maximum a posteriori (MAP), rank-constrained MAP (RC-MAP, given in Prop. 1), persymmetric MAP (PSM-MAP, given in Eq. (11)), rank-constrained persymmetric MAP (RC-PSM-MAP, given in Prop. 2), and their ML counterparts: ML, RC-ML, given in Prop. 3, PSM-ML, given in Eq. (12), and RC-PSM-ML, given in Prop. 4, respectively. Of these eight estimators, MAP and ML are unconstrained (i.e., \( r = p \), \( LB = 0 \), and \( UB = \infty \) ), and they were computed as \( \frac{1}{n} XX^H + \sigma^2 I \) and \( \frac{1}{n} XX^H \), respectively. For each estimated covariance matrix \( \hat{R} \), the normalized signal-to-noise ratio (SINR) [1], [28] was computed as \( \frac{\sigma^2 \gamma^2}{[\text{trace}(\hat{R}^{-1} RR^{-1})]^2} \) with the steering vector \( s = \frac{1}{\sqrt{p}} [1, \ldots, 1]^T \). Results are omitted for the unconstrained ML estimator for \( n < p \) because of its singularity. The results were averaged over 10000 Monte-Carlo simulations for each scenario.

As expected, the results show increasing performance with increasing knowledge of the covariance matrix structure. In both the MAP and ML scenarios, the estimators employing persymmetry and/or rank constraints outperform their less constrained counterparts, demonstrating the efficacy of the simple, closed-form solutions given. The results further suggest that, given a reasonable prior, the MAP estimate can outperform ML. Moderate SINR gains are observed in the ML case without additional computational complexity; significant relative SINR gains are observed in the MAP case. The intuitively expected SINR gain from persymmetry is observed in Figure 1(a); for example, comparing RC-PSM-MAP to RC-MAP at SINR = -0.85 shows a 50% reduction in the required number of snapshots.

VI. CONCLUSION

MAP and ML covariance estimators were extended to low-rank structured covariance matrices. Structure was a low-rank component plus a noise floor, \( R = M + \sigma^2 I \); additional structure of persymmetry was also considered. Estimates were obtained as simple, closed-form solutions, despite the non-convexity of the set of low-rank M. Numerical simulations confirmed the intuition that rank and symmetry constraints improve the accuracy of a covariance matrix estimate, and allow for its estimation even when the number of homogeneous, target-free samples is less than the matrix dimension.
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