Abstract

This paper is concerned with the sample efficiency of reinforcement learning, assuming access to a generative model (or simulator). We first consider \( \gamma \)-discounted infinite-horizon Markov decision processes (MDPs) with state space \( S \) and action space \( A \). Despite a number of prior works tackling this problem, a complete picture of the trade-offs between sample complexity and statistical accuracy is yet to be determined. In particular, all prior results suffer from a severe sample size barrier, in the sense that their claimed statistical guarantees hold only when the sample size exceeds at least \( |S||A| \gamma (1 - \gamma)^2 \). The current paper overcomes this barrier by certifying the minimax optimality of two algorithms — a perturbed model-based algorithm and a conservative model-based algorithm — as soon as the sample size exceeds the order of \( \frac{|S||A|}{\gamma^2} \) (modulo some log factor). Moving beyond infinite-horizon MDPs, we further study time-inhomogeneous finite-horizon MDPs, and prove that a plain model-based planning algorithm suffices to achieve minimax-optimal sample complexity given any target accuracy level. To the best of our knowledge, this work delivers the first minimax-optimal guarantees that accommodate the entire range of sample sizes (beyond which finding a meaningful policy is information theoretically infeasible).
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1 Introduction

Reinforcement learning (RL) (Sutton and Barto, 2018; Szepesvári, 2010), which is frequently modeled as learning and decision making in a Markov decision process (MDP), is garnering growing interest in recent years due to its remarkable success in practice. A core objective of RL is to search for a policy — based on a collection of noisy data samples — that approximately maximizes expected cumulative rewards in an MDP, without direct access to a precise description of the underlying model.¹ In contemporary applications, it is increasingly more common to encounter environments with prohibitively large state and action space, thus exacerbating the challenge of collecting enough samples to learn the model. To enable faithful policy learning in the sample-starved regime (i.e. the regime where the model complexity overwhelms the sample size), it is crucial to obtain a quantitative picture of the fundamental trade-off between sample complexity and statistical accuracy, and to design efficient algorithms that provably achieve the optimal trade-off.

Broadly speaking, there are at least two common algorithmic approaches: a model-based approach and a model-free one. The model-based approach decouples model estimation and policy learning tasks; more specifically, one first estimates the unknown model using the data samples in hand, and then leverages the fitted model to perform planning — a task that can be accomplished by resorting to Bellman’s principle of optimality (Bellman, 1952). A notable advantage of model-based algorithms is their flexibility: the learned model can be adapted to perform new ad-hoc tasks without revisiting the data samples. In comparison, the model-free approach attempts to compute the optimal policy (and the optimal value function) without learning the model explicitly, which lends itself well to scenarios when a model is difficult to estimate or

¹Here and throughout, the “model” refers to the transition kernel and the rewards of the MDP taken collectively.
changes on the fly. Characterizing the sample efficiency of both approaches has been the focal point of a large body of recent works, e.g. Agarwal et al. (2020); Azar et al. (2013); Jin et al. (2018); Kearns and Singh (1999); Li et al. (2021a); Sidford et al. (2018a,b); Tu and Recht (2019); Wainwright (2019a,b).

In this paper, we pursue a comprehensive understanding of model-based RL, given access to a generative model — that is, a simulator that produces samples based on the transition kernel of the true MDP for each state-action pair (Kakade, 2003; Kearns and Singh, 1999). To allow for more precise discussions, we first look at an infinite-horizon discounted MDP with state space $\mathcal{S}$, action space $\mathcal{A}$ and discount factor $0 < \gamma < 1$, and pay particular attention to the scenarios where the sizes of the state/action spaces and the effective horizon $\frac{1}{1-\gamma}$ are all quite large. We obtain $N$ samples per state-action pair by querying the generative model. For an arbitrary target accuracy level $\varepsilon > 0$, a desired model-based planning algorithm should return an $\varepsilon$-optimal policy with a minimal number of calls to the generative model. Particular emphasis is placed on the sub-linear sampling scenario, in which the total sample size is smaller than the total number $|\mathcal{S}|^2|\mathcal{A}|$ of model parameters (so that it is in general infeasible to estimate the model accurately).

Motivation: sample size barriers. Several prior works were dedicated to investigating model-based RL for $\gamma$-discounted infinite-horizon MDPs with a generative model, which uncovered the minimax optimality of this approach for an already wide regime (Agarwal et al., 2020; Azar et al., 2013). However, the results therein often suffered from a sample complexity barrier that prevents us from obtaining a complete trade-off curve between sample complexity and statistical accuracy. For instance, the state-of-the-art result Agarwal et al. (2020) required the total sample size to at least exceed $\frac{|\mathcal{S}| |\mathcal{A}|}{(1-\gamma)^2}$ (up to some log factor), thus restricting the validity of the theory for broader contexts. In truth, this is not merely an issue for model-based planning; the same barrier already showed up when analyzing the simpler task of model-based policy evaluation (Agarwal et al., 2020; Pananjady and Wainwright, 2019). Furthermore, a even more severe barrier emerged in prior theory for model-free methods; for instance, Sidford et al. (2018b); Wainwright (2019b) required the sample size to exceed $\frac{|\mathcal{S}| |\mathcal{A}|}{(1-\gamma)^3}$, modulo some log factor. In stark contrast, however, no lower bounds developed thus far preclude us from attaining reasonable statistical accuracy when going below the aforementioned sample complexity barriers, thus resulting in a gap between upper and lower bounds in this sample-starved regime. Noteworthily, such a sample size barrier is not only present for discounted infinite-horizon MDPs; the situation is similar for finite-horizon MDPs (Yin et al., 2021).

Our contributions. The current paper seeks to achieve optimal sample complexity even below the aforementioned sample size barrier. For $\gamma$-discounted infinite-horizon MDPs, we propose two model-based algorithms: (i) perturbed model-based planning: which performs planning based on an empirical MDP learned from samples with mild random reward perturbation; and (ii) conservative model-based planning: which computes approximately optimal policies for the empirical MDP without reward perturbation. These two proposed algorithms provably find an $\varepsilon$-optimal policy with an order of $\frac{|\mathcal{S}| |\mathcal{A}|}{(1-\gamma)^2}$ samples (up to log factor), thereby matching the minimax lower bound (Azar et al., 2013). Our result accommodates the full range of accuracy level $\varepsilon$ (namely, $\varepsilon \in (0, \frac{1}{1-\gamma}])$, thus unveiling the minimaxity of our algorithms as soon as the sample size exceeds $\frac{|\mathcal{S}| |\mathcal{A}|}{(1-\gamma)^2}$ (modulo some log factor). Encouragingly, this covers the full range of sample sizes that enable one to find a policy strictly better than a random guess. See Table 1 for detailed comparisons with prior literature. Along the way, we also derive minimax-optimal statistical guarantees for policy evaluation, which strengthen state-of-the-art results by broadening the applicable sample size range.

Moving beyond discounted infinite-horizon MDPs, we further characterize the sample efficiency of model-based planning for time-inhomogeneous finite-horizon MDPs, which provably achieves minimax-optimal sample complexity as well for the full range of target accuracy levels (Domingues et al., 2021). No reward perturbation or conservative action selection is needed for this finite-horizon scenario. See Table 2 for detailed comparisons with prior literature.

On the technical side, our theory for infinite-horizon MDPs is established upon a novel combination of several key ideas: (1) a high-order expansion of the estimation error for value functions, coupled with fine-grained analysis for each term in the expansion; (2) the construction of auxiliary leave-one-out type (state-action-absorbing) MDPs — motivated by Agarwal et al. (2020) — that help decouple the complicated statistical dependency between the empirically optimal policy (as opposed to value functions) and data samples; (3) a tie-breaking argument guaranteeing that the empirically optimal policy is sufficiently separated.
Table 1: Comparisons with prior results (up to log factors) regarding finding an $\varepsilon$-optimal policy in a $\gamma$-discounted infinite-horizon MDP with a generative model. The sample size range and the $\varepsilon$-range stand for the range of sample size and optimality gap (e.g. $\varepsilon$-accuracy) for the claimed sample complexity to hold. Note that the results in Kearns and Singh (1999); Wang (2019) only hold for a restricted family of MDPs satisfying certain ergodicity assumptions. In addition, Azar et al. (2013) (resp. Wainwright (2019b)) showed that empirical QVI (resp. variance-reduced Q-learning) finds an $\varepsilon$-optimal Q-function estimate with sample complexity $\frac{|S||A|}{(1-\gamma)^3\varepsilon^2}$ ($\varepsilon \in [0, 1]$) in a sample size range $\frac{|S||A|}{(1-\gamma)^3}$, which did not translate directly to an $\varepsilon$-optimal policy.

Table 2: Comparisons with prior results (up to log factors) regarding finding an $\varepsilon$-optimal policy in a time-inhomogeneous finite-horizon MDP with a generative model. The sample size range and the $\varepsilon$-range stand for the range of sample size and optimality gap (e.g. $\varepsilon$-accuracy) for the claimed sample complexity to hold. The results in Sidford et al. (2018a,b) were originally stated for the time-homogeneous case; we translate them into the time-inhomogeneous case with an additional factor of $H$. In addition, Li et al. (2021b) proved that Q-learning finds an $\varepsilon$-optimal Q-function estimate with sample complexity $\frac{|S||A|}{H^4}$ ($\varepsilon \in (0, 1]$) in a sample size range $|S||A|H^4$, which did not translate directly to an $\varepsilon$-optimal policy.
2 Problem formulation

The current paper studies both discounted infinite-horizon MDPs and finite-horizon MDPs, which will be introduced separately in the sequel. Here and throughout, we adopt the standard notation \( [H] := \{1, \cdots, H\} \).

2.1 Discounted infinite-horizon Markov decision processes

Models and background. Consider a discounted infinite-horizon MDP represented by a quintuple \( \mathcal{M} = (\mathcal{S}, \mathcal{A}, P, r, \gamma) \), where \( \mathcal{S} := \{1, 2, \ldots, |\mathcal{S}|\} \) denotes a finite set of states, \( \mathcal{A} := \{1, 2, \ldots, |\mathcal{A}|\} \) is a finite set of actions, \( \gamma \in (0, 1) \) stands for the discount factor, and \( r : \mathcal{S} \times \mathcal{A} \to [0, 1] \) represents the reward function, namely, \( r(s, a) \) is the immediate reward received upon executing action \( a \) while in state \( s \) (here and throughout, we consider the normalized setting where the rewards lie within \([0, 1]\)). In addition, \( P : \mathcal{S} \times \mathcal{A} \to \Delta(\mathcal{S}) \) represents the probability transition kernel of the MDP, where \( P(s' | s, a) \) denotes the probability of transitioning from state \( s \) to state \( s' \) when action \( a \) is executed, and \( \Delta(\mathcal{S}) \) denotes the probability simplex over \( \mathcal{S} \).

A deterministic policy (or action selection rule) is a mapping \( \pi : \mathcal{S} \to \mathcal{A} \) that maps a state to an action. The value function \( V^\pi : \mathcal{S} \to \mathbb{R} \) of a policy \( \pi \) is defined by

\[
\forall s \in \mathcal{S} : \quad V^\pi(s) := \mathbb{E}\left[ \sum_{t=0}^{\infty} \gamma^t r(s^t, a^t) \mid s^0 = s \right],
\]

which is the expected discounted total reward starting from the initial state \( s^0 = s \); here, the sample trajectory \( \{ (s^t, a^t) \}_{t \geq 0} \) is generated based on the transition kernel (namely, \( s^{t+1} \sim P(\cdot | s^t, a^t) \)), with the actions taken according to policy \( \pi \) (namely, \( a^t = \pi(s^t) \) for all \( t \geq 0 \)). It is easily seen that \( 0 \leq V^\pi(s) \leq \frac{1}{1 - \gamma} \). The corresponding action-value function (or Q-function) \( Q^\pi : \mathcal{S} \times \mathcal{A} \to \mathbb{R} \) of a policy \( \pi \) is defined by

\[
\forall (s, a) \in \mathcal{S} \times \mathcal{A} : \quad Q^\pi(s, a) := \mathbb{E}\left[ \sum_{t=0}^{\infty} \gamma^t r(s^t, a^t) \mid s^0 = s, a^0 = a \right],
\]

where the actions are taken according to the policy \( \pi \) after the initial action (i.e. \( a^t = \pi(s^t) \) for all \( t \geq 1 \)). It is well-known that there exists an optimal policy, denoted by \( \pi^* \), that simultaneously maximizes \( V^\pi(s) \) (resp. \( Q^\pi(s, a) \)) for all states \( s \in \mathcal{S} \) (resp. state-action pairs \( (s, a) \in \mathcal{S} \times \mathcal{A} \)) (Sutton and Barto, 2018). The corresponding value function \( V^* := V^{\pi^*} \) (resp. action-value function \( Q^* := Q^{\pi^*} \)) is called the optimal value function (resp. optimal action-value function).

A generative model and an empirical MDP. The current paper focuses on a stylized generative model (also called a simulator) as studied in Kakade (2003); Kearns et al. (2002). Assuming access to this generative model, we collect \( N \) independent samples

\[
s_{s,a}^i \overset{i.i.d.}{\sim} P(\cdot | s, a), \quad i = 1, \ldots, N
\]

for each state-action pair \( (s, a) \in \mathcal{S} \times \mathcal{A} \), which allows us to construct an empirical transition kernel \( \hat{P} \) as follows

\[
\forall s' \in \mathcal{S} : \quad \hat{P}(s' | s, a) = \frac{1}{N} \sum_{i=1}^{N} \mathbb{I}\{s_{s,a}^i = s'\}, \quad (3)
\]

where \( \mathbb{I}\{\cdot\} \) is the indicator function. In words, \( \hat{P}(s' | s, a) \) counts the empirical frequency of transitions from \( (s, a) \) to state \( s' \). The total sample size should therefore be understood as \( N_{\text{total}} := N|\mathcal{S}||\mathcal{A}| \). This leads to an empirical MDP \( \hat{\mathcal{M}} = (\mathcal{S}, \mathcal{A}, \hat{P}, r, \gamma) \) constructed from the data samples. We can define the value function and the action-value function of a policy \( \pi \) for \( \hat{\mathcal{M}} \) analogously, which we shall denote by \( \hat{V}^\pi \) and \( \hat{Q}^\pi \), respectively. The optimal policy of \( \hat{\mathcal{M}} \) is denoted by \( \hat{\pi}^* \), with the optimal value function and Q-function denoted by \( \hat{V}^* := \hat{V}^{\hat{\pi}^*} \) and \( \hat{Q}^* := \hat{Q}^{\hat{\pi}^*} \), respectively.
Learning the optimal policy via model-based planning. Given a few data samples in hand, the task of policy learning seeks to identify a policy that (approximately) maximizes the expected discounted reward given the data samples. Specifically, for any target level $\varepsilon > 0$, the aim is to compute an $\varepsilon$-accurate policy $\pi_{\text{est}}$ obeying
\[
\forall (s, a) \in S \times A : \quad V_{\pi_{\text{est}}}^\varepsilon (s) \geq V^\star (s) - \varepsilon, \quad Q_{\pi_{\text{est}}}^\varepsilon (s, a) \geq Q^\star (s, a) - \varepsilon.
\] (4)

Naturally, one would hope to accomplish these tasks with as few samples as possible. Recall that for the normalized reward setting with $0 \leq r \leq 1$, the value function and Q-function fall within the range $[0, 1]$; this means that the range of the target accuracy level $\varepsilon$ should be set to $\varepsilon \in [0, 1]$. The model-based approach typically starts by constructing an empirical MDP $\hat{M}$ based on all collected samples, and then "plugs in" this empirical model directly into the Bellman recursion to perform policy evaluation or planning, with prominent examples including Q-value iteration (QVI) and policy iteration (PI) (Bertsekas, 2017).

Aside: policy evaluation. A related task is policy evaluation, which aims to compute or approximate the value function $V_\pi$ under a given policy $\pi$. To be precise, for any target level $\varepsilon > 0$, the goal is to find an $\varepsilon$-accurate estimate $V_{\pi_{\text{est}}}^\varepsilon$ such that
\[
\forall s \in S : \quad |V_{\pi_{\text{est}}}^\varepsilon (s) - V_\pi (s)| \leq \varepsilon.
\] (5)

2.2 Finite-horizon Markov decision processes

Models and background. Another type of models considered in this paper is a finite-horizon MDP, which can be represented and denoted by $\mathcal{M} = (S, A, \{P_h\}_{h=1}^H, \{r_h\}_{h=1}^H, H)$. Here, $S$ and $A$ denote respectively the state space and the action space as before, and $H$ represents the horizon length of the MDP. For any $1 \leq h \leq H$, we let $P_h : S \times A \to \Delta(S)$ denote the probability transition kernel at step $h$, that is, $P_h (s' | s, a)$ is the probability of transitioning to $s'$ from $(s, a)$ at step $h$; $r_h : S \times A \to [0, 1]$ indicates the reward function at step $h$, namely, $r_h (s, a)$ is the immediate reward gained at step $h$ in response to $(s, a)$. As before, we assume normalized rewards throughout the paper, so that all the $r_h (s, a)$’s reside within the interval $[0, 1]$.

Let $\pi = \{\pi_h\}_{1 \leq h \leq H}$ represent a deterministic policy, such that for any $1 \leq h \leq H$ and any $s \in S$, $\pi_h (s)$ specifies the action selected at step $h$ in state $s$. Note that $\pi$ could be non-stationary, meaning that the $\pi_h$’s might be different across different time steps $h$. The value function and the Q-function associated with policy $\pi$ are defined respectively by
\[
V_h^\pi (s) := \mathbb{E} \left[ \sum_{k=h}^H r_k (s_k, a_k) \mid s_h = s \right]
\]
for all $s \in S$ and all $1 \leq h \leq H$, and
\[
Q_h^\pi (s, a) := \mathbb{E} \left[ \sum_{k=h}^H r_k (s_k, a_k) \mid s_h = s, a_h = a \right]
\]
for all $(s, a) \in S \times A$ and all $1 \leq h \leq H$. As usual, the expectations are taken over the randomness of the MDP trajectory $\{(s_k, a_k)\}_{1 \leq k \leq H}$ induced by the transition kernel $\{P_h\}_{h=1}^H$ when policy $\pi$ is adopted. With slight abuse of notation, let $Q_{H+1}^\pi (s, a) = 0$ for every $(s, a) \in S \times A$ and $V_{H+1}^\pi (s) = 0$ for every $s \in S$. In view of the assumed range of the immediate rewards, it is easily seen that
\[
0 \leq V_h^\pi (s) \leq H \quad \text{and} \quad 0 \leq Q_h^\pi (s, a) \leq H
\]
for any $\pi$, any state-action pair $(s, a)$, and any step $h$. Akin to the infinite-horizon counterpart, the optimal value functions $\{V_h^\star\}_{1 \leq h \leq H}$ and optimal Q-functions $\{Q_h^\star\}_{1 \leq h \leq H}$ are defined respectively by
\[
V_h^\star (s) := \max_{\pi} V_h^\pi (s) \quad \text{and} \quad Q_h^\star (s, a) := \max_{\pi} Q_h^\pi (s, a)
\]
for any state-action pair $(s, a) \in S \times A$ and any $1 \leq h \leq H$. It is well known that there exists at least one policy that allows one to simultaneously achieve the optimal value function and optimal Q-functions for all state-action pairs and all time steps. Throughout this paper, we shall denote by $\pi^\star = \{\pi_h^\star\}_{1 \leq h \leq H}$ an optimal policy.
A generative model and an empirical MDP. Similar to the infinite-horizon setting, we assume access to a generative model, which is able to generate \( N \) independent samples for each triple \((s, a, h) \in S \times A \times [H]\) as follows
\[
s_h^i(s, a) \overset{i.i.d.}{\sim} P_h(\cdot \mid s, a), \quad i = 1, \ldots, N.
\]
The empirical transition kernel \( \{ \hat{P}_h \}_{h=1}^H \) is thus given by
\[
\forall s' \in S, \quad \hat{P}_h(s' \mid s, a) = \frac{1}{N} \sum_{i=1}^N \mathbf{1}\{s_h^i(s, a) = s'\},
\]
which records the empirical frequency of transitions from \((s, a)\) to state \(s'\) at step \(h\). This gives rise to a total sample size \( N^{\text{total}} := NH|S||A|\). We shall let \( \hat{M} = (S, A, \{ \hat{P}_h \}_{h=1}^H, \{ r_h \}_{h=1}^H, H) \) represent the empirical MDP constructed from the data samples. The value function and the Q-function of a policy \( \pi \) for \( \hat{M} \) can be defined analogously, which shall be denoted by \( \{ \hat{V}_h^\pi \}_{h=1}^H \) and \( \{ \hat{Q}_h^\pi \}_{h=1}^H \), respectively. We denote by \( \hat{\pi}^* \) the optimal policy of \( \hat{M} \), and the resulting optimal value function and Q-function are denoted by \( \hat{V}_h^* := \hat{V}_h^{\hat{\pi}^*} \) and \( \hat{Q}_h^* := \hat{Q}_h^{\hat{\pi}^*} \), respectively.

**Learning the optimal policy via model-based planning.** Given the data samples in hand, the task of policy learning in the finite-horizon case can be defined similarly as the infinite-horizon counterpart. Specifically, for any target level \( \varepsilon > 0 \), the aim of policy learning is to compute an \( \varepsilon \)-accurate policy \( \pi_{\text{est}} \) obeying
\[
\forall (s, a, h) \in S \times A \times [H]: \quad \hat{V}_h^{\pi_{\text{est}}}(s) \geq \hat{V}_h^*(s) - \varepsilon, \quad \hat{Q}_h^{\pi_{\text{est}}}(s, a) \geq \hat{Q}_h^*(s, a) - \varepsilon.
\]
With the normalized range of the reward function, it is easily seen that the value function and the Q-function reside within the interval \([0, H]\), thus implying that the range of the target accuracy level should be \( \varepsilon \in [0, H] \).

### 2.3 Notation
Let \( \mathcal{X} := ([S], |A|, 1, \frac{1}{2}) \). The notation \( f(\mathcal{X}) = O(g(\mathcal{X})) \) means there exists a universal constant \( C_1 > 0 \) such that \( f \leq C_1 g \), whereas the notation \( f(\mathcal{X}) = \Omega(g(\mathcal{X})) \) means \( g(\mathcal{X}) = O(f(\mathcal{X})) \). In addition, the notation \( \tilde{O}(\cdot) \) (resp. \( \tilde{\Omega}(\cdot) \)) is defined in the same way as \( O(\cdot) \) (resp. \( \Omega(\cdot) \)) except that it ignores logarithmic factors.

For any vector \( \mathbf{a} = [a_i]_{1 \leq i \leq n} \in \mathbb{R}^n \), we overload the notation \( \sqrt{\mathbf{a}} \) and \( |\cdot| \) in an entry-wise manner such that \( \sqrt{\mathbf{a}} := [\sqrt{a_i}]_{1 \leq i \leq n} \) and \( |\mathbf{a}| := \|a_i\|_{1 \leq i \leq n} \). For any vectors \( \mathbf{a} = [a_i]_{1 \leq i \leq n} \) and \( \mathbf{b} = [b_i]_{1 \leq i \leq n} \), the notation \( \mathbf{a} \geq \mathbf{b} \) (resp. \( \mathbf{a} \leq \mathbf{b} \)) means \( a_i \geq b_i \) (resp. \( a_i \leq b_i \)) for all \( 1 \leq i \leq n \), and we let \( \mathbf{a} \odot \mathbf{b} := [a_i b_i]_{1 \leq i \leq n} \) represent the Hadamard product. Additionally, we denote by \( \mathbf{1} \) the all-one vector, and \( \mathbf{1} \) the identity matrix. For any matrix \( \mathbf{A} \), we define the norm \( \|\mathbf{A}\|_1 := \max_i \sum_j |A_{i,j}| \).

### 3 Model-based planning in discounted infinite-horizon MDPs
As summarized in Table 1, the theory of all prior works required the sample size per state-action pair to at least exceed \( N \geq \Omega(\frac{1}{\varepsilon^2}) \). In order to break this sample size barrier, we develop two model-based algorithms that provably overcome such a sample size barrier.

**3.1 Model-based reinforcement learning: two algorithms**

**Algorithm 1: perturbed model-based planning.** The first algorithm applies model-based planning to an empirical MDP with *randomly perturbed rewards*. Specifically, for each state-action pair \((s, a) \in S \times A\), we randomly perturb the immediate reward by
\[
r_p(s, a) = r(s, a) + \zeta(s, a), \quad \zeta(s, a) \overset{i.i.d.}{\sim} \text{Unif}(0, \xi),
\]
where \( \text{Unif}(0, \xi) \) denotes the uniform distribution between 0 and some parameter \( \xi > 0 \) (to be specified momentarily). For any policy \( \pi \), we denote by \( \hat{V}_h^\pi \) the corresponding value function of the perturbed

\[\text{Note that perturbation is only invoked when running the planning algorithms and does not require collecting new samples.}\]
empirical MDP $\hat{M}_p = (\mathcal{S}, \mathcal{A}, \hat{P}, r_p, \gamma)$ with the probability transition kernel $\hat{P}$ (cf. (3)) and the perturbed reward function $r_p$. Let $\hat{\pi}^*_p$ represent the optimal policy of $\hat{M}_p$, i.e.

$$\hat{\pi}^*_p := \arg \max_{\pi} \hat{V}^\pi_p. \quad (9)$$

**Algorithm 2: conservative model-based planning.** An alternative approach that eliminates the need of reward perturbation is to select approximately optimal actions for the empirical MDP instead of the absolute optimal actions. To be precise, denote by $\hat{Q}^*$ (resp. $\hat{V}^*$) the optimal action-value (resp. value) function of the empirical MDP $\hat{M} = (\mathcal{S}, \mathcal{A}, \hat{P}, r, \gamma)$ with the probability transition kernel $\hat{P}$ (cf. (3)) and the original reward function $r$. By producing a random draw from $\varsigma \sim \text{Unif}(0, \xi)$ (with $\xi$ specified shortly), we can generate the following policy $\tilde{\pi}_c$:

$$\forall s \in \mathcal{S} : \quad \tilde{\pi}_c(s) := \min \{ a \in \mathcal{A} : \hat{Q}^*(s,a) > \hat{V}^*(s) - \varsigma \}. \quad (10)$$

Note that there is an index assigned to each action as $\mathcal{A} = \{1, \ldots, |\mathcal{A}|\}$ which induces a natural order for all actions. In words, this approach is more conservative and does not stick to the optimal actions w.r.t. the empirical MDP; instead, the policy $\tilde{\pi}_c$ picks out — for each state $s \in \mathcal{S}$ — the smallest indexed action that is within a gap of $\varsigma$ from optimal.

### 3.2 Theoretical guarantees

Indeed, both the above-mentioned approaches result in a value function (resp. Q-function) that well approximates the true optimal value function $V^*$ (resp. optimal Q-function $Q^*$). We start by presenting our results for the perturbed model-based approach.

**Theorem 1** (Perturbed model-based planning). There exist some universal constants $c_0, c_1 > 0$ such that: for any $\delta > 0$ and any $0 < \varepsilon \leq \frac{1}{1-\gamma}$, the policy $\hat{\pi}^*_p$ defined in (9) obeys

$$\forall (s,a) \in \mathcal{S} \times \mathcal{A}, \quad V^{\hat{\pi}^*_p}(s) \geq V^*(s) - \varepsilon \quad \text{and} \quad Q^{\hat{\pi}^*_p}(s,a) \geq Q^*(s,a) - \gamma \varepsilon, \quad (11)$$

with probability at least $1 - \delta$, provided that the perturbation size is $\xi = \frac{c_1(1-\gamma)\varepsilon}{|\mathcal{S}||\mathcal{A}|}$ and that the sample size per state-action pair exceeds

$$N \geq \frac{c_0 \log \left( \frac{|\mathcal{S}||\mathcal{A}|}{(1-\gamma)\varepsilon^2} \right)}{(1-\gamma)^3 \varepsilon^2}. \quad (12)$$

In addition, both the empirical QVI and PI algorithms w.r.t. $\hat{M}_p$ (cf. (Azar et al., 2013, Algorithms 1-2)) are able to recover $\hat{\pi}^*_p$ perfectly within $O\left( \frac{1}{1-\gamma} \log \left( \frac{|\mathcal{S}||\mathcal{A}|}{(1-\gamma)^2 \varepsilon^2} \right) \right)$ iterations.

**Remark 1.** Theorem 1 holds unchanged if $\xi$ is taken to be $\frac{c_0(1-\gamma)\varepsilon}{|\mathcal{S}||\mathcal{A}|}$ for any fixed constant $\alpha \geq 1$. This paper picks the specific choice $\alpha = 5$ merely to convey that a very small degree of perturbation suffices for our purpose.

**Remark 2.** Perturbation brings a side benefit: one can recover the optimal policy $\hat{\pi}^*_p$ of the perturbed empirical MDP $\hat{M}_p$ exactly in a small number of iterations without incurring further optimization errors. To give a flavor of the overall computational complexity, let us take QVI for example Azar et al. (2013). Recall that each iteration of QVI takes time proportional to the time taken to read $\hat{P}$ (which is a matrix with at most $N|\mathcal{S}||\mathcal{A}|$ nonzeros), hence the resulting computational complexity can be as low as $O\left( \frac{|\mathcal{S}||\mathcal{A}|}{(1-\gamma)^2 \varepsilon^2} \log^2 \left( \frac{|\mathcal{S}||\mathcal{A}|}{(1-\gamma)^2 \varepsilon^2} \right) \right)$.

Further, similar performance guarantees can be established for the conservative model-based approach without reward perturbation, as stated below.

**Theorem 2** (Conservative model-based planning). Under the same assumptions of Theorem 1 (including both the sample size and the choice of $\xi$), the policy $\tilde{\pi}_c$ defined in (10) achieves

$$\forall (s,a) \in \mathcal{S} \times \mathcal{A}, \quad V^{\tilde{\pi}_c}(s) \geq V^*(s) - \varepsilon \quad \text{and} \quad Q^{\tilde{\pi}_c}(s,a) \geq Q^*(s,a) - \gamma \varepsilon \quad (13)$$

with probability at least $1 - \delta$. 
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In a nutshell, the above theorems demonstrate that: both model-based algorithms we introduce succeed in finding an ε-optimal policy as soon as the total sample complexity exceeds the order of \( \frac{|S||A|}{(1-\gamma)^3\varepsilon^2} \) (modulo some log factor). It is worth emphasizing that, compared to prior literature, our result imposes no restriction on the range of ε and, in particular, we allow the accuracy level ε to go all the way up to \( \frac{1}{1-\gamma} \). Our result is particularly useful in the regime with small-to-moderate sample sizes, since its validity is guaranteed as long as

\[
N \geq \Omega\left(\frac{1}{1-\gamma}\right).
\]  

(14)

Tackling the sample-limited regime (in particular, the scenario when \( N \in \left[\frac{1}{1-\gamma}, \frac{1}{1-\gamma^2}\right] \)) requires us to develop new analysis frameworks beyond prior theory, which we shall discuss in detail momentarily.

We remark that the work Azar et al. (2013) established a minimax lower bound of the same order as (12) (up to some log factor) in the regime \( \varepsilon = O(1) \). A closer inspection of their analysis, however, reveals that their argument and bound hold true as long as \( \varepsilon = O\left(\frac{1}{1-\gamma}\right) \). This in turn corroborates the minimax optimality of our perturbed model-based approach for the full ε-range (which is previously unavailable), and demonstrates the information-theoretic infeasibility to learn a policy strictly better than a random guess if \( N \leq O\left(\frac{1}{1-\gamma}\right) \). Put another way, the condition (14) contains the full range of “meaningful” sample sizes.

Finally, we single out an intermediate result in the analysis of our theorems concerning model-based policy evaluation, which might be of interest on its own. Specifically, for any fixed policy \( \pi \) independent of the data, this task concerns value function estimation via the plug-in estimate \( \hat{V}^\pi \) (i.e. the value function of the empirical \( \mathcal{M} \) under this policy). However simple as this might seem, existing theoretical underpinnings of this approach remain suboptimal, unless the sample size is already sufficiently large. Our result is the following, which does not require enforcing reward perturbation.

**Theorem 3** (Model-based policy evaluation). Fix any policy \( \pi \). There exists some universal constant \( c_0 > 0 \) such that: for any \( 0 < \delta < 1 \) and any \( 0 < \varepsilon \leq \frac{1}{1-\gamma} \), one has

\[
\forall s \in \mathcal{S} : \quad |\hat{V}^\pi(s) - V^\pi(s)| \leq \varepsilon
\]

(15)

with probability at least \( 1 - \delta \), provided that the sample size per state-action pair exceeds

\[
N \geq c_0 \frac{\log\left(\frac{|S|\log\frac{1}{\delta}}{\varepsilon}\right)}{(1-\gamma)^3\varepsilon^2}.
\]

(16)

In words, this theorem reveals that \( \hat{V}^\pi \) begins to outperform a random guess as soon as \( N \geq \Omega\left(\frac{1}{1-\gamma}\right) \). The sample complexity bound (16) enjoys full coverage of the ε-range \((0, \frac{1}{1-\gamma}]\), and matches the minimax lower bound derived in (Pananjady and Wainwright, 2019, Theorem 2(b)) up to only a log \( \log \frac{1}{1-\gamma} \) factor. In addition, a recent line of work investigated instance-dependent guarantees for policy evaluation (Khamaru et al. (2020); Pananjady and Wainwright (2019)). While this is not our focus, our analysis does uncover an instance-dependent bound with a broadened sample size range. See Lemma 1 and the discussion thereafter.

**Numerical experiments.** To further demonstrate the effectiveness of our model-based approach, we conduct a series of numerical experiments (motivated by Azar et al. (2013)), focusing on the effect of the discount complexity \( \frac{1}{1-\gamma} \) upon the sample complexity. More specifically, consider the following MDP \( \left(\mathcal{S}, \mathcal{A}, P, r, \gamma\right) \), where \( \mathcal{S} = \{0,1\}, \mathcal{A}_0 = \{0\}, \mathcal{A}_1 = \{0,1\}, P(0|0,0) = 1, P(1|0,0) = p, P(1|1,1) = q \) and \( r(0,0) = 0, r(0,1) = r(1,0) = r(1,1) = 1 \) (see Fig. 1 for an illustration), and we take the quantities \( p \) and \( q \) to be \( p = \gamma + \frac{2\gamma(1-\gamma)^2\varepsilon}{(1+\gamma)^2} \) and \( q = \gamma - \frac{2\gamma(1-\gamma)^2\varepsilon}{(1+\gamma)^2} \) as suggested by Azar et al. (2013). For each point \( (N, \frac{1}{1-\gamma}, \varepsilon) \), we perform 100 Monte Carlo simulations, and we declare \( N \) to successfully attain \( \varepsilon \) accuracy if this accuracy is achieved in at least 95% of the trials. In Fig. 1, the solid lines depict the minimum sample size per state-action pair needed to achieve \( \varepsilon \) accuracy numerically as the discount complexity varies. As can be seen, the numerical sample complexity per state-action pair scales on the order of \( \frac{1}{(1-\gamma)^3\varepsilon^2} \) for varying choices of \( \varepsilon \), which is consistent with our theory.
3.3 Comparisons with prior works and implications

In order to discuss the novelty of our results in context, we take a moment to compare them with prior theory. See Table 1 for a more complete list of comparisons.

**Prior bounds for planning and policy learning.** None of the prior results with a generative model (including both model-based or model-free approaches) was capable of efficiently finding the desired policy while accommodating the full sample size range (14). For instance, the state-of-the-art analysis for the model-based approach Agarwal et al. (2020) required the sample size to at least exceed

\[ N \geq \tilde{\Omega}\left(\frac{1}{(1-\gamma)^2}\right), \]  

whereas the theory for the variance-reduced model-free approach Sidford et al. (2018a); Wainwright (2019b) imposed the sample size requirement

\[ N \geq \tilde{\Omega}\left(\frac{1}{(1-\gamma)^3}\right). \]  

In fact, it was previously unknown what is achievable in the sample size range \( N \in [\frac{1}{1-\gamma}, \frac{1}{(1-\gamma)^2}] \). In contrast, our results confirm the minimax-optimal statistical performance of the model-based approach with full coverage of the \( \varepsilon \)-range and the sample size range.

**Remark 3.** We briefly point out why the sample size barrier (17) appeared in the analysis of Agarwal et al. (2020). Take Agarwal et al. (2020) Section 4.3 for example: the contraction factor \( \gamma \sqrt{\frac{8 \log(|S| |A|)}{(1-\gamma)\delta}} \frac{1}{1-\gamma} \) therein needs to be smaller than 1, thereby requiring \( N \geq \tilde{\Omega}\left((1-\gamma)^{-2}\right)\).

**Prior bounds for policy evaluation.** Regarding value function estimation for any fixed policy \( \pi \), the prior results Agarwal et al. (2020); Azar et al. (2013); Pananjady and Wainwright (2019) for the plug-in approach all operated under the assumption that \( N \geq \tilde{\Omega}\left(\frac{1}{(1-\gamma)^2}\right)\), which is more stringent than our result by a factor of at least \( \frac{1}{1-\gamma} \). In addition, our sample complexity matches the state-of-the-art guarantees in the regime where \( \varepsilon \leq \frac{1}{\sqrt{1-\gamma}} \) (Agarwal et al., 2020; Pananjady and Wainwright, 2019), while extending them to the range \( \varepsilon \in \left[\frac{1}{\sqrt{1-\gamma}}, \frac{1}{1-\gamma}\right] \) uncovered in these previous papers.

4 Model-based planning in finite-horizon MDPs

Moving beyond discounted infinite-horizon MDPs, our theoretical framework is also able to accommodate finite-horizon MDPs, which we detail in this section.
4.1 Algorithm: model-based planning

The algorithm considered in this section is model-based planning (without reward perturbation). Specifically, this model-based approach returns a policy \( \tilde{\pi}^* = \{ \tilde{\pi}_h \}_{1 \leq h \leq H} \) by means of the following two steps:

1) Construct the empirical MDP \( \hat{\mathcal{M}} = (\mathcal{S}, \mathcal{A}, \{ \hat{P}_h \}_{1 \leq h \leq H}, \{ r_h \}_{1 \leq h \leq H}, H) \) based on the data samples in hand (see (6) for the computation of the empirical transition kernel \( \hat{P}_h \));

2) Run a classical dynamic programming algorithm (Bertsekas, 2017) to find an optimal policy \( \hat{\pi}_h^* \) of the empirical MDP \( \hat{\mathcal{M}} \).

Note that \( \hat{\pi}_h^* \) is an optimal policy of \( \hat{\mathcal{M}} \) at step \( h \), computed by the dynamic programming algorithm calculated backward from \( h = H \). Since \( \hat{\pi}_h^* \) is calculated solely based on what happens after step \( h \), \( \hat{\pi}_h^* \) is independent of the empirical transitions {\( \hat{P}_j \)}\(_{1 \leq j < h}\).

It is noteworthy that, in contrast to the infinite-horizon counterpart in Section 3, we do not need to enforce random reward perturbation for this finite-horizon case.

4.2 Theoretical guarantees and implications

The model-based algorithm described above turns out to be nearly minimax optimal, as asserted by the following theorem.

**Theorem 4** (Model-based planning). There exist some universal constants \( c_0, c_1 > 0 \) such that: for any \( \delta > 0 \) and any \( 0 < \varepsilon \leq H \), the aforementioned policy \( \hat{\pi}^* \) returned by model-based planning obeys

\[
\forall (s, a, h) \in \mathcal{S} \times \mathcal{A} \times [H] : \quad V_h^{\hat{\pi}^*}(s) \geq V_h^*(s) - \varepsilon \quad \text{and} \quad Q_h^{\hat{\pi}^*}(s, a) \geq Q_h^*(s, a) - \varepsilon
\]

with probability at least \( 1 - \delta \), provided that the sample size for every triple \( (s, a, h) \) exceeds

\[
N \geq c_0 H^3 \log \left( \frac{H|\mathcal{S}||\mathcal{A}|}{\delta \varepsilon^2} \right).
\]

Akin to the discounted infinite-horizon scenario, the model-based approach manages to achieve \( \varepsilon \)-accuracy as long as the sample size per \( (s, a, h) \) exceeds the order of

\[
\frac{H^3}{\varepsilon^2} \quad \text{(up to some log factor)}.
\]

This result, which is valid for the full \( \varepsilon \) range \((0, H]\), is reminiscent of the bound (12), except that the effective horizon \( \frac{1}{1-\gamma} \) needs to be replaced by the horizon length \( H \). Given that there are in total \(|\mathcal{S}||\mathcal{A}|H \) different combinations of \( (s, a, h) \), the total sample complexity is on the order of \( \tilde{O} \left( \frac{|\mathcal{S}||\mathcal{A}|H^4}{\varepsilon^2} \right) \).

The quadruple scaling \( H^4 \) of this total sample complexity — as opposed to the cubic scaling in the discounted infinite-horizon case — is due to time inhomogeneity; that is, the \( P_h \)'s might be different across \( h \), resulting in an additional \( H \) factor. Again, our result kicks in as soon as the sample size satisfies

\[
N \geq \tilde{\Omega}(H),
\]

improving upon the sample size requirement

\[
N \geq \tilde{\Omega}(H^2)
\]

in the state-of-the-art analysis for the model-based approach. Yin et al. (2021).
5 Other related works

Classical analyses of reinforcement learning algorithms have largely focused on asymptotic performance (e.g. Jaakkola et al. (1994); Szepesvári (1998); Tsitsiklis and Van Roy (1997); Tsitsiklis (1994)). Leveraging the toolkit of concentration inequalities, a number of recent papers have shifted attention towards understanding the performance in the non-asymptotic and finite-time settings. A highly incomplete list includes Azar et al. (2017); Beck and Srikant (2012); Bhandari et al. (2018); Bradtke and Barto (1996); Cai et al. (2019); Chen et al. (2020); Dalal et al. (2018); Even-Dar and Mansour (2003); Fan et al. (2019); Gupta et al. (2019); Jin et al. (2018); Kalelin et al. (2020); Kearns and Singh (1999); Khamaru et al. (2020); Lakshminarayanan and Szepesvari (2018); Li et al. (2021a,d,c); Mou et al. (2020); Qu and Wierman (2020); Shah and Xie (2018); Sidford et al. (2018a); Srikant and Ying (2019); Strehl et al. (2006); Wainwright (2019b); Xu and Gu (2020); Xu et al. (2019), a large fraction of which is concerned with model-free algorithms.

The generative model (or simulator) adopted in this paper was first proposed in Kearns and Singh (1999), which has been invoked in Agarwal et al. (2020); Azar et al. (2012, 2013); Kakade (2003); Kearns et al. (2002); Kearns and Singh (1999); Khamaru et al. (2020); Lattimore and Hutter (2012); Pananjady and Wainwright (2019); Sidford et al. (2018a,b); Wainwright (2019b); Wang (2019); Yang and Wang (2019), to name just a few. In particular, Azar et al. (2013) developed the minimax lower bound on the sample complexity $N = \Omega(\frac{|S||A| \log(|S||A|)}{(1-\gamma)^2})$ necessary for finding an $\varepsilon$-optimal policy, and showed that, for any $\varepsilon \in (0, 1)$, a model-based approach (e.g. applying QVI or PI to the empirical MDP) can estimate the optimal Q-function to within an $\varepsilon$-accuracy given near-minimal samples. Note, however, that directly translating this result to the policy guarantees leads to an additional factor of $\frac{1}{1-\gamma}$ in estimation accuracy and of $\frac{1}{(1-\gamma)^2}$ in sample complexity. In light of this, Azar et al. (2013) further showed that a near-optimal sample complexity is possible for policy learning if the sample size is at least on the order of $\frac{|S||A| \log(|S||A|)}{(1-\gamma)^2}$, which, however, is no longer sub-linear in the model complexity. A recent breakthrough Agarwal et al. (2020) substantially improved the model-based guarantee with the aid of auxiliary state-absorbing MDPs, extending the range of sample complexity to $\frac{|S|^2|A| \log(|S||A|)}{(1-\gamma)^2}, \infty)$. Our analysis is motivated in part by Agarwal et al. (2020), but also relies on several other novel techniques to complete the picture.

Finally, we remark that the construction of state-absorbing MDPs or state-action-absorbing MDPs falls under the category of “leave-one-out” type analysis, which is particularly effective in decoupling complicated statistical dependency in various statistical estimation problems Agarwal et al. (2020); Chen et al. (2021, 2019); El Karoui (2015); Ma et al. (2020); Pananjady and Wainwright (2019). The application of such an analysis framework to MDPs should be attributed to Agarwal et al. (2020). Other applications to Markov chains include Chen et al. (2019); Pananjady and Wainwright (2019).

6 Analysis: infinite-horizon MDPs

This section presents the key ideas for proving our main results, following an introduction of some convenient matrix notation.

6.1 Matrix notation and Bellman equations

It is convenient to present our proof based on some matrix notation for MDPs. Denoting by $e_1, \cdots, e_{|S|} \in \mathbb{R}^{|S|}$ the standard basis vectors, we can define:

- $r \in \mathbb{R}^{|S||A|}$: a vector representing the reward function $r$ (so that $r(s, a) = r(s, a)$ for all $(s, a) \in S \times A$).
- $V^\pi \in \mathbb{R}^{|S|}$: a vector applying the value function $V^\pi$ (so that $V^\pi_s = V^\pi(s)$ for all $s \in S$).
- $Q^\pi \in \mathbb{R}^{|S||A|}$: a vector representing the Q-function $Q^\pi$ (so that $Q^\pi(s, a) = Q^\pi(s, a)$ for all $(s, a) \in S \times A$).
- $V^* \in \mathbb{R}^{|S|}$ and $Q^* \in \mathbb{R}^{|S||A|}$: representing the optimal value function $V^*$ and optimal Q-function $Q^*$.
- $P \in \mathbb{R}^{|S| |A| \times |S|}$: a matrix representing the probability transition kernel $P$, where the $(s, a)$-th row of $P$ is a probability vector representing $P(\cdot | s, a)$. Denote $P_{s, a}$ as the $(s, a)$-th row of the transition matrix $P$. 
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• $\Pi^\pi \in \{0,1\}^{|S| \times |A|}$: a projection matrix associated with a given policy $\pi$ taking the following form

$$\Pi^\pi = \begin{pmatrix}
  e^T_{\pi(1)} & e^T_{\pi(2)} & \cdots & e^T_{\pi(|S|)}
\end{pmatrix},$$

(23)

• $P^\pi \in \mathbb{R}^{|S| \times |A|}$ and $P_\pi \in \mathbb{R}^{|S| \times |S|}$: two square probability transition matrices induced by the policy $\pi$ over the state-action pairs and the states respectively, defined by

$$P^\pi := P \Pi^\pi \quad \text{and} \quad P_\pi := \Pi^\pi P.$$

(24)

• $r_\pi \in \mathbb{R}^{|S|}$: a reward vector restricted to the actions chosen by the policy $\pi$, namely, $r_\pi(s) = r(s, \pi(s))$ for all $s \in S$ (or simply, $r_\pi = \Pi^\pi r$).

Armed with the above matrix notation, we can write, for any policy $\pi$, the Bellman consistency equation as

$$Q^\pi = r + \gamma P \pi V^\pi = r + \gamma P^\pi Q^\pi,$$

(25)

which implies that

$$Q^\pi = (I - \gamma P^\pi)^{-1} r;$$

$$V^\pi = r_\pi + \gamma P_\pi V^\pi \quad \text{and} \quad V^\pi = (I - \gamma P_\pi)^{-1} r_\pi. \tag{27}$$

For a vector $V = [V_i]_{1 \leq i \leq |S|} \in \mathbb{R}^{|S|}$, we define the vector $\Var_P(V) \in \mathbb{R}^{|S| \times |A|}$ whose entries are given by

$$\forall (s, a) \in S \times A, \quad [\Var_P(V)](s, a) := \sum_{s' \in S} P(s'|s, a)V_{s'}^2 - \left( \sum_{s' \in S} P(s'|s, a)V_s \right)^2,$$

i.e. the variance of $V$ w.r.t. $P(\cdot|s, a)$. This can be expressed using our matrix notation as follows

$$\Var_P(V) = P(V \circ V) - (PV) \circ (PV). \tag{28}$$

Similarly, for any given policy $\pi$ we define

$$\Var_{P_\pi}(V) = \Pi^\pi \Var_P(V) = P_\pi(V \circ V) - (P_\pi V) \circ (P_\pi V) \in \mathbb{R}^{|S|}. \tag{29}$$

We shall also define $\hat{V}^\pi, \hat{Q}^\pi, \hat{V}^\ast, \hat{Q}^\ast, \hat{P}, \hat{P}^\ast, \hat{P}_\pi, \Var_{\hat{P}}(V), \Var_{\hat{P}_\pi}(V)$ w.r.t. the empirical MDP $\hat{\mathcal{M}}$ in an analogous fashion.

### 6.2 Analysis: model-based policy evaluation

We start with the simpler task of policy evaluation, which also plays a crucial role in the analysis of planning.

To establish our guarantees in Theorem 3, we aim to prove the following result. Here, we recall that the true value function under a policy $\pi$ and the model-based empirical estimate are given respectively by

$$V^\pi = (I - \gamma P_\pi)^{-1} r_\pi \quad \text{and} \quad \hat{V}^\pi = (I - \gamma \hat{P}_\pi)^{-1} r_\pi. \tag{30}$$

**Lemma 1.** Fix any policy $\pi$. Consider any $0 < \delta < 1$, and suppose $N \geq \frac{32\gamma^2}{1-\gamma} \log \left( \frac{4|S| \log (\frac{1}{\delta})}{\delta} \right)$. Then with probability at least $1 - \delta$, the vectors defined in (30) obey

$$\|\hat{V}^\pi - V^\pi\|_\infty \leq 4\gamma \sqrt{\frac{2 \log \left( \frac{4|S| \log (\frac{1}{\delta})}{\delta} \right)}{N} \left\| (I - \gamma P_\pi)^{-1} \sqrt{\Var_{P_\pi}(V^\pi)} \right\|_\infty} + \frac{2\gamma \log \left( \frac{4|S| \log (\frac{1}{\delta})}{\delta} \right)}{(1-\gamma)N} \left\| V^\pi \right\|_\infty \leq 6 \sqrt{\frac{2 \log \left( \frac{4|S| \log (\frac{1}{\delta})}{\delta} \right)}{N(1-\gamma)^3}}. \tag{31}$$
Proof. The key proof idea is to resort to a high-order successive expansion of \( \hat{V}^π - V^π \), followed by fine-grained analysis of each term up to a certain logarithmic order. See Appendix B.1.

Clearly, Theorem 3 is a straightforward consequence of Lemma 1. Further, we strengthen the result by providing an additional instance-dependent bound (see the first line of (31) that depends on the true instance \( P_π, V^π \)), which is often tighter than the worst-case bound stated in the second line of (31). Our contribution can be better understood when compared with Pananjady and Wainwright (2019). Assuming that there is no noise in the rewards, our instance-dependent guarantee matches Pananjady and Wainwright (2019, Theorem 1(a)) up to some logarithmic order, which eventually allows for optimal control of the estimation error.

Proof ideas. We now briefly and informally describe the key proof ideas. As a starting point, the elementary identities (30) allow us to obtain

\[
\hat{V}_π^π - V^π = (I - \gamma \hat{P}_π)^{-1} r_π - V^π \\
= (I - \gamma \hat{P}_π)^{-1} (I - \gamma P_π) V^π - (I - \gamma \hat{P}_π)^{-1} (I - \gamma P_π) V^π \\
= \gamma (I - \gamma \hat{P}_π)^{-1} (\hat{P}_π - P_π) V^π.
\]

Due to the complicated dependency between \( (I - \gamma \hat{P}_π)^{-1} \) and \( (\hat{P}_π - P_π) V^π \), a natural strategy is to control these two terms separately and then to combine bounds; see Agarwal et al. (2020, Lemma 5) for an introduction. This simple approach, however, leads to sub-optimal statistical guarantees.

In order to refine the statistical analysis, we propose to further expand (32) in a similar way to deduce

\[
(32) = \gamma (I - \gamma P_π)^{-1} (\hat{P}_π - P_π) V^π + \gamma \left\{ (I - \gamma \hat{P}_π)^{-1} - (I - \gamma P_π)^{-1} \right\} (\hat{P}_π - P_π) V^π \\
= \gamma (I - \gamma P_π)^{-1} (\hat{P}_π - P_π) V^π + \gamma^2 (I - \gamma \hat{P}_π)^{-1} (\hat{P}_π - P_π) (I - \gamma P_π)^{-1} (\hat{P}_π - P_π) V^π,
\]

where the last line holds due to the same reason as (32) (basically it can be seen by replacing \( r_π \) with \( (\hat{P}_π - P_π) V^π \) in (32)). This can be viewed as a “second-order” expansion, with (32) being a “first-order” counterpart. The advantage is that: the first term in (33) becomes easier to cope with than its counterpart (32), owing to the independence between \( (I - \gamma P_π)^{-1} \) and \( (\hat{P}_π - P_π) V^π \). However, the second term in (33) remains difficult to control optimally. To remedy this issue, we shall continue to expand it to higher order (up to some logarithmic order), which eventually allows for optimal control of the estimation error.

Another crucial issue is that: in order to obtain fine-grained analyses on each term in the expansion (except for the first-order term), a common approach is to combine the Bernstein inequality with a classical entrywise bound on a quantity taking the form \( (I - \gamma P_π)^{-1} \sqrt{\text{Var}_P(V)} \) (which dates back to Azar et al. (2013)). Such a classical bound in prior literature, however, is not sufficiently tight for our purpose, which calls for refinement; see Lemma 11. Details are deferred to Appendix B.1.

6.3 Analysis: perturbed model-based planning

This subsection moves on to establishing our theory for model-based planning (cf. Theorem 1) and outlines the key ideas. In what follows, we shall start by analyzing the unperturbed version, which will elucidate the role of reward perturbation in our analysis.

We first make note of the following elementary decomposition:

\[
V^* - \hat{V}^π = (\hat{V}^π - V^π) + (V^* - \hat{V}^π) + (V^* - \hat{V}^π) \\
\leq (\hat{V}^π - V^π) + (V^* - \hat{V}^π),
\]

where the inequality follows from the optimality of \( \hat{V}^π \) w.r.t. \( \hat{V} \) (so that \( \hat{V}^π \preceq \hat{V}^π \)) and the definition \( V^* = V^π \). This leaves us with two terms to control.
Step 1: bounding \( \| \hat{V}^\pi - \hat{V}^{\pi^*} \|_\infty \). Given that \( \pi^* \) is independent of the data, we can carry out this step using Lemma 1. Specifically, taking \( \pi = \pi^* \) in Lemma 1 yields that, with probability at least \( 1 - \delta \),

\[
\| \hat{V}^\pi - V^{\pi^*} \|_\infty \leq 6 \sqrt{\frac{2 \log \left( \frac{4|S|^2 \log \frac{1}{\delta}}{\delta} \right)}{N(1 - \gamma)^3}}.
\]

Step 2: bounding \( \| \hat{V}^{\pi^*} - \hat{V}^{\pi^*} \|_\infty \). Extending the result in Step 1 to \( \| \hat{V}^{\pi^*} - \hat{V}^{\pi^*} \|_\infty \) is considerably more challenging, primarily due to the complicated statistical dependency between \((\hat{V}^{\pi^*}, \hat{V}^{\pi^*})\) and the data matrix \( \hat{P} \). The recent work Agarwal et al. (2020) developed a clever “leave-one-out” type argument by constructing some auxiliary state-absorbing MDPs to decouple the statistical dependency when \( \varepsilon < 1/\sqrt{1 - \gamma} \). However, their argument falls short of accommodating the full range of \( \varepsilon \). To address this challenge, our analysis consists of the following two steps, both of which require new ideas beyond Agarwal et al. (2020).

- **Decoupling statistical dependency between \( \hat{\pi}^* \) and \( \hat{P} \).** Instead of attempting to decouple the statistical dependency between \( \hat{V}^{\hat{\pi}^*} \) and \( \hat{P} \) as in Agarwal et al. (2020), we focus on decoupling the statistical dependency between the policy \( \hat{\pi}^* \) and \( \hat{P} \). If this can be achieved, then the proof strategy adopted in Step 1 for a fixed policy becomes applicable (see Section 6.3.1). A key ingredient of this step lies in the construction of a collection of auxiliary state-action-absorbing MDPs (motivated by Agarwal et al. (2020)), which allows us to get hold of \( \| V^{\hat{\pi}^*} - V^{\hat{\pi}^*} \|_\infty \). See Section 6.3.2 for details, with a formal bound delivered in Lemma 5.

- **Tie-breaking via reward perturbation.** A shortcoming of the above-mentioned approach, however, is that it relies crucially on the separability of \( \hat{\pi}^* \) from other policies; in other words, the proof might fail if \( \hat{\pi}^* \) is non-unique or not sufficiently distinguishable from others. Consequently, it remains to ensure that the optimal policy \( \hat{\pi}^* \) stands out from all the rest for all MDPs of interest. As it turns out, this can be guaranteed with high probability by slightly perturbing the reward function so as to break the ties. See Section 6.3.3 for details.

In the sequel, we shall flesh out these key ideas.

### 6.3.1 Value function estimation for a policy obeying Bernstein-type conditions

Before discussing how to decouple statistical dependency, we record a useful result that plays an important role in the analysis. Specifically, Lemma 1 can be generalized beyond the family of fixed policies (namely, those independent of \( \hat{P} \)), as long as a certain Bernstein-type condition — to be formalized in (37) — is satisfied. To make it precise, we need to introduce a set of auxiliary vectors as follows

\[
\begin{align*}
r^{(0)} := r_{\pi}, & \quad V^{(0)} := (I - \gamma P_{\pi})^{-1} r^{(0)}, \\
r^{(l)} := \sqrt{\text{Var}_{P_{\pi}}[V^{(l-1)}]}, & \quad V^{(l)} := (I - \gamma P_{\pi})^{-1} V^{(l)}, \quad l \geq 1.
\end{align*}
\]

Our generalization of Lemma 1 is as follows, which does not require statistical independence between the policy \( \pi \) and the data \( \hat{P} \).

**Lemma 2.** Suppose that there exists some quantity \( \beta_1 > 0 \) such that \( \{ V^{(l)} \} \) (cf. (36)) obeys

\[
\left| \hat{P}_{\pi} - P_{\pi} \right| V^{(l)} \leq \sqrt{\frac{\beta_1}{N}} \sqrt{\text{Var}_{P_{\pi}}[V^{(l)}]} + \frac{\beta_1}{N} \| V^{(l)} \|_\infty 1, \quad \text{for all } 0 \leq l \leq \log \left( \frac{e}{1 - \gamma} \right).
\]

Suppose that \( N > \frac{16\varepsilon^2}{1 - \gamma} \beta_1 \). Then the vectors \( V^{\pi} = (I - \gamma P_{\pi})^{-1} r_{\pi} \) and \( \hat{V}^{\pi} = (I - \gamma \hat{P}_{\pi})^{-1} r_{\pi} \) satisfy

\[
\| \hat{V}^{\pi} - V^{\pi} \|_\infty \leq \frac{6}{1 - \gamma} \sqrt{\frac{\beta_1}{N(1 - \gamma)}}.
\]

While the Bernstein-type condition (37) clearly holds for some reasonably small \( \beta_1 \) if \( \pi \) is independent of \( \hat{P} \), it might remain valid if \( \pi \) exhibits fairly “weak” statistical dependency on the data samples. This is a key step that paves the way for our subsequent analysis of \( \hat{\pi}^* \).
6.3.2 Decoupling statistical dependency via \((s, a)\)-absorbing MDPs

We are now positioned to demonstrate how to control \(\|\hat{V}^* - \hat{V}^*\|_{\infty}\) w.r.t. the optimal policy \(\hat{\pi}^*\) to \(\hat{V}\). A crucial technical challenge lies in how to decouple the complicated statistical dependency between the optimal policy \(\hat{\pi}^*\) and the \(\hat{V}^*\) (which heavily relies on the data samples). Towards this, we resort to a leave-one-row-out argument built upon a collection of auxiliary MDPs, largely motivated by the novel construction in (Agarwal et al., 2020, Section 4.2). In comparison to Agarwal et al. (2020) that introduces state-absorbing MDPs (so that a state \(s\) is absorbing regardless of the subsequent actions chosen), our construction is a set of state-action-absorbing MDPs, in which a state \(s\) is absorbing only when a designated action \(a\) is always executed at the state \(s\).

Construction of \((s, a)\)-absorbing MDPs. For each state-action pair \((s, a)\) and each scalar \(u\) with \(|u| \leq 1/(1 - \gamma)\), we construct an auxiliary MDP \(\hat{M}_{s,a,u}\) — it is identical to the original \(M\) except that it is absorbing in state \(s\) if we always choose action \(a\) in state \(s\). More specifically, the probability transition kernel associated with \(\hat{M}_{s,a,u}\) (denoted by \(P_{\hat{M}_{s,a,u}}\)) can be specified by

\[
\begin{align*}
P_{\hat{M}_{s,a,u}}(s | s, a) &= 1, \\
P_{\hat{M}_{s,a,u}}(s' | s, a) &= 0, & \text{for all } s' \neq s, \\
P_{\hat{M}_{s,a,u}}(\cdot | s', a') &= P_M(\cdot | s', a'), & \text{for all } (s', a') \neq (s, a),
\end{align*}
\]

where \(P_M\) is the probability transition kernel w.r.t. the original \(M\). Meanwhile, the instant reward received at \((s, a)\) in \(\hat{M}_{s,a,u}\) is set to be \(u\), while the rewards at all other state-action pairs stay unchanged. We can define \(\hat{M}_{s,a,u}\) analogously (so that its probability transition matrix is identical to \(\hat{P}\) except that the \((s, a)\)-th row becomes absorbing). The main advantage of this construction is that: for any fixed \(u\), the MDP \(\hat{M}_{s,a,u}\) is statistically independent of \(\hat{P}_{s,a}\) (the row of \(\hat{P}\) corresponding to the state-action pair \((s, a)\), determined by the samples collected for the \((s, a)\) pair).

To streamline notation, we let \(Q^*_{s,a,u}\) and \(\hat{V}^*_{s,a,u}\) represent the Q-function of \(M_{s,a,u}\) under a policy \(\pi\), denote by \(\pi^*_{s,a,u}\) the optimal policy associated with \(M_{s,a,u}\), and let \(Q^*_{s,a,u}\) be the Q-function under this optimal policy \(\pi^*_{s,a,u}\). The notation \(V^*_{s,a,u}\) and \(\hat{V}^*_{s,a,u}\) regarding value functions, as well as their counterparts (i.e. \(\hat{Q}^*_{s,a,u}\), \(\hat{V}^*_{s,a,u}\), \(\hat{\pi}^*_{s,a,u}\)) in the empirical MDP \(\hat{M}\), can be defined in an analogous fashion.

Remark 4. The careful reader will remark that the instant reward \(u\) is constrained to reside within \([-\frac{1}{1 - \gamma}, \frac{1}{1 - \gamma}]\) rather than the usual range \([0, 1]\). Fortunately, none of the subsequent steps that involve \(u\) requires \(u\) to lie within \([0, 1]\).

Intimate connections between the auxiliary MDPs and the original MDP. In the following, we introduce a result that connects the Q-function and the value function of the absorbing MDP with those of the original MDP. The idea is motivated by Agarwal et al. (2020, Lemma 7) and its proof is deferred to Appendix B.2.

**Lemma 3.** Setting \(u^* := r(s,a) + \gamma (P V^*)_{s,a} - \gamma V^*(s)\), one has

\[
Q^*_{s,a,u^*} = Q^* \quad \text{and} \quad V^*_{s,a,u^*} = V^*.
\]

**Remark 5.** Lemma 3 does not rely on the particular form of \(P\), and can be directly generalized to the empirical model \(\hat{P}\) and the auxiliary MDPs built upon \(\hat{P}\).

In words, by properly setting the instant reward \(u = u^*\) (which can be easily shown to reside within \([-\frac{1}{1 - \gamma}, \frac{1}{1 - \gamma}]\)), one guarantees that the \((s, a)\)-absorbing MDP and the original MDP have the same Q-function and value function under the respective optimal policies.

Representing \(\hat{\pi}^*\) via a small set of policies independent of \(\hat{P}_{s,a}\). With Lemma 3 in place, it is tempting to use \(\hat{M}_{s,a,u\hat{\pi}^*}\) with \(\hat{\pi}^* := r(s,a) + \gamma (P \hat{V}^*)_{s,a} - \gamma \hat{V}^*(s)\) to replace the original \(\hat{M}\). The rationale is simple: given that the probability transition matrix of \(\hat{M}_{s,a,u\hat{\pi}^*}\) does not rely upon \(\hat{P}_{s,a}\), the statistical dependency between \(\hat{M}_{s,a,u\hat{\pi}^*}\) and \(\hat{P}_{s,a}\) is now fully embedded into a single parameter \(\hat{\pi}^*\). This motivates us
to decouple the statistical dependency effectively by constructing an epsilon-net (see, e.g., Vershynin (2018)) w.r.t. this single parameter. The aim is to locate a point \( u_0 \) over a small fixed set such that (i) it is close to \( \tilde{u}^* \), and (ii) its associated optimal policy is identical to the original optimal policy \( \tilde{\pi}^* \).

It turns out that this aim can be accomplished as long as the original Q-function \( \hat{Q}^* \) satisfies a sort of separation condition (which indicates that there is no tie when it comes to the optimal policy). To make it precise, given any \( 0 < \omega < 1 \), our separation condition is characterized through the following event

\[
B_\omega := \left\{ \tilde{Q}^*(s, \tilde{\pi}^*(s)) - \max_{a : a \neq \tilde{\pi}^*(s)} \tilde{Q}^*(s, a) \geq \omega \quad \text{for all } s \in S \right\}.
\]

Clearly, on the event \( B_\omega \), the optimal policy \( \tilde{\pi}^* \) is unique, since for each \( s \) the action \( \tilde{\pi}^*(s) \) results in a strictly higher Q-value compared to any other action. With this separation condition in mind, our result is stated below. Here and throughout, we define an epsilon-net of the interval \( [-1/\gamma, 1/\gamma] \) as follows

\[
\mathcal{N}_\epsilon := \left\{ -n_\epsilon \epsilon, \ldots, -\epsilon, 0, \epsilon, \ldots, n_\epsilon \epsilon \right\}, \quad \text{for the largest integer } n_\epsilon \text{ obeying } n_\epsilon \epsilon < \frac{1}{1 - \gamma}, \tag{42}
\]

which has cardinality at most \( 2 \frac{2}{(1-\gamma)^\epsilon} \).

**Lemma 4.** Consider any \( \omega > 0 \), and suppose the event \( B_\omega \) (cf. (41)) holds. Then for any pair \((s, a) \in S \times A\), there exists a point \( u_0 \in \mathcal{N}_{(1-\gamma)\omega/4} \), such that

\[
\tilde{\pi}^* = \tilde{\pi}^*_{u_0}.
\]

**Proof.** See Appendix B.3.

**Deriving an optimal error bound under the separation condition.** Armed with the above bounds, we are ready to derive the desired error bound by combining Lemma 2 and Lemma 4.

**Lemma 5.** Given \( 0 < \omega < 1 \) and \( \delta > 0 \), suppose that \( B_\omega \) (defined in (41)) occurs with probability at least \( 1 - \delta \). Then with probability at least \( 1 - 3\delta \),

\[
\| \hat{V}^\hat{\pi}^* - V^\hat{\pi}^* \|_\infty \leq 6 \sqrt{\frac{2 \log \left( \frac{32 |S||A|}{(1-\gamma)^2 \omega} \right)}{N(1-\gamma)^3}} \quad \text{and} \quad \| V^\hat{\pi}^* - V^\pi^* \|_\infty \leq 12 \sqrt{\frac{2 \log \left( \frac{32 |S||A|}{(1-\gamma)^2 \omega} \right)}{N(1-\gamma)^3}} 1, \tag{44}
\]

provided that \( N \geq c_0 \log \left( \frac{3|S||A|}{1-\gamma} \right) \) for some sufficiently large constant \( c_0 > 0 \).

**Proof.** See Appendix B.4.

### 6.3.3 A tie-breaking argument

Unfortunately, the separation condition specified in \( B_\omega \) (cf. (41)) does not always hold. In order to accommodate all possible MDPs of interest without imposing such a special separation condition, we put forward a perturbation argument allowing one to generate a new MDP that (i) satisfies the separation condition, and that (ii) is sufficiently close to the original MDP.

Specifically, let us represent the proposed reward perturbation (8) in a vector form as follows

\[
r_p := r + \zeta, \tag{45}
\]

where \( \zeta = [\zeta(s, a)]_{(s, a) \in |S| \times |A|} \) is an \(|S||A|\)-dimensional vector composed of independent entries with each \( \zeta(s, a) \) i.i.d. \( \text{Unif}(0, \xi) \). We aim to show that: by randomly perturbing the reward function, we can “break the tie” in the Q-function and ensure sufficient separation of Q-values associated with different actions.

To formalize our result, we find it convenient to introduce additional notation. Denote by \( \pi_p^* \) the optimal policy of the MDP \( M_p = (S, A, P, r_p, \gamma) \), and \( Q_p^* \) its optimal state-action value function. We can define \( \hat{Q}_p^* \) and \( \hat{\pi}_p^* \) analogously for the MDP \( \hat{M}_p = (S, A, \hat{P}, r_p, \gamma) \). Our result is phrased as follows.
Lemma 6. Consider the perturbed reward vector defined in expression (45). With probability at least $1 - \delta$, 

$$\forall (s, a) \in S \times A \text{ with } a \neq \pi^*_p(s) : \quad Q^*_p(s, \pi^*_p(s)) - Q^*_p(s, a) > \frac{\xi\delta(1 - \gamma)}{3|S||A|^2}. \quad (46)$$

This result holds unchanged if $(Q^*_p, \pi^*_p)$ is replaced by $(\hat{Q}^*_p, \hat{\pi}^*_p)$.

Proof. See Appendix B.5.

Lemma 6 reveals that at least a polynomially small degree of separation ($\omega = \frac{\xi\delta(1 - \gamma)}{3|S||A|^2}$) arises upon random perturbation (with size $\xi$) of the reward function. As we shall see momentarily, this level of separation suffices for our purpose.

6.3.4 Proof of Theorem 1

Let us consider the randomly perturbed reward function as in (45). For any policy $\pi$, we denote by $V^\pi_p$ (resp. $\hat{V}^\pi_p$) the corresponding value function vector in the MDP with probability transition matrix $P$ (resp. $\hat{P}$) and reward vector $r_p$. Note that $\pi^*_p$ (resp. $\hat{\pi}^*_p$) denotes the optimal policy that maximizes $V^\pi_p$ (resp. $\hat{V}^\pi_p$).

In view of Lemma 6, with probability at least $1 - \delta$ one has the separation

$$\left| \hat{Q}^*_p(s, \hat{\pi}^*_p(s)) - \hat{Q}^*_p(s, a) \right| > \frac{\xi\delta(1 - \gamma)}{3|S||A|^2} \quad (47)$$

uniformly over all $s$ and $a \neq \hat{\pi}^*_p(s)$. With this separation in place, taking $\omega := \frac{\xi\delta(1 - \gamma)}{3|S||A|^2}$ in Lemma 5 yields

$$\left\| V^\pi_p - V^\hat{\pi}^*_p \right\|_\infty \leq 12 \sqrt{\frac{2 \log \left( \frac{96|S|^2|A|^3}{(1 - \gamma)^3\xi^2} \right)}{N(1 - \gamma)^3}}. \quad (48)$$

In addition, the value functions under any policy $\pi$ obeys

$$V^\pi - V^\pi_p = \Pi^\pi \left((I - P^\pi)^{-1}r - (I - P^\pi)^{-1}r_p\right),$$

which taken collectively with the facts $\|r - r_p\|_\infty \leq \xi$ and $\|(I - \gamma P^\pi)^{-1}\|_1 \leq \frac{1}{1 - \gamma}$ gives

$$\|V^\pi - V^\pi_p\|_\infty \leq \|(I - \gamma P^\pi)^{-1}\|_1 \|r - r_p\|_\infty \leq \frac{1}{1 - \gamma} \xi.$$

Specializing the above relation to $\pi^*$ and $\hat{\pi}^*_p$ gives

$$\|V^{\pi^*} - V^{\hat{\pi}^*_p}\|_\infty \leq \frac{1}{1 - \gamma} \xi \quad \text{and} \quad \|V^{\hat{\pi}^*_p} - V^{\hat{\pi}^*_p}\|_\infty \leq \frac{1}{1 - \gamma} \xi. \quad (49)$$

Now let us consider the following decomposition

$$V^{\hat{\pi}^*_p} - V^* = (V^{\hat{\pi}^*_p} - V^{\hat{\pi}^*_p}) + (V^{\hat{\pi}^*_p} - V^{\hat{\pi}^*_p}) + (V^{\hat{\pi}^*_p} - V^{\pi^*}) + (V^{\pi^*} - V^*),$$

where the last step follows from the optimality of $\pi^*_p$ w.r.t. $V^\pi_p$. Taking this collectively with the inequalities (48) and (49), one shows that with probability greater than $1 - 3\delta$,

$$V^{\hat{\pi}^*_p} - V^* \geq -\left(\frac{2}{1 - \gamma} \xi + 12 \sqrt{\frac{2 \log \left( \frac{96|S|^2|A|^3}{(1 - \gamma)^3\xi^2} \right)}{N(1 - \gamma)^3}}\right).$$
By taking $\xi = \frac{(1-\gamma)c}{2|S||A|}$ and $N \geq \frac{c_0 \log \left( \frac{|S||A|}{(1-\gamma)^2} \right)}{1-(\gamma_2)}$ for some constant $c_0 > 0$ large enough, we can ensure that

$$0 \geq V^{\pi^*_e} - V^* \geq -\varepsilon 1$$

as claimed. Regarding the Q-functions, the Bellman equation gives

$$Q^{\pi^*_e} - Q^* = r + \gamma PV^{\pi^*_e} - (r + \gamma PV^*) = \gamma P(V^{\pi^*_e} - V^*).$$

Consequently, one has

$$Q^{\pi^*_e} - Q^* \geq -\gamma \|P\|_1 \|V^{\pi^*_e} - V^*\|^\infty 1 \geq -\gamma \varepsilon 1.$$

Finally, we demonstrate that both the empirical QVI and PI w.r.t. $\hat{M}_p$ are guaranteed to find $\pi_p^* \in \pi_k$ in a few iterations. Suppose for the moment that we can obtain a policy $\pi_k$ obeying

$$\|\hat{Q}_p^{\pi_k} - \hat{Q}_p^*\|_\infty < \frac{\xi \delta(1-\gamma)}{8|S||A|^2}. \quad (50)$$

Then for any $s \in S$ and any action $a \neq \pi_p^*$ one has

$$\hat{Q}_p^{\pi_k}(s, \pi_p^*(s)) - \hat{Q}_p^*(s, a) = \hat{Q}_p^*(s, \pi_p^*(s)) - \hat{Q}_p^*(s, a) + \left( \hat{Q}_p^{\pi_k}(s, \pi_p^*(s)) - \hat{Q}_p^*(s, \pi_p^*(s)) \right) - \left( \hat{Q}_p^{\pi_k}(s, a) - \hat{Q}_p^*(s, a) \right)$$

$$\geq \hat{Q}_p^*(s, \pi_p^*(s)) - \hat{Q}_p^*(s, a) - 2\|\hat{Q}_p^{\pi_k} - \hat{Q}_p^*\|_\infty$$

$$\geq \frac{\xi \delta(1-\gamma)}{4|S||A|^2} - 2 \frac{\xi \delta(1-\gamma)}{8|S||A|^2} = 0,$$
Representing $\hat{\pi}_c$ via a small set of policies independent of $\hat{P}_{s,a}$. Akin to our analysis for the perturbed model-based planning algorithm in Section 6.3, a key step lies in demonstrating the connection between $\hat{\pi}_c$ and a reasonably small collection of leave-one-out auxiliary MDPs. Towards this, we are in need of the following lemma, which characterizes certain “stability” of our conservative model-based strategy and lies at the core of our analysis. The proof is deferred to Section B.7.

**Lemma 8.** Consider any given Q-function $\hat{Q} : S \times A \rightarrow \mathbb{R}$ and its associated value function $\hat{V} : S \rightarrow \mathbb{R}$ (i.e. $\hat{V}(s) = \max_a \hat{Q}(s, a)$ for all $s$). Generate an independent random variable $\zeta \sim \text{Unif}(0, \xi)$. Then with probability at least $1 - \delta$,

$$\forall s \in S, \quad \{a \in A : \hat{Q}(s, a) > \hat{V}(s) - \zeta\} = \{a \in A : Q(s, a) > V(s) - \zeta\}$$

holds simultaneously for all Q-function $Q : S \times A \rightarrow \mathbb{R}$ (and its associated value function $V : S \rightarrow \mathbb{R}$) obeying

$$\max_{s,a} |Q(s, a) - \hat{Q}(s, a)| \leq \frac{\xi \delta}{8|S||A|}. \tag{55}$$

As an important implication of this lemma, the policy $\hat{\pi}_c$ computed in (10) remains unchanged upon slight perturbation of the Q-function estimates. Armed with Lemma 8 and the leave-one-out auxiliary MDPs $\{\hat{M}_{s,a,u}\}$ constructed in Section 6.3, our analysis proceeds as follows.

- For each $(s, a) \in S \times A$, there exists a point $u_0 \in \mathcal{N}(1 - \gamma)\omega$ (cf. (42)) such that the optimal Q-function of $\hat{Q}_{s,a,u_0}^*$ of $\hat{M}_{s,a,u_0}$ obeys

$$\|\hat{Q}_{s,a,u_0}^* - \hat{Q}^*\|_\infty \leq \omega. \tag{56}$$

This is a fact that has already been established in the proof of Lemma 4; see (89).

- Define a conservative policy for $\hat{M}_{s,a,u_0}$ as follows:

$$\forall s' \in S : \quad \hat{\pi}_{s,a,u_0,c}(s') = \min \{a' \in A : \hat{Q}_{s,a,u_0}^*(s', a') > \hat{V}_{s,a,u_0}^*(s') - \zeta\},$$

where $\hat{Q}_{s,a,u_0}^*$ and $\hat{V}_{s,a,u_0}^*$ denote the optimal Q-function and optimal value function of $\hat{M}_{s,a,u_0}$, respectively. Taking $\omega = \frac{\xi \delta}{8|S||A|}$ and invoking Lemma 8 and (56), we arrive at

$$\hat{\pi}_c = \hat{\pi}_{s,a,u_0,c}^*.$$

This result (57) parallels Lemma 4 for the perturbed model-based planning algorithm, revealing that $\hat{\pi}_c$ is representable using a policy independent of the randomness associated with $(s, a)$. The remaining proof of Theorem 2 then follows from an identical argument as in the proof of Theorem 1, and is hence omitted here.

## 7 Analysis: finite-horizon MDPs

In this section, we outline the proof of Theorem 4. We shall start by introducing a set of convenient matrix notation before embarking on the main proof.

### 7.1 Matrix notation and Bellman equations

Akin to the infinite-horizon case, we introduce some matrix notation for finite-horizon MDPs. Analogous to Section 6.1, we introduce the following set of notation.

- $r_h \in \mathbb{R}^{|S||A|}$: a vector representing the reward function $r_h$ at step $h$.
- $V^\pi_h \in \mathbb{R}^{|S|}$: a vector representing the value function $V^\pi_h$ of $\pi$ at step $h$.
- $V^*_h \in \mathbb{R}^{|S|}$: a vector representing the optimal value function $V^*_h$ at step $h$.
- $Q^\pi_h \in \mathbb{R}^{|S||A|}$: a vector representing the Q-function $Q^\pi_h$ of $\pi$ at step $h$.
\begin{itemize}
    \item $Q^*_h \in \mathbb{R}^{|S|\times|A|}$: a vector representing the optimal Q-function $Q^*_h$ at step $h$.
    \item $P_h \in \mathbb{R}^{|S|\times|A|\times|S|}$: a matrix representing the probability transition kernel $P_h$ at step $h$.
    \item $P_{h,\pi} \in \mathbb{R}^{|S|\times|S|}$: a submatrix of $P_h$, which consists of the rows with indices coming from $\{(s,\pi_h(s)) \mid s \in S\}$.
    \item $r^*_h \in \mathbb{R}^{|S|}$: a subvector of $r_h$, which consists of the rows with indices coming from $\{(s,\pi_h(s)) \mid s \in S\}$.
\end{itemize}

Armed with the above notation, the Bellman equation here is given by

$$Q^*_h = r_h + P_h V^\pi_{h+1}, \quad 1 \leq h \leq H,$$

where we recall that for all $s \in S$

$$V^\pi_h(s) = Q^*_h(s, \pi_h(s)) \quad \text{and} \quad V^\pi_{H+1}(s) = 0. \quad (59)$$

This also allows one to derive

$$V^\pi_h = r^*_h + P_{h,\pi} V^\pi_{h+1}. \quad (60)$$

We shall also define $\hat{V}^\pi_h, \hat{Q}^*_h, \hat{V}^*_h, \hat{P}_h, \hat{P}_{h,\pi}$ w.r.t. the empirical MDP $\hat{M}$ in an analogous fashion.

### 7.2 An auxiliary value function sequence obeying Bernstein-type conditions

Similar to the infinite-horizon case (in particular, Section 6.3.1), we find it convenient to introduce a collection of auxiliary vectors as follows. For any $l \geq 0$, define

$$V^{(l)}_{h+1} := 0 \quad \text{and} \quad \hat{V}^{(l)}_{H+1} := 0;$$

and for any $1 \leq h \leq H$ and any policy $\pi$, define the following sequences recursively:

$$r^{(0)}_h := r^*_h, \quad r^{(l)}_h := \sqrt{\text{Var}_{P_{h,\pi}}[V^{(l-1)}_{h+1}]}, \quad V^{(0)}_h := r^{(0)}_h + P_{h,\pi} V^{(0)}_{h+1}, \quad \hat{V}^{(0)}_h := r^{(0)}_h + \hat{P}_{h,\pi} \hat{V}^{(0)}_{h+1},$$

$$V^{(l)}_h := r^{(l)}_h + P_{h,\pi} V^{(l)}_{h+1}, \quad \hat{V}^{(l)}_h := r^{(l)}_h + \hat{P}_{h,\pi} \hat{V}^{(l)}_{h+1}, \quad l \geq 1. \quad (62)$$

As can be easily verified, $\{V^{(0)}_h\}$ coincides with the value function of policy $\pi$ in the true MDP $M$, while $\{\hat{V}^{(0)}_h\}$ corresponds to the value function of policy $\pi$ in the empirical MDP $\hat{M}$.

As it turns out, if the above auxiliary sequence satisfies certain Bernstein-type conditions, then we can establish a useful upper bound on the entrywise difference between $V^{(0)}_h$ and $\hat{V}^{(0)}_h$, as stated below. The proof of this lemma is deferred to Section C.1.

**Lemma 9.** Suppose that there exists some quantity $\beta_1 > 0$ such that the sequence $\{V^{(l)}_{h+1}\}$ constructed in (62) obeys

$$\left| (\hat{P}_{h,\pi} - P_{h,\pi}) V^{(l)}_{h+1} \right| \leq \sqrt{\frac{\beta_1}{N}} \sqrt{\text{Var}_{P_{h,\pi}}[V^{(l)}_{h+1}]} + \frac{\beta_1}{N} \|V^{(l)}_{h+1}\|_\infty 1, \quad \forall 0 \leq l \leq \log_2 H, 1 \leq h \leq H - 1. \quad (63)$$

In addition, assume that $N > 12H \beta_1$. Then we have

$$\|\hat{V}^{(0)}_h - V^{(0)}_h\|_\infty \leq 6H \sqrt{\frac{3 \beta_1}{N}}, \quad (64)$$

for all $1 \leq h \leq H$.\)
7.3 Proof of Theorem 4

Let us begin with the following elementary decomposition:

\[
V_h^\pi - V_h^{\hat{\pi}} = (\hat{V}_h^{\hat{\pi}} - V_h^{\hat{\pi}}) + (\hat{V}_h^{\hat{\pi}} - \hat{V}_h^{\hat{\pi}}) + (V_h^\star - \hat{V}_h^{\hat{\pi}}) \leq (\hat{V}_h^{\hat{\pi}} - V_h^{\hat{\pi}}) + (V_h^\star - \hat{V}_h^{\hat{\pi}}).
\]  

Here, the inequality follows from the definition \(V_h^\pi = V_h^{\hat{\pi}}\), as well as the fact that \(\hat{V}_h^{\hat{\pi}} \leq \hat{V}_h^{\hat{\pi}}\) (since \(\hat{\pi}\) is the optimal policy of the empirical MDP). As a result, in order to invoke Lemma 9, it is sufficient to verify the Bernstein-type condition (63) in light of (65), there are two terms that need to be controlled.

We intend to bound both \(\hat{V}_h^{\hat{\pi}} - V_h^{\hat{\pi}}\) and \(V_h^\star - \hat{V}_h^{\hat{\pi}}\) by means of Lemma 9. Towards this, we first note that for any policy \(\pi\), the associated value functions of the MDP and the empirical MDP obey the following Bellman equations:

\[
V_h^\pi := r_h^\pi + P_h,\pi V_{h+1}^\pi, \quad \hat{V}_h^\pi := r_h^\pi + \hat{P}_h,\pi \hat{V}_{h+1}^\pi,
\]

along with the boundary conditions \(V_H^\pi = \hat{V}_H^\pi = 0\). This indicates that the vector \(V_h^{(0)}\) (resp. \(\hat{V}_h^{(0)}\)) constructed in (62) is precisely the value function of policy \(\pi\) at step \(h\) in the true MDP (resp. empirical MDP). As a result, in order to invoke Lemma 9, it is sufficient to verify the Bernstein-type condition (63) w.r.t. policies \(\pi^\star\) and \(\hat{\pi}^\star\) for some sufficiently small quantity \(\beta_1\).

- Let us begin with the optimal policy \(\pi^\star\), which is fixed and statistically independent of the data samples. As a result, if we take \(\pi = \pi^\star\) during the construction (62), then it is clearly seen that \(P_h\) is statistically independent of \(V_{h+1}^{(0)}\). Applying the Bernstein inequality together with the union bound then guarantees that: with probability exceeding \(1 - \delta\),

\[
\left| (\hat{P}_h - P_h)V_{h+1}^{(l)} \right| \leq \sqrt{\frac{\beta_1}{N}\text{Var}_h[V_{h+1}^{(l)}]} + \frac{\beta_1}{N} \|V_{h+1}^{(l)}\|_\infty \leq 1
\]

holds uniformly over all \(0 \leq l \leq \log_2 H, 1 \leq h \leq H - 1, (s, a) \in S \times A\), where \(\beta_1\) is given by

\[
\beta_1 := 4 \log \left( \frac{H|S||A|}{\delta} \right).
\]  

Armed with Condition (66), we can readily invoke Lemma 9 to reach

\[
\|\hat{V}_h^{\pi^\star} - V_h^{\pi^\star}\|_\infty = \|\hat{V}_h^{(0)} - V_h^{(0)}\|_\infty \leq 6H \sqrt{\frac{3\beta_1 H}{N}} \leq 6H \sqrt{\frac{12H \log \left( \frac{H|S||A|}{\delta} \right)}{N}}
\]

with probability at least \(1 - \delta\).

- Next, we move on to the policy \(\hat{\pi}^\star\) by taking \(\pi = \hat{\pi}^\star\) during the construction (62). Note that \(V_{h+1}^{(l)}\) depends only on \(\hat{\pi}^\star_j\) \((j \geq h + 1)\). In view of our assumption on \(\hat{\pi}^\star\) (i.e., it is computed backward via dynamic programming), \(\hat{\pi}^\star_j\) is independent of any \(\hat{P}_j\) with \(j < i\), and hence \(V_{h+1}^{(l)}\) is statistically independent from \(\hat{P}_h\). Consequently, the preceding bounds (66) and (67) continue to hold. All of this immediately results in

\[
\|\hat{V}_h^{\hat{\pi}^\star} - V_h^{\hat{\pi}^\star}\|_\infty \leq 6H \sqrt{\frac{12H \log \left( \frac{H|S||A|}{\delta} \right)}{N}}
\]

with probability exceeding \(1 - \delta\).

Substituting the above bounds into (65), we arrive at

\[
0 \leq V_h^\star - V_h^{\hat{\pi}^\star} \leq 12H \sqrt{\frac{12H \log \left( \frac{H|S||A|}{\delta} \right)}{N}} \leq 1
\]

with probability greater than \(1 - 2\delta\), provided that \(N \geq 48H \log \left( \frac{H|S||A|}{\delta} \right)\). By taking the right-hand side of (68) to be smaller than \(\varepsilon 1\), we immediately conclude the proof.
8 Discussion

This paper has demonstrated that (some variants of) model-based planning algorithms achieve the minimax sample complexity in the presence of a generative model, as soon as the sample size exceeds the order of \(|S||A|/1-\gamma\) for \(\gamma\)-discounted infinite horizon MDPs and \(|S||A|H^2\) for time-inhomogeneous finite-horizon MDPs (modulo some log factor). Compared to prior literature, our result has considerably broadened the sample size range, allowing us to pin down a complete trade-off curve between sample complexity and statistical accuracy.

The present work opens up several directions for future investigation, which we discuss in passing below.

- **Is perturbation or conservative action selection necessary for infinite-horizon MDPs?** The planning algorithm analyzed here for infinite-horizon MDPs is either applied to a perturbed variant of the empirical MDP (as in perturbed model-based planning) or run in a conservative manner (as in conservative model-based planning). This, however, gives rise to a natural question regarding the necessity of perturbation or conservative action selection: can we achieve optimal performance directly using plain model-based planning on the empirical MDP? While we conjecture that the answer is affirmative, settling this conjecture requires new techniques beyond the analysis framework of this paper.

- **Improved analysis for model-free algorithms.** As mentioned previously, a even more severe sample complexity barrier is present in all prior theory regarding model-free approaches (e.g. Li et al. (2021e); Sidford et al. (2018a); Wainwright (2019b)). Our analysis might shed light on how to overcome such barriers for model-free approaches.

- **Time-homogeneous finite-horizon MDPs.** When it comes to finite-horizon MDPs, the present work concentrates on time-inhomogeneous MDPs where the probability transition kernels may vary across time steps. Another important scenario is concerned with time-homogeneous MDPs, where \(P_1 = P_2 = \cdots = P_H\). It remains unclear how to develop tight sample analysis for time-homogeneous MDPs due to the lack of statistical independence across time steps (namely, we shall use all samples to estimate the kernels across time steps as they are identical).

- **Beyond the tabular setting.** The current paper focuses on the tabular setting with finite state and action spaces. While we improve the sample size range, the sample complexities might still be prohibitively large when \(|S|\) and \(|A|\) are enormous. Therefore, it is desirable to further investigate settings where low-complexity function approximation is employed to improve the efficiency (e.g. Li et al. (2021c); Wang et al. (2021); Yang and Wang (2019)).
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A Preliminary facts

We begin by recording a few elementary facts about \(P^\pi\) and \(P_\pi\) (see definitions in (24)). These are standard results and we omit the proofs for brevity.

**Lemma 10.** For any policy \(\pi\), any probability transition matrix \(P \in \mathbb{R}^{|S||A|\times|S|}\) and any \(0 < \gamma < 1\), one has
As a consequence, applying this inequality recursively gives

\[(a) \ ((I - \gamma P_\pi)^{-1} = \sum_{i=0}^{\infty} (\gamma P_\pi)^i);\]
\[(b) \ All \ entries \ of \ the \ matrix \ (I - \gamma P_\pi)^{-1} \ are \ non-negative;\]
\[(c) \ \|(I - \gamma P_\pi)^{-1}\|_1 \leq 1/(1 - \gamma);\]
\[(d) \ (1 - \gamma)(I - \gamma P_\pi)^{-1} = 1;\]
\[(e) \ For \ any \ non-negative \ vectors \ 0 \leq r_1 \leq r_2 \ of \ compatible \ dimension, \ one \ has \ 0 \leq (I - \gamma P_\pi)^{-1}r_1 \leq (I - \gamma P_\pi)^{-1}r_2.\]

The above results continue to hold if \(P_\pi\) is replaced by \(P^\pi\).

**B Proofs of auxiliary lemmas: infinite-horizon MDPs**

**B.1 Proofs of Lemma 1 and Lemma 2**

**Auxiliary notation and preliminaries.** Before proceeding, we define several \(|S|\)-dimensional auxiliary vectors \(r^{(i)}, V^{(i)}, \hat{V}^{(i)} \ (1 \leq i \leq m)\) recursively as follows

\[
\begin{align*}
    r^{(0)} &:= r, \\
    V^{(0)} &:= (I - \gamma P_\pi)^{-1}r^{(0)}, \\
    \hat{V}^{(0)} &:= (I - \gamma \hat{P}_\pi)^{-1}r^{(0)}, \\
    r^{(1)} &:= \sqrt{\text{Var}_{P_\pi}[V^{(0)}]}, \\
    V^{(1)} &:= (I - \gamma P_\pi)^{-1}r^{(1)}, \\
    \hat{V}^{(1)} &:= (I - \gamma \hat{P}_\pi)^{-1}r^{(1)}, \\
    \vdots & \quad \vdots \\
    r^{(m)} &:= \sqrt{\text{Var}_{P_\pi}[V^{(m-1)}]}, \\
    V^{(m)} &:= (I - \gamma P_\pi)^{-1}r^{(m)}, \\
    \hat{V}^{(m)} &:= (I - \gamma \hat{P}_\pi)^{-1}r^{(m)},
\end{align*}
\]

where \(m\) will be specified momentarily.

A crucial quantity that appears repeatedly in analyzing the above terms is \(\|(I - \gamma P_\pi)^{-1}\sqrt{\text{Var}_{P_\pi}[V]}\|_\infty\), whose importance was already made apparent in the work Azar et al. (2013). A widely used upper bound on this quantity, originally due to (Azar et al., 2013, Lemma 8), is given by

\[
\|(I - \gamma P_\pi)^{-1}\sqrt{\text{Var}_{P_\pi}[V]}\|_\infty \leq \frac{2\log 2}{\gamma(1 - \gamma)} \|r\|_\infty.
\]

This bound turns out to be loose for our purpose, and we develop an improved bound as follows, whose proof is deferred to Appendix B.1.1.

**Lemma 11.** Consider any policy \(\pi\) and any probability transition matrix \(P \in \mathbb{R}^{|S| \times |A| \times |S|}\). Let \(V\) be a vector obeying \(V = (I - \gamma P_\pi)^{-1}r_\pi\) for some \(|S|\)-dimensional vector \(r_\pi \geq 0\). For any \(0 < \gamma < 1\), one has

\[
\|(I - \gamma P_\pi)^{-1}\sqrt{\text{Var}_{P_\pi}[V]}\|_\infty \leq \frac{4}{\gamma \sqrt{1 - \gamma}} \|V\|_\infty.
\]

**Remark 6.** In comparison to the bound (70) derived in (Azar et al., 2013, Lemma 8), Lemma 11 offers an improved upper bound stated directly in terms of the properties of \(V\) rather than those of \(r\).

As it turns out, Lemma 11 allows us to obtain an entrywise bound for \(V^{(l)} \ (1 \leq l \leq m)\). To begin with, the first term \(V^{(1)}\) satisfies

\[
\|V^{(1)}\|_\infty = \|(I - \gamma P_\pi)^{-1}\sqrt{\text{Var}_{P_\pi}[V^{(0)}]}\|_\infty
\]

since \(r^{(1)} = \sqrt{\text{Var}_{P_\pi}[V^{(0)}]}\). Next, for any \(l > 1\) one has

\[
\|V^{(l)}\|_\infty = \|(I - \gamma P_\pi)^{-1}r^{(l)}\|_\infty = \|(I - \gamma P_\pi)^{-1}\sqrt{\text{Var}_{P_\pi}[V^{(l-1)}]}\|_\infty
\]

\[
\leq \frac{4}{\gamma \sqrt{1 - \gamma}} \|V^{(l-1)}\|_\infty,
\]

where the second identity results from the definition of \(r^{(l)}\), and the last inequality comes from Lemma 11. As a consequence, applying this inequality recursively gives

\[
\|V^{(l)}\|_\infty \leq \left(\frac{4}{\gamma \sqrt{1 - \gamma}}\right)^{l-1} \|V^{(1)}\|_\infty.
\]
Main proof. Equipped with the above facts, we are now in a position to prove the lemmas, for which we start with the more general one — Lemma 2. Consider any $0 \leq l \leq m$. We first observe that

$$
\hat{V}^{(l)} - V^{(l)} = (I - \gamma \hat{P}_\pi)^{-1}r^{(l)} - V^{(l)}
= (I - \gamma \hat{P}_\pi)^{-1}(I - \gamma P_\pi)V^{(l)} - (I - \gamma \hat{P}_\pi)^{-1}(I - \gamma \hat{P}_\pi)V^{(l)}
= \gamma (I - \gamma \hat{P}_\pi)^{-1}(\hat{P}_\pi - P_\pi)V^{(l)},
$$

(74)

where the second line follows since, by definition, $(I - \gamma P_\pi)V^{(l)} = r^{(l)}$. Suppose that there exists some quantity $\beta_1 > 0$ such that the following condition

$$
\left\| (\hat{P}_\pi - P_\pi)V^{(l)} \right\| \leq \frac{\beta_1}{\sqrt{N}} \sqrt{\text{Var}_{P_\pi}[V^{(l)}]} + \frac{\|V^{(l)}\|_\infty \beta_1}{N} 1
$$

(75)

holds uniformly for all $0 \leq l \leq m$. Then this combined with (74) gives

$$
\| \hat{V}^{(l)} - V^{(l)} \|_\infty \leq \gamma \| (I - \gamma \hat{P}_\pi)^{-1}(\hat{P}_\pi - P_\pi)V^{(l)} \|_\infty
\leq (i) \gamma \| (I - \gamma \hat{P}_\pi)^{-1}(\hat{P}_\pi - P_\pi)V^{(l)} \|_\infty
\leq (ii) \gamma \| (I - \gamma \hat{P}_\pi)^{-1} \sqrt{\text{Var}_{P_\pi}[V^{(l)}]} + \gamma \|V^{(l)}\|_\infty \frac{\beta_1}{N} (I - \gamma \hat{P}_\pi)^{-1} 1.\n$$

Here, (i) follows since $(I - \gamma \hat{P}_\pi)^{-1}$ is a non-negative matrix, (ii) comes from (75) and the triangle inequality. Recalling the definition of $r^{(l)}$ and $\hat{V}^{(l)}$ and invoking Lemma 10(d), we can further bound the above as

$$
\| \hat{V}^{(l)} - V^{(l)} \|_\infty \leq \gamma \sqrt{\frac{\beta_1}{N} \| \hat{V}^{(l+1)} \|_\infty} + \frac{\gamma \|V^{(l)}\|_\infty \beta_1}{(1 - \gamma)N}
\leq \gamma \sqrt{\frac{\beta_1}{N} \| \hat{V}^{(l+1)} - V^{(l+1)} \|_\infty} + \gamma \sqrt{\frac{\beta_1}{N} \| V^{(l+1)} \|_\infty} + \frac{\gamma \beta_1}{(1 - \gamma)N} \|V^{(l)}\|_\infty,\n$$

(76)

where the last inequality is a consequence of the triangle inequality.

The above inequality (76) provides a recursive relation that in turn allows for an effective upper bound. Specifically, combining the inequalities (73) and (76) leads to

$$
\| \hat{V}^{(0)} - V^{(0)} \|_\infty \leq \gamma \sqrt{\frac{\beta_1}{N} \| \hat{V}^{(1)} - V^{(1)} \|_\infty} + \gamma \sqrt{\frac{\beta_1}{N} \| V^{(1)} \|_\infty} + \frac{\gamma \beta_1}{(1 - \gamma)N} \|V^{(0)}\|_\infty
\leq b_1 \| \hat{V}^{(1)} - V^{(1)} \|_\infty + b_1 \| V^{(1)} \|_\infty + \frac{\gamma \beta_1}{(1 - \gamma)N} \|V^{(0)}\|_\infty,
$$

and for $l \geq 1$,

$$
\| \hat{V}^{(l)} - V^{(l)} \|_\infty \leq \gamma \sqrt{\frac{\beta_1}{N} \| \hat{V}^{(l+1)} - V^{(l+1)} \|_\infty} + \left(4 \sqrt{\frac{\beta_1}{(1 - \gamma)N} + \frac{\gamma \beta_1}{(1 - \gamma)N}} \right) \left( \frac{4}{\gamma \sqrt{1 - \gamma}} \right)^{l-1} \|V^{(1)}\|_\infty
\leq b_1 \| \hat{V}^{(l+1)} - V^{(l+1)} \|_\infty + b_2 b_3^{-1} \| V^{(1)} \|_\infty.\n$$

Here for notational simplicity, we introduce

$$
b_1 := \gamma \sqrt{\frac{\beta_1}{N}}, \quad b_2 := 4 \sqrt{\frac{\beta_1}{(1 - \gamma)N} + \frac{\gamma \beta_1}{(1 - \gamma)N}}, \quad b_3 := \frac{4}{\gamma \sqrt{1 - \gamma}}.\n$$

Invoking the above recursive relation, we can arrange terms to reach

$$
\| \hat{V}^{(0)} - V^{(0)} \|_\infty \leq b_1^m \| \hat{V}^{(m)} - V^{(m)} \|_\infty + \left(b_1 b_2 \sum_{l=0}^{m-2} (b_1 b_3) l + b_1 \right) \|V^{(1)}\|_\infty + \frac{\gamma \beta_1}{(1 - \gamma)N} \|V^{(0)}\|_\infty.\n$$

(77)
Controlling the quantity $\alpha_2$. Now it suffices to control the two terms on the right-hand side of the inequality (77) separately, towards which we shall start with the quantity $\alpha_2$. Assuming that $N \geq 64\beta_1/(1-\gamma)$, one can easily verify $b_1b_3 \leq 1/2$. The summation of the geometric sequence thus gives

$$\alpha_2 := b_1b_2 \sum_{i=0}^{m-2} (b_1b_3)^i + b_1 \leq \frac{b_1b_2}{1-b_1b_3} + b_1 \leq 2b_1b_2 + b_1$$

$$= \gamma \sqrt{\frac{\beta_1}{N}} \left( 1 + 8 \sqrt{\frac{\beta_1}{(1-\gamma)N}} + \frac{2\gamma\beta_1}{(1-\gamma)N} \right) \leq 3\gamma \sqrt{\frac{\beta_1}{N}}, \quad (78)$$

where the last step holds with the assumption $N \geq \frac{64\beta_1}{1-\gamma}$.

Controlling the quantity $\alpha_1$. Next, we proceed to the quantity $\alpha_1$, which requires the control of $\|\hat{V}^{(m)} - V^{(m)}\|_\infty$. In view of the identity (74), we obtain

$$\|\hat{V}^{(m)} - V^{(m)}\|_\infty = \gamma \left\| (I - \gamma \hat{P}_\pi)^{-1} (P_\pi - \hat{P}_\pi) V^{(m)} \right\|_\infty$$

$$\leq \gamma \left\| (I - \gamma \hat{P}_\pi)^{-1} \left( \sqrt{\frac{\beta_1}{N}} \sqrt{\text{Var}_{P_\pi}[V^{(m)}]} + \frac{\|V^{(m)}\|_\infty \beta_1}{N} 1 \right) \right\|_\infty,$$

where the last inequality follows from the Bernstein-type condition (75) and the fact that $(I - \gamma \hat{P}_\pi)^{-1}$ has non-negative entries. By virtue of the simple relation $\sqrt{\text{Var}_{P_\pi}[V^{(m)}]} \leq \|V^{(m)}\|_\infty$ and the fact that $\|(I - \gamma \hat{P}_\pi)^{-1}\|_1 \leq \frac{1}{1-\gamma}$ (cf. Lemma 10(c)), it is further guaranteed that

$$\|\hat{V}^{(m)} - V^{(m)}\|_\infty \leq \gamma \left( \sqrt{\frac{\beta_1}{N}} + \frac{\beta_1}{N} \right) \left\| V^{(m)} \right\|_\infty,$$

which combined with the bound (73) yields

$$\|\hat{V}^{(m)} - V^{(m)}\|_\infty \leq \frac{\gamma}{1-\gamma} \left( \sqrt{\frac{\beta_1}{N}} + \frac{\beta_1}{N} \right) \left( \frac{4}{\gamma \sqrt{1-\gamma}} \right)^{m-1} \|V^{(1)}\|_\infty.$$

Putting the above bounds together yields

$$\alpha_1 := b_1^m \|\hat{V}^{(m)} - V^{(m)}\|_\infty \leq \left( \gamma \sqrt{\frac{\beta_1}{N}} \right)^m \frac{\gamma}{1-\gamma} \left( \sqrt{\frac{\beta_1}{N}} + \frac{\beta_1}{N} \right) \left( \frac{4}{\gamma \sqrt{1-\gamma}} \right)^{m-1} \|V^{(1)}\|_\infty$$

$$= \left( \sqrt{\frac{16\beta_1}{N(1-\gamma)}} \right)^{m-1} \left( \sqrt{\frac{\beta_1}{N}} + 1 \right) \frac{\gamma^2 \beta_1}{(1-\gamma)N} \|V^{(1)}\|_\infty$$

$$\leq \left( \frac{1}{e} \right)^{m-1} \frac{1.1\gamma^2 \beta_1}{(1-\gamma)N} \|V^{(1)}\|_\infty, \quad (79)$$

where the last inequality holds provided that $N > \frac{16e^2}{1-\gamma} \beta_1$.

Putting all this together. Combining the inequalities (77), (78) and (79) gives

$$\|\hat{V}^{(0)} - V^{(0)}\|_\infty \leq \frac{\gamma \beta_1}{(1-\gamma)N} \|V^{(0)}\|_\infty + \left\{ 3\gamma \sqrt{\frac{\beta_1}{N}} + \left( \frac{1}{e} \right)^{m-1} \frac{1.1\gamma^2 \beta_1}{(1-\gamma)N} \right\} \|V^{(1)}\|_\infty.$$
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To finish up, set \( m = \log(\frac{1}{\gamma}) \) and assume that \( N > \frac{16c^2}{1-\gamma} \beta_1 \). Recognizing that \( \hat{V}^{(0)} = V^\pi \) and \( \hat{V}^{(0)} = \hat{V}^\pi \), we arrive at

\[
\| \hat{V} - V^\pi \|_\infty = \| \hat{V}^{(0)} - V^\pi \|_\infty \leq \frac{\gamma \beta_1}{(1-\gamma)N} \| V^{\pi} \|_\infty + \left\{ 3\gamma \sqrt{\beta_1 N} + \left( \frac{1}{\gamma} \right)^{m-1} \frac{1.1\gamma^2 \beta_1}{(1-\gamma)N} \right\} \| V^{(1)} \|_\infty
\]

\[ \leq \frac{\gamma \beta_1}{(1-\gamma)N} \| V^\pi \|_\infty + 4\gamma \sqrt{\beta_1 N} \| (I - \gamma P^\pi)^{-1} \sqrt{\text{Var}_{P^\pi} [V^\pi]} \|_\infty, \tag{80} \]

provided that \( N > \frac{16c^2}{1-\gamma} \beta_1 \).

**Proof of Lemma 2.** Invoking the inequality \( \text{(70)} \) to bound the second term of \( \text{(80)} \), we reach

\[
\| \hat{V} - V^\pi \|_\infty \leq \frac{\gamma \beta_1}{(1-\gamma)N} \| V^\pi \|_\infty + 2 \log \frac{2 \sqrt{\beta_1 N(1-\gamma)}}{\text{Var}_{P^\pi} [V^{(l)}]} + \left\| V^{(l)} \|_\infty \log \frac{2 \sqrt{\beta_1 N}}{\text{Var}_{P^\pi} [V^{(l)}]} \right\| \leq 6 \sqrt{\frac{\beta_1}{N(1-\gamma)}} \| r \|_\infty, \tag{81} \]

where the last inequality uses the elementary fact that \( \| V^\pi \|_\infty \leq \frac{1}{1-\gamma} \| r \|_\infty \) and the assumption that \( N > \frac{16c^2}{1-\gamma} \beta_1 \). We complete the proof of Lemma 2.

**Proof of Lemma 1.** Finally, to establish Lemma 1, we observe that: for any fixed policy \( \pi \), the vector \( V^{(l)} \) is independent of \( P^\pi \). The Bernstein inequality (e.g. (\text{Agarwal et al.}, 2020, Lemma 6)) then reveals that with probability at least \( 1 - \delta \),

\[
\left| (\hat{P}^\pi - P^\pi) V^{(l)} \right| \leq \sqrt{\frac{2 \log \left( \frac{4m|S|}{\delta} \right)}{N}} \sqrt{\text{Var}_{P^\pi} [V^{(l)}]} + \left\| V^{(l)} \|_\infty \log \frac{4m|S|}{\delta} \right\|_N \tag{82} \]

holds uniformly for all \( 0 \leq l \leq m \). This means that we can take \( \beta_1 := \log \left( \frac{4m|S|}{\delta} \right) \) with \( m = \log(\frac{1}{\gamma}) \) for this case. Combining this with the inequality \( \text{(80)} \), we derive the advertised instance-dependent bound

\[
\| \hat{V} - V^\pi \|_\infty \leq \frac{2\gamma \log \left( \frac{4|S| \log \frac{1}{\delta}}{\gamma} \right)}{(1-\gamma)N} \| V^\pi \|_\infty + 4\gamma \sqrt{\frac{2 \log \left( \frac{4|S| \log \frac{1}{\delta}}{\gamma} \right)}{N(1-\gamma)}} \| (I - \gamma P^\pi)^{-1} \sqrt{\text{Var}_{P^\pi} [V^\pi]} \|_\infty.
\]

Further, this taken collectively with \( \text{(70)} \) and the crude bound \( \| V^\pi \|_\infty \leq \frac{1}{1-\gamma} \| r \|_\infty \) gives

\[
\| \hat{V} - V^\pi \|_\infty \leq \frac{2\gamma \log \left( \frac{4|S| \log \frac{1}{\delta}}{\gamma} \right)}{(1-\gamma)^2 N} \| r \|_\infty + 8 \log \frac{2 \log \left( \frac{4|S| \log \frac{1}{\delta}}{\gamma} \right)}{N(1-\gamma)^3} \| r \|_\infty
\]

\[ \leq 6 \sqrt{\frac{2 \log \left( \frac{4|S| \log \frac{1}{\delta}}{\gamma} \right)}{(1-\gamma)^3 N}} \| r \|_\infty, \]

with the proviso that \( N \geq \frac{32c^2}{1-\gamma} \log \left( \frac{4|S| \log \frac{1}{\delta}}{\gamma} \right) \).

**B.1.1 Proof of Lemma 11**

To begin with, we make the observation that

\[
\text{Var}_{P^\pi} (V) = P^\pi (V \circ V) - (P^\pi V) \circ (P^\pi V)
\]

\[ = P^\pi (V \circ V) - \frac{1}{\gamma} (V - r^\pi) \circ (V - r^\pi) \tag{83} \]

\[ = P^\pi (V \circ V) - \frac{1}{\gamma} V \circ V + \frac{2}{\gamma^2} V \circ r^\pi - \frac{1}{\gamma^2} r^\pi \circ r^\pi \]
\[
\gamma \sum_{i=0}^{\infty} \gamma^i P^i \pi \leq \left(\frac{1}{1-\gamma}\right) (V \circ V) + \frac{2}{\gamma^2} V \circ r\pi, \quad (84)
\]
where the identity (83) makes use of the relation \( V = r\pi + \gamma P\pi V \). In addition, one can deduce that
\[
\left\| (I - \gamma P\pi)^{-1} \sqrt{\text{Var}_\pi(V)} \right\|_\infty \leq \frac{1}{\sqrt{1-\gamma}} \left\| (I - \gamma^2 P\pi)^{-1} \left( \frac{1}{\gamma^2} (\gamma^2 P\pi - I) (V \circ V) + \frac{2}{\gamma^2} V \circ r\pi \right) \right\|_\infty
\]
\[
\leq \frac{1}{\sqrt{1-\gamma}} \sqrt{2 \|V \circ V\|_\infty + \frac{2}{\gamma^2} \sqrt{\|I - \gamma^2 P\pi\|_\infty^{-1}} \|V \circ r\pi\|_\infty. \quad (85)
\]
Here, (i) comes from Jensen’s inequality (so that \( E[\sqrt{V}] \leq \sqrt{E[V]} \)) recognizing that each row of \((I - \gamma P\pi)^{-1}\) is a probability distribution, and Lemma 10(d), (ii) is an elementary fact established in (Agarwal et al., 2020, Lemma 4). Combining Lemma 10(e) and the inequality (84) further yields
\[
\left\| (I - \gamma P\pi)^{-1} \sqrt{\text{Var}_\pi(V)} \right\|_\infty \leq \frac{1}{\sqrt{1-\gamma}} \sqrt{2 \|V \circ V\|_\infty + \frac{2}{\gamma^2} \sqrt{\|I - \gamma^2 P\pi\|_\infty^{-1}} \|V \circ r\pi\|_\infty. \quad (85)
\]
where the last step arises from the triangle inequality and \( \sqrt{a+b} \leq \sqrt{a} + \sqrt{b} \). This leaves us with two terms to deal with.

Regarding the first term of (85), we observe that \( \|V \circ V\|_\infty = \|V\|^2_\infty \). When it comes to the second term of (85), it is seen that
\[
\left\| (I - \gamma^2 P\pi)^{-1} (V \circ r\pi) \right\|_\infty \leq \|V\|_\infty \|V\|_\infty \left\| (I - \gamma^2 P\pi)^{-1} r\pi \right\|_\infty = \|V\|^2_\infty.
\]
Here, the first inequality holds true since \((I - \gamma^2 P\pi)^{-1} = \sum_{i=0}^{\infty} \gamma^2 P^i \pi \leq \sum_{i=0}^{\infty} \gamma^2 P^i = (I - \gamma P\pi)^{-1}\), while the second line holds since \(V\), \(r\) and \((I - \gamma P\pi)^{-1}\) are all non-negative. Substitution into (85) thus yields
\[
\left\| (I - \gamma P\pi)^{-1} \sqrt{\text{Var}_\pi(V)} \right\|_\infty \leq \frac{\sqrt{2}}{\gamma \sqrt{1-\gamma}} \|V\|_\infty + \frac{2}{\gamma^2 \sqrt{1-\gamma}} \|V\|_\infty \leq \frac{4}{\gamma \sqrt{1-\gamma}} \|V\|_\infty
\]
as claimed.

**B.2 Proof of Lemma 3**

To establish Lemma 3, it suffices to check that \( V^* \) and \( Q^* \) satisfy the Bellman optimality equations underlying \( \mathcal{M}_{s,a,u^*} \). Towards this end, we study the absorbing state-action pair \((s, a)\) and other pairs separately. For notational simplicity, we shall let \( P_{\text{abs}} \) and \( r_{\text{abs}}(\cdot, \cdot) \) denote respectively the probability transition matrix and the reward function associated with \( \mathcal{M}_{s,a,u^*} \).

First, we observe that, by construction,
\[
r_{\text{abs}}(s, a) + \gamma (P_{\text{abs}} V^*)_{s,a} = u^* + \gamma V^*(s).
\]
Recall that \( V^* \) satisfies the Bellman optimality equation w.r.t. the original MDP, namely, \( Q^*(s, a) = r(s, a) + \gamma (PV^*)_{s,a} \). This together with our choice of \( u^* \) gives
\[
u^* + \gamma V^*(s) = Q^*(s, a) - \gamma V^*(s) + \gamma V^*(s) = Q^*(s, a).
\]
Putting the above identities together, we arrive at
\[
Q^*(s, a) = r_{\text{abs}}(s, a) + \gamma (P_{\text{abs}} V^*)_{s,a}. \quad (86)
\]
Next, consider any state-action pair \((s', a') \neq (s, a)\). Recalling again the properties of \(\mathcal{M}_{s,a,u^*}\), we reach
\[
r_{abs}(s', a') + \gamma(P_{abs}V^*)_{s', a'} = r(s', a') + \gamma(PV^*)_{s', a'} = Q^*(s', a').
\] (87)

Here the last identity is due to the Bellman equation w.r.t. the original MDP. Combining (86) and (87) implies that \(V^*\) and \(Q^*\) satisfy Bellman’s optimality equations in \(\mathcal{M}_{s,a,u^*}\), thus concluding the proof.

### B.3 Proof of Lemma 4

Our first observation is that \(\hat{Q}^*_{s,a,u}\) satisfies Lipschitz continuity w.r.t. \(u\) in the sense that
\[
\|\hat{Q}^*_{s,a,u} - \hat{Q}^*_{s,a,u'}\|_\infty \leq \frac{1}{1 - \gamma} |u - u'|.
\] (88)

The proof of this relation is identical to that of (Agarwal et al., 2020, Lemma 8); we omit here for brevity. In view of Lemma 3, if we set \(\hat{u}^* := r(s, a) + \gamma(\hat{P}\hat{V}^*)_{s,a} - \gamma\hat{V}^*(s)\), then one has
\[
\hat{Q}^*_{s,a,\hat{u}^*} = \hat{Q}^* \quad \text{and} \quad \hat{V}^*_{s,a,\hat{u}^*} = \hat{V}^*.
\]

In addition, there exists a point \(u_0\) in the epsilon-net \(\mathcal{N}_{(1-\gamma)\omega/4}\) such that \(|\hat{u}^* - u_0| \leq (1 - \gamma)\omega/4\), which combined with the Lipschitz continuity property (88) gives
\[
\|\hat{Q}^* - \hat{Q}^*_{s,a,u_0}\| = \|\hat{Q}^*_{s,a,\hat{u}^*} - \hat{Q}^*_{s,a,u_0}\|_\infty \leq \frac{1}{1 - \gamma} |\hat{u}^* - u_0| \leq \frac{\omega}{4}.
\] (89)

Additionally, for any \(s' \in S\) and any \(a_1, a_2 \in A\) with \(a_1 \neq a_2\), we have the following decomposition
\[
\hat{Q}^*_{s,a,u_0}(s', a_1) - \hat{Q}^*_{s,a,u_0}(s', a_2)
= \hat{Q}^*(s', a_1) - \hat{Q}^*(s', a_2) + \hat{Q}^*_{s,a,u_0}(s', a_1) - \hat{Q}^*(s', a_1)
= \hat{Q}^*(s', a_1) - \hat{Q}^*(s', a_2) - 2\|\hat{Q}^* - \hat{Q}^*_{s,a,u_0}\|_\infty
\geq \hat{Q}^*(s', a_1) - \hat{Q}^*(s', a_2) - \frac{\omega}{2},
\] (90)

where the last inequality invokes the inequality (89). Moreover, our separation condition defined in (41) requires that: for any \(s' \in S\) and any \(a_2 \neq \hat{\pi}^*(s')\), one has \(\hat{Q}^*(s', \hat{\pi}^*(s')) - \hat{Q}^*(s', a_2) \geq \omega\), which together with (90) reveals that
\[
\hat{Q}^*_{s,a,u_0}(s', \hat{\pi}^*(s')) - \hat{Q}^*_{s,a,u_0}(s', a_2) \geq \hat{Q}^*(s', \hat{\pi}^*(s')) - \hat{Q}^*(s', a_2) - \frac{\omega}{2} \geq \frac{\omega}{2}.
\] (91)

Given that \(\hat{\pi}^*_{s,a,u_0}(s') := \arg\max_{a} \hat{Q}^*_{s,a,u_0}(s', a)\), it is seen from (91) that
\[
\hat{\pi}^*_{s,a,u_0}(s') = \hat{\pi}^*(s'),
\]

which holds true for all \(s' \in S\). This concludes the proof.

### B.4 Proof of Lemma 5

We start by bounding \(\|\hat{V}^* - V^*\|_\infty\). Recall the definition of the series \(\{V^{(l)}\}\) in (69). Throughout this proof, we shall write \(V^{(l)}_{\pi}\) instead in order to make apparent the dependency on the policy \(\pi\).

For each state-action pair \((s, a)\), let us construct the epsilon-net \(\mathcal{N}_{(1-\gamma)\omega/4}\) as in the expression (42). For every \(u \in \mathcal{N}_{(1-\gamma)\omega/4}\), recall that \(\hat{\pi}^*_\pi\) is defined as the optimal policy with respect to the \((s, a)\)-absorbing MDP \(\hat{\mathcal{M}}_{s,a,u}\). By construction, the set of policies \(\hat{\pi}^*_\pi\) \((u \in \mathcal{N}_{(1-\gamma)\omega/4}\) is independent of \(\hat{P}_{s,a}\). The Bernstein inequality (e.g. (Agarwal et al., 2020, Lemma 6)) taken together with the union bound thus guarantees that with probability at least \(1 - \delta\),
\[
\left\|\left(\hat{P} - P\right)_{s,a}V^{(l)}_{\hat{\pi}^*_\pi}\right\|_\infty \leq \sqrt{\frac{\beta_1}{N} \left(\text{Var} P \left[V^{(l)}_{\hat{\pi}^*_\pi}\right]\right)_{s,a}} + \frac{\left\|V^{(l)}_{\hat{\pi}^*_\pi}\right\|_\infty}{\beta_1}
\] (92)
Invoking this important fact, we obtain
\[ \beta_1 := 2 \log \left( \frac{4 \log \left( \frac{e}{1-\gamma} \right) |\mathcal{N}| |\mathcal{S}| |\mathcal{A}| \delta}{\delta} \right) \leq 2 \log \left( \frac{32}{(1-\gamma)^2 \omega^9 |\mathcal{S}| |\mathcal{A}| \log \left( \frac{e}{1-\gamma} \right)}{1-\gamma} \right), \]

where we have used the fact \(|\mathcal{N}| |\mathcal{S}| |\mathcal{A}| \leq \frac{8}{(1-\gamma)^3 \omega^9} \). In addition, for any \( \omega < 1 \), Lemma 4 guarantees that for each state-action pair \((s, a)\) \(\in \mathcal{S} \times \mathcal{A}\), there exists a point \(u_0 \in \mathcal{N}(1-\gamma)^{\omega/4}\) such that \(\hat{\pi}^* = \hat{\pi}_{s,a,u_0}^*\).

Invoking this important fact, we obtain
\[
\left| \left( \hat{P} - P \right)_{s,a} V_{\hat{\pi}^*}^{(l)} \right| = \left| \left( \hat{P} - P \right)_{s,a} V_{\hat{\pi}_{s,a,u_0}}^{(l)} \right| 
\leq \sqrt{\frac{\beta_1}{N}} \left( \text{Var}_P \left[ V_{\hat{\pi}_{s,a,u_0}}^{(l)} \right] \right)_{s,a} + \frac{\| V_{\hat{\pi}_{s,a,u_0}}^{(l)} \|_\infty \beta_1}{N}
\]
\[= \sqrt{\frac{\beta_1}{N}} \left( \text{Var}_P \left[ V_{\hat{\pi}_{s,a}}^{(l)} \right] \right)_{s,a} + \frac{\| V_{\hat{\pi}_{s,a}}^{(l)} \|_\infty \beta_1}{N}.
\]

The above inequality further allows us to deduce that, with probability \(1 - \delta\),
\[
\left| \left( \hat{P} - P \right)_{s,a} V_{\hat{\pi}^*}^{(l)} \right| = \left| \Pi_{\hat{\pi}^*} \left( \hat{P} - P \right) V_{\hat{\pi}^*}^{(l)} \right| 
\leq \sqrt{\frac{\beta_1}{N}} \Pi_{\hat{\pi}^*} \left( \text{Var}_P \left[ V_{\hat{\pi}^*}^{(l)} \right] \right)_{s,a} + \frac{\| V_{\hat{\pi}^*}^{(l)} \|_\infty \beta_1}{N} 1
\]
\[= \sqrt{\frac{\beta_1}{N}} \text{Var}_{\hat{\pi}^*} \left[ V_{\hat{\pi}^*}^{(l)} \right]_{s,a} + \frac{\| V_{\hat{\pi}^*}^{(l)} \|_\infty \beta_1}{N} 1.
\]

The above derivation validates the assumption required for Lemma 2. As a result, if \( N > \frac{16e^2}{1-\gamma^3} \beta_1 \) and \( 0 < \omega < 1 \), then Lemma 2 leads to the advertised bound
\[
\| \hat{V}^* - V^* \|_\infty \leq 6 \sqrt{\frac{\beta_1}{N(1-\gamma)} \leq 6 \sqrt{\frac{2 \log \left( \frac{32 |\mathcal{S}| |\mathcal{A}| \log \left( \frac{e}{1-\gamma} \right)}{N(1-\gamma)} \right)}}{N(1-\gamma)^3}.
\]

Finally, we move on to the term \( V^* - \hat{V}^* \). Given that \(\pi^*\) is independent of \(\hat{P}\), invoke Lemma 1 to reach
\[
\| \hat{V}^* - V^* \|_\infty = \| \hat{V}^* - V^* \|_\infty \leq 6 \sqrt{\frac{2 \log \left( \frac{32 |\mathcal{S}| |\mathcal{A}| \log \left( \frac{e}{1-\gamma} \right)}{N(1-\gamma)^3} \right)}}{N(1-\gamma)^3}.
\]

with probability at least \(1 - \delta\). This together with (34) and (93) immediately establishes Lemma 5.

**B.5 Proof of Lemma 6**

The proofs for \(Q_p^*\) and \(\hat{Q}_p^*\) are exactly the same; for the sake of conciseness, we shall only provide the proof for \(Q_p^*\). Here we aim to prove a more general result than Lemma 6, namely, with probability at least \(1 - \delta\),
\[
\forall s \in \mathcal{S} \text{ and } a_1, a_2 \in \mathcal{A} \text{ with } a_1 \neq a_2 : \quad |Q_p^*(s, a_1) - Q_p^*(s, a_2)| > \frac{\xi \delta (1 - \gamma)}{4|\mathcal{S}| |\mathcal{A}|^2}.
\]

Consider any state \(s\) and any actions \(a_1 \neq a_2\). In what follows, we allow \(r_p(s, a_1) = \tau\) to vary, while freezing the values of all other rewards \(\{r_p(\hat{s}, a) \mid (\hat{s}, a) \neq (s, a_1)\}\). To streamline notation, we define
Additionally, we claim for the moment that there exists a phase transition boundary $\tau_{th}$ such that
\[
\pi^*_{\tau}(s) \neq a_1, \quad \text{for all } \tau < \tau_{th}; \quad (95a)
\]
\[
\pi^*_{\tau}(s) = a_1, \quad \text{for all } \tau > \tau_{th}. \quad (95b)
\]
The proof of this claim is deferred to the end of this section. To establish Lemma 6, the idea is to control the size of the set
\[
I_{0,\omega} := \{ \tau \mid |Q^*_{\tau}(s, a_1) - Q^*_{\tau}(s, a_2)| < \omega \}
\] (96)
for some $\omega > 0$ to be specified shortly. As motivated by (95), we further break down this set into two parts
\[
I_{1,\omega} := \{ \tau \mid \tau < \tau_{th}, |Q^*_{\tau}(s, a_1) - Q^*_{\tau}(s, a_2)| < \omega \}, \quad (97a)
\]
\[
I_{2,\omega} := \{ \tau \mid \tau \geq \tau_{th}, |Q^*_{\tau}(s, a_1) - Q^*_{\tau}(s, a_2)| < \omega \}. \quad (97b)
\]
In what follows, we first control the size of each set separately, and then demonstrate that the probability of these events happening is very small.

**Step 1.** We begin with $I_{1,\omega}$ associated with the range $\tau < \tau_{th}$. In this case, the value function $V^*_{\tau}$ does not vary with $\tau$, since the reward $r_{\tau}(s, a_1) = \tau$ is never active when calculating $V^*_{\tau}$ (by virtue of (95a)). Thus, the Bellman equation allows us to write
\[
Q^*_{\tau}(s, a_1) = \tau + B_1 \quad \text{and} \quad Q^*_{\tau}(s, a_2) = B_2
\]
for some quantities $B_1$ and $B_2$, where neither $B_1$ nor $B_2$ depends on the value of $\tau$. Armed with this observation, we can easily show that: for any $\omega > 0$, the interval $I_{1,\omega}$ (cf. (97a)) obeys
\[
I_{1,\omega} \subseteq \{ \tau \mid |\tau + B_1 - B_2| < \omega \},
\]
and hence has length (or Lebesgue measure) at most $2\omega$.

**Step 2.** We then move on to $I_{2,\omega}$ associated with the range $\tau > \tau_{th}$ in which case $\pi^*_{\tau}(s) = a_1$. Towards this, we first make some useful observations.

- To begin with, given the relation $Q^*_{\tau} = r_{\tau} + \gamma PV^*_{\tau}$, it is easily seen that for any $\tau_2 > \tau_1 > \tau_{th}$,
\[
0 \leq Q^*_{\tau_2} - Q^*_{\tau_1} \leq r_{\tau_2} - r_{\tau_1} + \gamma \|V^*_{\tau_2} - V^*_{\tau_1}\|_{\infty}. \quad (98)
\]

In addition, for any state-action pair $(\tilde{s}, a) \neq (s, a_1)$, by construction we have $r_{\tau_2}(\tilde{s}, a) - r_{\tau_1}(\tilde{s}, a) = 0$, which together with (98) indicates that
\[
\forall (\tilde{s}, a) \neq (s, a_1) : \quad 0 \leq Q^*_{\tau_2}(\tilde{s}, a) - Q^*_{\tau_1}(\tilde{s}, a) \leq \gamma \|V^*_{\tau_2} - V^*_{\tau_1}\|_{\infty}. \quad (99)
\]
Next, observe that for any \( \tau_2 > \tau_1 > \tau_{th} \),

\[
\forall s' \in S : \quad 0 \leq V^*_{\tau_2}(s') - V^*_{\tau_1}(s') = \max_a Q^*_{\tau_2}(s', a) - \max_a Q^*_{\tau_1}(s', a) \leq \|Q^*_{\tau_2} - Q^*_{\tau_1}\|_{\infty}
\]  

(100)

and hence \( \|Q^*_{\tau_2} - Q^*_{\tau_1}\|_{\infty} \geq \|V^*_{\tau_2} - V^*_{\tau_1}\|_{\infty} \). This combined with (99) and the fact \( \gamma < 1 \) implies that

\[
Q^*_{\tau_2}(s, a_1) - Q^*_{\tau_1}(s, a_1) \geq \|V^*_{\tau_2} - V^*_{\tau_1}\|_{\infty},
\]

(101)

which together with the facts \( V^*_{\tau_1}(s) = Q^*_{\tau_1}(s, a_1) \) and \( V^*_{\tau_2}(s) = Q^*_{\tau_2}(s, a_1) \) (by virtue of (95b)) yields

\[
V^*_{\tau_2}(s) - V^*_{\tau_1}(s) = Q^*_{\tau_2}(s, a_1) - Q^*_{\tau_1}(s, a_1) \geq \|V^*_{\tau_2} - V^*_{\tau_1}\|_{\infty}
\]

\[
\implies Q^*_{\tau_2}(s, a_1) - Q^*_{\tau_1}(s, a_1) = \|V^*_{\tau_2} - V^*_{\tau_1}\|_{\infty}.
\]

Invoke the Bellman equation to further derive

\[
Q^*_{\tau_2}(s, a_1) - Q^*_{\tau_1}(s, a_1) = \|V^*_{\tau_2} - V^*_{\tau_1}\|_{\infty} = \|r_{\tau_2} + \gamma PV^*_{\tau_2} - r_{\tau_1} - \gamma PV^*_{\tau_1}\|_{\infty}
\]

\[
\geq \|r_{\tau_2} - r_{\tau_1}\|_{\infty} = \tau_2 - \tau_1,
\]

(102)

where the last inequality holds since \( r_{\tau_2} + \gamma PV^*_{\tau_2} - r_{\tau_1} - \gamma PV^*_{\tau_1} \geq r_{\tau_2} - r_{\tau_1} \geq 0 \) (due to the monotonicity properties \( r_{\tau_2} \geq r_{\tau_1} \) and \( V^*_{\tau_2} \geq V^*_{\tau_1} \)), and the last identity follows from the definition of \( r_{\tau_1} \).

With the above two properties (99) and (102) in mind, we are ready to locate \( \mathcal{I}_{2, \omega} \) by showing that

\[
\mathcal{I}_{2, \omega} \subseteq [\tau_{th}, \tau_{th} + \frac{\omega}{1 - \gamma}].
\]

(103)

Given that \( Q^*_{\tau_{th}}(s, a_1) \geq Q^*_{\tau_{th}}(s, a_2) \) (in view of (95)), we have for any \( \tau \geq \tau_{th} \) and any \( a_2 \neq a_1 \) that

\[
Q_{\tau}(s, a_1) - Q_{\tau}(s, a_2) \geq (Q^*_{\tau}(s, a_1) - Q^*_{\tau_{th}}(s, a_1)) - (Q^*_{\tau}(s, a_2) - Q^*_{\tau_{th}}(s, a_2))
\]

\[
\geq (1 - \gamma)(Q^*_{\tau}(s, a_1) - Q^*_{\tau_{th}}(s, a_1)).
\]

(104)

Here, the last inequality holds since

\[
Q^*_{\tau}(s, a_2) - Q^*_{\tau_{th}}(s, a_2) \leq \gamma \|V^*_{\tau} - V^*_{\tau_{th}}\|_{\infty} \leq \gamma (Q^*_{\tau}(s, a_1) - Q^*_{\tau_{th}}(s, a_1)),
\]

where (i) follows from (99) and (ii) is due to (101). As a result, for any \( \tau > \tau_{th} + \frac{\omega}{1 - \gamma} \), one can invoke (104) and (102) to see that

\[
\forall a_2 \neq a_1 : \quad Q^*_{\tau}(s, a_1) - Q^*_{\tau}(s, a_2) \geq (1 - \gamma)(Q^*_{\tau}(s, a_1) - Q^*_{\tau_{th}}(s, a_1)) \geq (1 - \gamma)(\tau - \tau_{th}) > \omega,
\]

which necessarily implies that such a \( \tau \) does not lie within the interval \( \mathcal{I}_{2, \omega} \) as defined in (97b). This establishes the claimed relation (103).

Step 3. Putting the results in the above two steps together, we see the set \( \mathcal{I}_{0, \omega} \) (cf. (96)) has total length (or Lebesgue measure) at most \( \frac{3\omega}{1 - \gamma} \). Given that \( r_p(s, a) = r(s, a) + \zeta(s, a) \) with \( \zeta(s, a) \sim \text{Unif}(0, \xi) \), one has

\[
P\left\{|Q^*_{p}(s, a_1) - Q^*_{p}(s, a_2)| < \omega\right\} \leq P\left\{r(s, a) + \zeta(s, a) \in \mathcal{I}_{0, \omega}\right\} \leq \frac{3\omega}{\xi(1 - \gamma)}.
\]

By setting \( \omega = \frac{\delta(1 - \gamma)}{3|S||A|^2} \), we arrive at

\[
P\left\{|Q^*_{p}(s, a_1) - Q^*_{p}(s, a_2)| < \frac{\delta(1 - \gamma)}{3|S||A|^2}\right\} \leq \frac{\delta}{|S||A|^2}.
\]

Finally, taking the union bound over all \( s, a_1, a_2 \), we conclude that

\[
P\left\{\exists s, a_1 \neq a_2 : |Q^*_{p}(s, a_1) - Q^*_{p}(s, a_2)| < \frac{\delta(1 - \gamma)}{3|S||A|^2}\right\} \leq \delta,
\]

thus establishing Lemma 6 as long as the claim (95) is valid.
Proof of the claim (95). To establish the claim, it suffices to take

\[ \tau_{th} = \sup \{ u \mid \pi_\ast(s) \neq a_1 \text{ for all } \tau < u \}. \] (105)

It thus suffices to verify (95b) for our choice (105). Towards this, suppose instead that there exist some \( \tau_3 < \tau_{th} \leq \tau_2 < \tau_1 \) such that

\[ \pi_{\tau_3}^\ast(s) \neq a_1, \quad \pi_{\tau_2}^\ast(s) = a_1, \quad \text{and} \quad \pi_{\tau_1}^\ast(s) \neq a_1. \]

It is straightforward to see that \( V_{\tau_3}^\ast = V_{\tau_2}^\ast \), since in both cases, the reward \( r_\tau(s, a_1) \) does not enter the calculation of the optimal value function (while the rewards in other state-action pairs are identical in both cases). In view of the monotonicity of the value function w.r.t. the reward vector, we have

\[ V_{\tau_1}^\ast = V_{\tau_2}^\ast = V_{\tau_3}^\ast. \]

However, this contradicts our assumption that \( a_1 \) is the optimal action for state \( s \) at \( \tau_2 \) but not at \( \tau_3 \), since enlarging \( \tau_2 \) to \( \tau_3 \) otherwise will enlarge the optimal value function \( V_{\tau_3}^\ast \). We have thus established (95). \( \square \)

B.6 Proof of Lemma 7

To begin, we find it helpful to introduce a modified reward function \( \tilde{r} \in \mathbb{R}^{\|S\| \times |A|} \) as follows

\[ \tilde{r}(s, a) := \begin{cases} r(s, a) + \hat{V}^\ast(s) - \hat{Q}^\ast(s, a), & \text{if } a = \tilde{\pi}_\varepsilon(s), \\ r(s, a), & \text{otherwise.} \end{cases} \] (106)

Armed with this new reward function, we subsequently define a vector \( \tilde{Q} = [\tilde{Q}(s, a)] \) as follows

\[ \tilde{Q}(s, a) = \begin{cases} \hat{V}^\ast(s), & \text{if } a = \tilde{\pi}_\varepsilon(s), \\ \hat{Q}^\ast(s, a), & \text{else.} \end{cases} \] (107)

In view of the Bellman optimality equation \( \hat{Q}^\ast = r + \gamma \hat{P} \hat{V}^\ast \), we see that \( \tilde{Q} \) satisfies \( \tilde{Q} = \tilde{r} + \hat{Q}^\ast - r \), which combined with the construction (106) gives

\[ \forall (s, a) \in S \times A : \quad \tilde{Q}(s, a) = \begin{cases} \hat{V}^\ast(s), & \text{if } a = \tilde{\pi}_\varepsilon(s), \\ \hat{Q}^\ast(s, a), & \text{else.} \end{cases} \]

As a consequence, it is easily seen that

\[ \forall s \in S : \quad \max_a \tilde{Q}(s, a) = \hat{V}^\ast(s) \quad \text{and} \quad \tilde{Q}(s, \tilde{\pi}_\varepsilon(s)) = \hat{V}^\ast(s) \]

This taken collectively with (107) demonstrates that \( \tilde{Q} \) and \( \hat{V}^\ast \) are respectively the optimal Q-function and optimal value function of the MDP \( \hat{M} = (S, A, \tilde{r}, \hat{P}, \gamma) \), since they satisfy the Bellman optimality condition w.r.t. \( \hat{M} \). In addition, if we let \( \hat{V}^{\tilde{\pi}_\varepsilon} \) represent the value function of the policy \( \tilde{\pi}_\varepsilon \) in \( \hat{M} \), then the preceding relation clearly implies that \( \hat{V}^{\tilde{\pi}_\varepsilon} = \hat{V}^\ast \).

Using the above properties, one can deduce that

\[ \hat{V}^\ast - \hat{V}^{\tilde{\pi}_\varepsilon} = \hat{V}^{\tilde{\pi}_\varepsilon} - \hat{V}^{\tilde{\pi}_\varepsilon} = (I - \gamma \hat{P}_{\hat{\pi}_\varepsilon})^{-1} r - (I - \gamma \hat{P}_{\hat{\pi}_\varepsilon})^{-1} r = (I - \gamma \hat{P}_{\hat{\pi}_\varepsilon})^{-1} (\tilde{r} - r) \]

\[ \leq \left\| (I - \gamma \hat{P}_{\hat{\pi}_\varepsilon})^{-1} \right\|_1 \left\| \tilde{r} - r \right\|_\infty \leq \frac{1}{1 - \gamma} \left\| \tilde{r} - r \right\|_\infty \leq \frac{\xi}{1 - \gamma} \leq \frac{\xi}{1 - \gamma}. \]

Here, (i) is due to the Bellman equation, (ii) relies on the fact \( \left\| (I - \gamma \hat{P}_{\hat{\pi}_\varepsilon})^{-1} \right\|_1 = \frac{1}{1 - \gamma} \), (iii) arises since \( \hat{V}^\ast(s) - \hat{Q}^\ast(s, \tilde{\pi}_\varepsilon(s)) \leq \zeta \) by construction of \( \tilde{\pi}_\varepsilon \), whereas (iv) is valid since \( \zeta \in [0, \xi] \). The lemma then follows by recognizing that \( \hat{V}^{\tilde{\pi}_\varepsilon} \leq \hat{V}^\ast \) due to the optimality of \( \hat{V}^\ast \).
B.7 Proof of Lemma 8

We first make the key observation that, with probability at least \(1 - \delta\), the following event holds true:

\[
\forall (s, a) \in \mathcal{S} \times \mathcal{A}, \quad |\hat{V}(s) - \hat{Q}(s, a) - \varsigma| > \frac{\xi \delta}{2|\mathcal{S}||\mathcal{A}|}.
\] (108)

To justify this claim, note that its complementary event satisfies

\[
P\left( \exists (s, a) \in \mathcal{S} \times \mathcal{A}, \ |\hat{V}(s) - \hat{Q}(s, a) - \varsigma| \leq \frac{\xi \delta}{2|\mathcal{S}||\mathcal{A}|} \right) \leq \sum_{s, a} P\left( \varsigma \in [\hat{V}(s) - \hat{Q}(s, a) \pm \frac{\xi \delta}{2|\mathcal{S}||\mathcal{A}|}] \right)
\]
\[
\leq |\mathcal{S}||\mathcal{A}| \cdot \frac{\xi \delta}{\xi |\mathcal{S}||\mathcal{A}|} = \delta,
\]

where the first inequality applies the union bound, and the last line follows since \(\varsigma \sim \text{Unif}(0, \xi)\). Here, we abbreviate \([a \pm b] := [a - b, a + b]\). Combining (108) with the assumption (55), we further reach

\[
|V(s) - Q(s, a) - \varsigma| \geq |\hat{V}(s) - \hat{Q}(s, a) - \varsigma| - 2 \max_{s,a} |Q(s, a) - \hat{Q}(s, a)| > \frac{\xi \delta}{4|\mathcal{S}||\mathcal{A}|}
\]

for all \((s, a) \in \mathcal{S} \times \mathcal{A}\), or equivalently,

\[
V(s) - Q(s, a) < \varsigma - \frac{\xi \delta}{4|\mathcal{S}||\mathcal{A}|} \quad \text{or} \quad V(s) - Q(s, a) > \varsigma + \frac{\xi \delta}{4|\mathcal{S}||\mathcal{A}|}
\] (109)

holds for all \((s, a) \in \mathcal{S} \times \mathcal{A}\).

We are now prepared to justify the claim of this lemma. To begin with, consider any action \(\hat{a} \in \{a \in \mathcal{A} : Q(s, a) > V(s) - \varsigma\}\). Comparing this with the condition (109), we can easily see that the only possibility is

\[
V(s) - Q(s, \hat{a}) < \varsigma - \frac{\xi \delta}{4|\mathcal{S}||\mathcal{A}|}.
\]

Therefore, by invoking a basic decomposition, we ensure that

\[
\hat{V}(s) - \hat{Q}(s, \hat{a}) = \hat{V}(s) - V(s) + V(s) - Q(s, \hat{a}) + Q(s, \hat{a}) - \hat{Q}(s, \hat{a})
\]
\[
\leq V(s) - Q(s, \hat{a}) + |V(s) - \hat{V}(s)| + |\hat{Q}(s, \hat{a}) - Q(s, \hat{a})|
\]
\[
< \varsigma - \frac{\xi \delta}{4|\mathcal{S}||\mathcal{A}|} + 2 \max_{s,a} |Q(s, a) - \hat{Q}(s, a)|
\]
\[
\leq \varsigma - \frac{\xi \delta}{4|\mathcal{S}||\mathcal{A}|} + 2 \cdot \frac{\xi \delta}{8|\mathcal{S}||\mathcal{A}|} = \varsigma.
\]

This essentially implies that

\[
\{a \in \mathcal{A} : Q(s, a) > V(s) - \varsigma\} \subseteq \{a \in \mathcal{A} : \hat{Q}(s, a) > \hat{V}(s) - \varsigma\}.
\] (110)

Applying exactly the same argument for any action \(\hat{a} \in \{a \in \mathcal{A} : Q(s, a) \leq V(s) - \varsigma\}\), we can also derive

\[
\{a \in \mathcal{A} : \hat{Q}(s, a) > \hat{V}(s) - \varsigma\} \subseteq \{a \in \mathcal{A} : Q(s, a) > V(s) - \varsigma\}.
\] (111)

These two set inequalities taken collectively establish the lemma.

C Proofs of auxiliary lemmas: finite-horizon MDPs

To begin, we find it helpful to control the entrywise magnitudes of \(\{V_h^{(l)}\}\). This is accomplished via the following lemma, with the proof postponed to Section C.2.

Lemma 12. The vectors \(\{V_h^{(l)}\}\) defined in (62) obey

\[
\|V_h^{(l)}\|_\infty \leq (\sqrt{3H})^l H
\] (112)

for all \(1 \leq h \leq H\) and all \(l \geq 0\).
C.1 Proof of Lemma 9

Consider any \( l \) obeying \( 1 \leq l \leq m := \log_2 H \). By construction (cf. (62)), we see that

\[
\tilde{V}_h^{(l)} - V_h^{(l)} = \tilde{P}_{h,\pi} \tilde{V}_{h+1}^{(l)} - P_{h,\pi} V_{h+1}^{(l)}
= \tilde{P}_{h,\pi} (\tilde{V}_{h+1}^{(l)} - V_{h+1}^{(l)}) + (\tilde{P}_{h,\pi} - P_{h,\pi}) V_{h+1}^{(l)},
\]

which connects \( V_h^{(l)} \) and \( \tilde{V}_h^{(l)} \) with \( V_{h+1}^{(l)} \) and \( \tilde{V}_{h+1}^{(l)} \). Apply the above relation recursively and make use of the conditions (61) to arrive at

\[
\tilde{V}_h^{(l)} - V_h^{(l)} = \sum_{j=h}^{H-1} \prod_{i=h}^{j-1} \tilde{P}_{i,\pi} (\tilde{P}_{j,\pi} - P_{j,\pi}) V_{j+1}^{(l)},
\]

where we adopt the convenient notation and let \( \prod_{i=h}^{H-1} \tilde{P}_{i,\pi} = I \).

According to the triangle inequality, we can further deduce that

\[
|\tilde{V}_h^{(l)} - V_h^{(l)}| \leq \sum_{j=h}^{H-1} \prod_{i=h}^{j-1} \tilde{P}_{i,\pi} \left| (\tilde{P}_{j,\pi} - P_{j,\pi}) V_{j+1}^{(l)} \right|
\leq \sum_{j=h}^{H-1} \prod_{i=h}^{j-1} \tilde{P}_{i,\pi} \left( \sqrt{\frac{\beta_1}{N}} \sqrt{\text{Var}_{P_{j,\pi}} [V_{j+1}^{(l)}]} + \frac{\beta_1}{N} \| V_{j+1}^{(l)} \|_\infty 1 \right)
\leq \sqrt{\frac{\beta_1}{N}} \left( \sum_{j=h}^{H-1} \prod_{i=h}^{j-1} \tilde{P}_{i,\pi} r_j^{(l+1)} \right) + \frac{\beta_1}{N} \max_j \| V_j^{(l)} \|_\infty 1,
\]

where the second line follows from the assumption (63), and the third line makes use of the definition (62) of \( r_h^{(l)} \) and the elementary identity \( \prod_{i=h}^{H-1} \tilde{P}_{i,\pi} 1 = 1 \) (since each \( \tilde{P}_{i,\pi} \) is a probability transition matrix). In view of the construction (62), we can also derive recursively that

\[
\tilde{V}_h^{(l)} = \sum_{j=h}^{H-1} \prod_{i=h}^{j-1} \tilde{P}_{i,\pi} r_j^{(l)},
\]

which combined with (113) yields

\[
|\tilde{V}_h^{(l)} - V_h^{(l)}| \leq \sqrt{\frac{\beta_1}{N}} \tilde{V}_h^{(l+1)} + \frac{\beta_1}{N} \max_j \| V_j^{(l)} \|_\infty 1.
\]

Further, the above inequality together with the triangle inequality immediately results in the following recursive relation

\[
\| \tilde{V}_h^{(l)} - V_h^{(l)} \|_\infty \leq \sqrt{\frac{\beta_1}{N}} \| \tilde{V}_h^{(l+1)} \|_\infty + \frac{\beta_1}{N} \max_j \| V_j^{(l)} \|_\infty
\leq \sqrt{\frac{\beta_1}{N}} \| \tilde{V}_h^{(l+1)} - V_h^{(l+1)} \|_\infty + \sqrt{\frac{\beta_1}{N}} \| V_h^{(l+1)} \|_\infty + \frac{\beta_1}{N} \max_j \| V_j^{(l)} \|_\infty,
\]

thus revealing a useful connection between \( \| \tilde{V}_h^{(l)} - V_h^{(l)} \|_\infty \) and \( \| \tilde{V}_h^{(l+1)} - V_h^{(l+1)} \|_\infty \). Applying this relation recursively with a little algebra leads to

\[
\| \tilde{V}_h^{(0)} - V_h^{(0)} \|_\infty \leq \left( \sqrt{\frac{\beta_1}{N}} \right)_m \| \tilde{V}_h^{(m)} - V_h^{(m)} \|_\infty.
\]
Additionally, it is easily seen from the definition (62) that
\[ r_h^{(l+1)} \leq V_h^{(l+1)} \leq \|V_{h+1}\|_\infty 1, \]
which taken together with (113) and the elementary identity \( \prod_{i=h}^{j-1} \hat{P}_{i,\pi} 1 = 1 \) implies that
\[ |\hat{V}_h^{(m)} - V_h^{(m)}| \leq \sqrt{\frac{\beta_1}{N}} \max_j \|r_j^{(m+1)}\|_\infty \left( \sum_{j=h}^{H-1} \sum_{i=h}^{j-1} \hat{P}_{i,\pi} 1 \right) + \frac{\beta_1 H \max_j \|V_j^{(m)}\|_\infty}{N} \]
\leq \sqrt{\frac{\beta_1}{N}} \max_j \|V_j^{(m)}\|_\infty \sum_{j=h}^{H-1} 1 \]
\leq \frac{\beta_1}{N} \max_j \|V_j^{(m)}\|_\infty 1.

Substitution into (116) results in
\[ \|\hat{V}_h^{(0)} - V_h^{(0)}\|_\infty \leq H \left( \sqrt{\frac{\beta_1}{N}} \right)^m \left( \sqrt{\frac{\beta_1}{N}} + \frac{\beta_1}{N} \right) \max_j \|V_j^{(m)}\|_\infty \]
\[ + \sum_{l=1}^{m} \left( \sqrt{\frac{\beta_1}{N}} \right)^l \|V_h^{(l)}\|_\infty + \frac{\beta_1 H}{N} \sum_{l=1}^{m} \left( \sqrt{\frac{\beta_1}{N}} \right)^{l-1} \max_j \|V_j^{(l-1)}\|_\infty. \] (117)

To finish up, it remains to control the terms \( \|V_h^{(l)}\|_\infty \). Towards this, combining Lemma 12 with the above inequality (117) yields
\[ \|\hat{V}_h^{(0)} - V_h^{(0)}\|_\infty \leq H^2 \left( \sqrt{\frac{3\beta_1 H}{N}} \right)^m \left( \sqrt{\frac{\beta_1}{N}} + \frac{\beta_1}{N} \right) + \sum_{l=1}^{m} H \left( \sqrt{\frac{3\beta_1 H}{N}} \right)^l + \sum_{l=1}^{m} \frac{\beta_1 H^2}{N} \left( \sqrt{\frac{3\beta_1 H}{N}} \right)^{l-1} \]
\[ = H^2 \left( \sqrt{\frac{3\beta_1 H}{N}} \right)^m \left( \sqrt{\frac{\beta_1}{N}} + \frac{\beta_1}{N} \right) + \left\{ H \sqrt{\frac{3\beta_1 H}{N}} + \frac{\beta_1 H^2}{N} \right\} \sum_{l=1}^{m} \left( \sqrt{\frac{3\beta_1 H}{N}} \right)^{l-1} \]
\[ \leq H^2 \left( \sqrt{\frac{3\beta_1 H}{N}} \right)^m \left( \sqrt{\frac{\beta_1}{N}} + \frac{\beta_1}{N} \right) + 2 \left\{ H \sqrt{\frac{3\beta_1 H}{N}} + \frac{\beta_1 H^2}{N} \right\}, \] (118)

Here, the last inequality holds true since
\[ \sum_{l=1}^{m} \left( \sqrt{\frac{3\beta_1 H}{N}} \right)^{l-1} \leq \frac{1}{1 - \sqrt{\frac{3\beta_1 H}{N}}} \leq 2, \]
provided that \( \sqrt{\frac{3\beta_1 H}{N}} \leq 1/2 \). Invoking the assumption \( N \geq 12H\beta_1 \) again and taking \( m = \log_2 H \), we have \( \left( \sqrt{\frac{3\beta_1 H}{N}} \right)^m \leq 1/H \). This combined with (119) immediately leads to
\[ \|\hat{V}_h^{(0)} - V_h^{(0)}\|_\infty \leq 3 \left\{ H \sqrt{\frac{3\beta_1 H}{N}} + \frac{\beta_1 H^2}{N} \right\} \leq 6H \sqrt{\frac{3\beta_1 H}{N}}, \] (119)
with the proviso that \( N \geq 3\beta_1 H \). This concludes the proof.
C.2 Proof of Lemma 12

To begin with, it is seen from the notation (28) that for all $1 \leq j \leq H$,

$$
\begin{align*}
\text{Var}_{P_{j,\pi}}(V_{j+1}) &= \mathbb{E}_{P_{j,\pi}}(V_{j+1}^2) - \mathbb{E}_{P_{j,\pi}}(V_{j+1})^2 \\
&= \mathbb{E}_{P_{j,\pi}}(V_{j+1}^2) - \mathbb{E}_{P_{j,\pi}}(V_{j}^2) \\
&= \mathbb{E}_{P_{j,\pi}}(V_{j+1}^2) - \mathbb{E}_{P_{j,\pi}}(V_j^2) + 2\mathbb{E}_{P_{j,\pi}}(V_{j+1}^2),
\end{align*}
$$

where the second identity makes use of the fact that $V_{j+1} = r_{j+1}^l + P_{j,\pi} V_{j+1}$ (cf. (62)). Moreover, from the construction (62) we can easily derive

$$
V_{j+1} = \sum_{j=h}^{H-1} j \prod_{j=h}^{H-1} P_{i,\pi} r_j = \sum_{j=h}^{H-1} j \prod_{j=h}^{H-1} \text{Var}_{P_{j,\pi}}[V_{j+1}].
$$

The above two results taken collectively give

$$
\begin{align*}
|V_h| &= \sum_{j=h}^{H-1} j \prod_{j=h}^{H-1} P_{i,\pi} \text{Var}_{P_{j,\pi}}[V_{j+1}] \\
&\leq \sum_{j=h}^{H-1} j \prod_{j=h}^{H-1} P_{i,\pi} \text{Var}_{P_{j,\pi}}[V_{j+1}].
\end{align*}
$$

Here, (i) arises from Jensen’s inequality; (ii) holds true due to the Cauchy-Schwarz inequality; (iii) follows from (120). By telescoping summation, one further arrives at

$$
\begin{align*}
|V_h| &= \frac{H \prod_{j=h}^{H-1} P_{i,\pi} (V_{j+1}^l \circ V_{j+1}^l) - V_h^l \circ V_h^l}{H \prod_{j=h}^{H-1} P_{i,\pi} (V_{j+1}^l \circ V_{j+1}^l) - V_h^l \circ V_h^l} + 2H \max_j \|V_j^l\| \sum_{j=h}^{H-1} j \prod_{j=h}^{H-1} P_{i,\pi} r_j^l
\end{align*}
$$

Here (iv) invokes the relation $V_h = \prod_{j=h}^{H-1} P_{i,\pi} r_j^l$ (see (121)); and (v) holds true since

$$
\prod_{j=h}^{H-1} P_{i,\pi} (V_{j+1}^l \circ V_{j+1}^l) \leq \prod_{j=h}^{H-1} P_{i,\pi} \|V_{j+1}^l \circ V_{j+1}^l\| \leq \max_j \|V_j^l\| \leq 1.
$$

As a consequence, the above inequality allows one to deduce that

$$
\max_j \|V_j^l\| \leq \sqrt{3H} \max_j \|V_j^l\|,
$$
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and therefore,
\[ \max_j \| V_j^{(0)} \|_\infty \leq (\sqrt{3H})^t \max_j \| V_j^{(0)} \|_\infty \leq (\sqrt{3H})^t H, \]
where the last inequality arises from the trivial upper bound \( \max_j \| V_j^{(0)} \|_\infty \leq H. \)
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