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Abstract—Transient analysis of large-scale power delivery net-
work (PDN) is a critical task to ensure the functional correctness
and desired performance of today’s integrated circuits (ICs),
especially if significant transient noises are induced by clock
and/or power gating due to the utilization of extensive power
management. In this paper, we propose an efficient algorithm
for PDN transient analysis based on sparse approximation. The
key idea is to exploit the fact that the transient response caused
by clock/power gating is often localized and the voltages at many
other “inactive” nodes are almost unchanged, thereby rendering
a unique sparse structure. By taking advantage of the underlying
sparsity of the solution structure, a modified conjugate gradient
algorithm is developed and tuned to efficiently solve the PDN
analysis problem with low computational cost. Our numerical
experiments based on standard benchmarks demonstrate that
the proposed transient analysis with sparse approximation offers
up to 2.2× runtime speedup over other traditional methods, while
simultaneously achieving similar accuracy.

Index Terms—Conjugate gradient (CG), orthogonal match-
ing pursuit (OMP), power delivery network (PDN), sparse
approximation, transient analysis.

I. INTRODUCTION

ON-CHIP power delivery network (PDN) is a complex
3-D interconnect circuit that connects off-chip power

sources with on-chip circuit blocks [1]–[3]. When a large
amount of currents flow through the PDN, large voltage
fluctuations due to IR drops and/or di/dt noises are often
observed. These noises posed by PDN significantly impact
the functionality and performance of integrated circuits (ICs).
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For this reason, appropriate design and verification of on-chip
PDNs is an extremely important task for today’s system-on-
chip.

During the past decade, a large number of computer-aided
design (CAD) algorithms have been developed for efficient
PDN analysis [4]–[20]. These existing techniques can be
classified into several broad categories: 1) Krylov subspace
method [9], [10]; 2) hierarchical analysis [11]; 3) multigrid
solver [12]–[16]; 4) randomized algorithm [17]; and 5) vec-
torless analysis [18]–[20]. Most of them focus on DC analysis
in order to predict the IR drops which play an important role
in both signal integrity (e.g., increased gate delay) and circuit
reliability (e.g., electromigration for metal wires). For transient
analysis of PDNs, the existing approaches can be further cate-
gorized as: 1) implicit numerical integration (e.g., back Euler
method, trapezoidal method, two-step backward differentiation
method, etc.) and 2) explicit numerical integration (e.g., matrix
exponential method [10]). These algorithms have been suc-
cessfully applied to a large number of practical PDN problems.

While PDN analysis has been extensively studied in the
literature, the aggressive scaling of IC technologies brings
several recent trends that suggest a need to revisit this topic.

1) Clock and/or Power Gating: In order to achieve low-
power operation for today’s digital ICs, clock and/or
power gating techniques are commonly used to dynam-
ically turn on/off one or more functional blocks on
the same chip [21]–[23]. When these blocks are simul-
taneously switched on/off, large transient noises (e.g.,
overshooting) are often observed in the PDN due to its
underdamped nature. In this case, transient analysis over
a long time period, instead of DC analysis, is required
to accurately capture these transient noises that die out
slowly.

2) Increased PDN Size: With technology scaling, the com-
plexity of PDN continuously increases. The PDN of
a state-of-the-art high-performance microprocessor con-
sists of hundreds of millions of internal nodes. Hence,
PDN analysis must be scalable to extremely large
problem size to meet today’s design reality.

The combination of the aforementioned two trends makes
most traditional techniques ill-equipped to perform large-scale
transient analysis for PDNs. On one hand, direct linear solvers
(e.g., LU decomposition, Cholesky decomposition, etc.) can
be extremely efficient for transient analysis of small- and
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medium-scale PDNs, especially if a constant time step is used
and, hence, only a single matrix factorization is required [10].
However, these direct linear solvers are not applicable to
large-scale PDN analysis problems due to their high compu-
tational complexity and memory usage. On the other hand,
iterative linear solvers (e.g., multigrid method) are not effi-
cient either, if they must be repeatedly applied to solve
large-scale linear equations at a large number of time points
during transient analysis. The fundamental question here
is how to make transient analysis computationally feasi-
ble for large-scale PDNs with consideration of clock/power
gating.

In this paper, we propose a novel algorithm for PDN
transient analysis based on sparse approximation. We par-
ticularly focus on the challenging problem of PDN analysis
where direct linear solvers are not computationally feasible
due to large circuit size. Our key idea is to exploit the fact
that when clock/power gating is applied, only a portion of
the entire chip is switched on/off. Hence, the time-domain
response of the PDN is localized around the functional
blocks that are activated. In other words, the voltages at
other nodes of the PDN are almost unchanged. This fact,
in turn, renders a unique sparse structure where the volt-
age difference between two successive time points is almost
zero for a large number of nodes inside the PDN. Instead
of solving a general solution for transient analysis, the
proposed sparse approximation is particularly developed to
solve the “sparse” response with low computational cost.
Similar ideas based on PDN locality have also been explored
in [6] and [7].

An important contribution of this paper is to develop
a new modified conjugate gradient (MCG) algorithm to effi-
ciently find the sparse solutions of the large-scale linear
equations incurred by PDN transient analysis. Similar to the
traditional conjugate gradient (CG) algorithm [24], MCG iter-
atively selects a set of search directions and then finds the
approximated solution within the linear subspace spanned by
these search directions. Different from the traditional CG
method that explicitly forms the conjugate search directions,
MCG directly calculates the approximated solution at each
iteration step by solving a small-size linear equation, without
explicitly making the search directions mutually conjugate.
As such, the computational cost of MCG can be substan-
tially reduced. As will be demonstrated by the numerical
examples in Section VI, our proposed sparse approximation
based on MCG offers up to 2.2× runtime speedup over other
traditional methods, while simultaneously achieving similar
accuracy.

The remainder of this paper is organized as follows. In
Section II, we briefly review the important background on
PDN analysis, and then derive our sparse approximation
method in Section III. A novel MCG algorithm is developed in
Section IV to efficiently solve the large-scale linear equations
for PDN transient analysis. Several implementation details are
further discussed in Section V. The efficacy of our proposed
technique is demonstrated by a number of numerical examples
in Section VI. Finally, we conclude in Section VII.

II. BACKGROUND

A. Transient Analysis of PDN

A PDN is typically modeled as an RLC network with ideal
voltage and current sources. Without loss of generality, we
mathematically represent a PDN by the following modified
nodal analysis (MNA) equation [25]:

[
C 0
0 L

]
·
[

v̇ (t)
i̇ (t)

]
+

[
G AT

L−AL 0

]
·
[

v(t)
i(t)

]
=

[
iS(t)
vS(t)

]
(1)

where v(t) ∈ RM is a vector containing all node voltages,
i(t) ∈ RN is a vector containing all branch currents asso-
ciated with inductors, iS(t) ∈ RM is a vector containing all
input current sources, vS(t) ∈ RN is a vector containing all
input voltage sources, and C ∈ RM×M , L ∈ RN×N , G ∈
RM×M and AL ∈ RN×M are the system matrices. In our
MNA formulation, we assume that all input voltage sources are
grounded. Namely, one node of the voltage source is connected
to ground. In this case, the voltage of the other node is known
and, hence, it is no longer considered as a problem unknown.
Instead, its value is directly added to the right-hand-side (RHS)
vector in (1) [12].

To numerically solve the differential algebraic equa-
tion (DAE) in (1), a numerical integration method must
be applied to approximate the differential operator d/dt. In
this paper, we use the two-step backward differentiation for-
mula (BDF2) [26] to solve the DAEs related to the PDN
problem. However, it should be noted that the proposed idea of
sparse approximation is also applicable to other multistep
numerical integration methods.

When a multistep numerical integration method is applied,
the derivative at the current time step is approximated by
a polynomial of the current and past solutions. By doing so,
the DAE can be approximated as a system of algebraic equa-
tions. In what follows, we use the BDF2 formula with constant
time step to derive our proposed method. We will discuss how
to handle variable time steps later in the paper.

When BDF2 is applied, the voltages and currents at the
(n+1)th time point are expressed as

v(tn+1) = 4

3
v(tn) − 1

3
v(tn−1) + 2hn

3
v̇(tn+1) (2)

i(tn+1) = 4

3
i(tn) − 1

3
i(tn−1) + 2hn

3
i̇(tn+1) (3)

where hn, v(tn), and i(tn) represent the time step, the node volt-
ages, and the branch currents at the nth time point respectively.
Substituting (2) and (3) into (1) yields

(
3

2hn
C + G + 2hn

3
AT

LL−1AL

)
· v(tn+1) = 2

hn
Cv(tn)

− 1

2hn
Cv(tn−1) − 4

3
AT

L i(tn) + 1

3
AT

L i(tn−1) + iS(tn+1)

−2

3
hnAT

LL−1vS(tn+1) (4)

i(tn+1) = 2hn

3
L−1ALv(tn+1) + 4

3
i(tn) − 1

3
i(tn−1)

+2hn

3
L−1vS(tn+1). (5)
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It can be shown that the matrix 3/2hn·C + G +
2hn/3·AT

LL−1AL in (4) is symmetric and positive definite [9].
In most practical applications, in order to control local trun-
cation error (LTE), the time step hn is adaptively adjusted and
the polynomial coefficients in (2) and (3) must be adjusted
accordingly [25].

To calculate the transient response at the (n + 1)th time
point, we need to first solve the linear equation (4) and find
the voltage value v(tn+1). Next, the current value i(tn+1) can be
calculated by substituting v(tn+1) into (5). Note that the matrix
L in (5) is diagonal, if there is no mutual inductance. Hence,
the inverse of L can be easily calculated. In this case, com-
puting (5) only involves several matrix-vector multiplications
and is computationally inexpensive.

Even if mutual inductance does exist, the inverse
matrix L−1, instead of the inductance matrix L, is often
directly extracted by an extraction tool in order to achieve
good locality and sparsity [27]. In this case, since the inverse
matrix L−1 is directly provided by the extraction tool, we can
again calculate (5) with low computational cost and the overall
runtime is dominated by the linear equation solver for (4).

There are many techniques to solve the linear equation (4).
In what follows, we will briefly review two important linear
solvers: 1) the CG solver [24] and 2) the sparse solver [28].
These two linear solvers are closely related to our proposed
technique of sparse approximation. The mathematical concepts
behind these two solvers will be further used to derive our
proposed MCG algorithm in Section IV.

B. CG Solver

CG is an iterative method to efficiently solve the following
linear equation:

A · x = b (6)

where the matrix A ∈ RM×M is a symmetric, positive defi-
nite matrix, b ∈ RM is the RHS vector, and x ∈ RM is the
unknown vector that needs to be solved. The linear equation
(4) posed by PDN transient analysis can be easily mapped to
the general form in (6). The key idea of CG is to convert the
linear equation (6) to an equivalent optimization problem

min
x

1

2
xTAx − bTx. (7)

It is easy to verify that the solution x = A−1b of (6) satisfies
the first-order optimality condition [29]

∂

∂x

(
1

2
xTAx − bTx

)
= 0. (8)

Hence, x = A−1b is also the optimal solution of (7).
To solve the optimization problem in (7), CG starts from

an initial solution x(0) and iteratively generates a set of search
directions {d(k) ∈ RM; k = 0, 1, 2, . . .} that are mutually
conjugate

dT
(i)Ad(j) = 0(i �= j). (9)

At the kth iteration step, CG first calculates the residue
corresponding to the current solution x(k)

r(k) = b − A · x(k). (10)

Algorithm 1 CG Solver
1: Start from a given linear equation (6) where the matrix A

is symmetric and positive definite.
2: Choose an initial solution x(0) and set k = 0.
3: Calculate the initial search direction d(0) = r(0) = b −

A·x(0).
4: Update the solution:

x(k+1) = x(k) + μ(k)d(k). (13)

where

μ(k) = dT
(k)r(k)

dT
(k)Ad(k)

. (14)

5: Update the residue:

r(k+1) = r(k) − μ(k)Ad(k). (15)

6: Update the search direction:

d(k+1) = r(k+1) + βkd(k), (16)

where

βk = rT
(k+1)r(k+1)

dT
(k)r(k)

. (17)

7: Set k = k + 1 and repeat Step 4–6 until the residue is
sufficiently small.

It then determines the search direction d(k) by implicitly
forming the following linear subspace based on an iterative
algorithm:

�(k) = span
{
d(0), d(1), . . . , d(k)

} = span
{
r(0), r(1), . . . , r(k)

}
.

(11)

Next, CG searches the new solution x(k+1) such that
x(k+1) − x(0) is within the linear subspace �(k)

min
x(k+1)

1

2
xT
(k+1)Ax(k+1) − bTx(k+1)

S.T. x(k+1) − x(0) ∈ �(k). (12)

Algorithm 1 summarizes the simplified flow of the CG
algorithm.

The convergence rate of CG depends on the condition
number of the matrix A [24]. If the matrix A is well-
conditioned, CG converges quickly. For an ill-conditioned
matrix, CG may take a large number of iteration steps
to converge, thereby resulting in expensive computational
time. To address this issue, various preconditioning tech-
niques have been proposed to further improve the convergence
rate of CG [12].

C. Sparse Solver

A sparse solver has been proposed in [28] for incremental
DC analysis of PDNs. It exploits the fact that when a PDN is
locally updated, its response also changes locally. More specif-
ically, the incremental “changes” are almost zero for most
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Fig. 1. Simple example illustrates the concept of localized transient response
associated with clock/power gating. Only a small portion (black) of the chip
is activated and the time-domain response of the PDN is localized within the
black and gray regions.

node voltages and branch currents. In this case, the incre-
mental analysis problem for PDN can be formulated in the
general form of linear equation (6) where the unknown vec-
tor x is sparse. Hence, instead of solving a general solution x
from (6), we only need to decide the locations and values of
a few nonzeros.

Toward this goal, orthogonal matching pursuit (OMP) is
applied to solve the sparse solution x from the linear equation
A·x = b [28]. OMP rewrites the RHS vector b as the linear
combination of all column vectors of the matrix A

b = x1a1 + x2a2 + · · · + xMaM (18)

where xm denotes the mth element of the vector x and am

stands for the mth column vector of the matrix A. Next,
the “importance” of each column vector am is quantitatively
assessed by the normalized inner product

ρ(am, b) =
∣∣∣∣ aT

mb
aT

mam

∣∣∣∣. (19)

Intuitively, if ρ(am, b) is large, the column vector am plays
an important role to represent the RHS vector b. Hence,
the corresponding element xm should be nonzero. OMP iter-
atively calculates the normalized inner products to select
the nonzero elements from the vector x and then decide
their values by finding the least-squares solution of an over-
determined linear equation. Algorithm 2 summarizes the major
steps of OMP.

III. TRANSIENT ANALYSIS BY SPARSE APPROXIMATION

In this paper, we further extend the idea of sparse approxi-
mation from DC analysis to transient analysis. Our proposed
approach is motivated by the fact that when clock/power gating
is applied, only a small portion of the entire chip is activated.
In this case, the transient response of the PDN is localized
in a small region. Namely, most node voltages and branch
currents are almost constant between two consecutive time
points. Fig. 1 shows a simple PDN example that conceptually
illustrates the aforementioned concept of localized transient
response.

Based on this observation, if we formulate the PDN equation
with respect to the incremental changes between two suc-
cessive time points, the unknown solution vector containing
the incremental voltage changes is sparse. To derive such an

Algorithm 2 OMP
1: Start from a given linear equation (6) and rewrite it as

(18).
2: Initialize the residue r(0) = b and set k = 0.
3: Calculate the normalized inner product ρ(am, r(k))

between each column vector am and the residue r(k):

ρ
(
am, r(k)

) =
∣∣∣∣aT

mr(k)

aT
mam

∣∣∣∣. (20)

4: Select the column vectors {am1, am2, . . . } such that:

ρ
(
am1, r(k)

) ≥ ε ρ
(
am2, r(k)

) ≥ ε · · ·, (21)

where ε is a user-defined threshold.
5: Determine the index set:

�(k) =
{ {m1, m2, · · · } (k = 0)

�(k−1) ∪ {m1, m2, · · · } (k ≥ 1)
. (22)

6: Solve the unknowns {x(k+1),m; m ∈ �(k)} by:

min
x(k+1),m;m∈�(k)

∥∥∥∥∥∥
∑

m∈�(k)

x(k+1),m · am − b

∥∥∥∥∥∥
2

2

. (23)

7: For any m /∈ �(k), the value of x(k+1),m is set to 0.
8: Update the residue:

r(k+1) = b − A · x(k+1). (24)

9: Set k = k + 1 and repeat Step 3–8 until the residue is
sufficiently small.

incremental formulation, we subtract (3/2hn·C + G + 2hn/3·
AT

LL−1AL)·v(tn) from both sides of (4), yielding(
3

2hn
C + G + 2hn

3
AT

LL−1AL

)
· δ (tn+1) = 2

hn
Cv(tn)

− 1

2hn
Cv(tn−1) − 4

3
AT

L i(tn) + 1

3
AT

L i(tn−1) + iS(tn+1)

−2

3
hnAT

LL−1vS(tn+1)

−
(

3

2hn
C + G + 2hn

3
AT

LL−1AL

)
· v(tn) (25)

where

δ(tn+1) = v(tn+1) − v(tn). (26)

Note that the size of the unknown vector δ(tn+1) ∈ RM

(i.e., the total number of nodes of the PDN) is extremely large,
since today’s PDNs often contain tens to hundreds of millions
of nodes. However, since the vector δ(tn+1) is sparse with
a few nonzeros, we only need to determine the locations and
values of these nonzeros, instead of solving the large-scale
linear equation by a general-purpose solver.

One possible approach to solve the sparse solution
δ(tn+1) from (25) is to directly apply the OMP algorithm
(i.e., Algorithm 2) where an over-determined linear equa-
tion (23) must be solved at each iteration step. There are
two well-known methods to find the least-squares solution
of (23) [28]: 1) QR decomposition and 2) pseudo-inverse. Each
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method has its own advantages and limitations. QR decompo-
sition is numerically stable, but computationally expensive. On
the other hand, pseudo-inverse is computationally inexpensive,
but often suffers from numerical issues. This lack of clear
choice motivates us to develop a highly efficient-yet-stable
algorithm, referred to as the MCG solver, to find the sparse
solution δ(tn+1) of (25) without solving any over-determined
linear equation. The details of MCG will be discussed in the
next section.

IV. MCG SOLVER

Our proposed MCG solver is derived from the traditional
CG algorithm with several important modifications. First,
MCG uses a different criterion to form the search directions.
Second, it applies a different scheme to update the solution
by searching the linear subspace spanned by the search direc-
tions. In this section, we derive the mathematical formulation
of MCG in detail.

A. Mathematical Formulation

Without loss of generality, we consider the general repre-
sentation of a linear equation A·x = b in (6). Our objective is
to efficiently compute the sparse solution x. The incremental
formulation (25) can be easily mapped to this general form
A·x = b by redefining the symbols

A = 3

2hn
C + G + 2hn

3
AT

LL−1AL (27)

x = δ (tn+1) (28)

b = 2

hn
Cv(tn) − 1

2hn
Cv(tn−1) − 4

3
AT

L i(tn)

+ 1

3
AT

L i(tn−1) + iS(tn+1) − 2

3
hnAT

LL−1vS(tn+1)

−
(

3

2hn
C + G + 2hn

3
AT

LL−1AL

)
· v(tn). (29)

Note that the matrix A in (27) is symmetric and positive
definite.

Since the unknown vector x contains a few nonzeros only,
we propose to form the search directions based on the locations
of these nonzeros, instead of the residues used by the tradi-
tional CG method (i.e., Algorithm 1). We use several heuristic
criteria to quantitatively assess the importance of each column
vector am of the matrix A, when calculating the incremental
response δ(tn+1) at the (n+1)th time point. As such, the cor-
responding locations of the nonzeros in the unknown vector
δ(tn+1) can be quickly identified.

In particular, we develop two heuristic techniques. First, the
mth node is considered to be “active” and the corresponding
incremental response δm(tn+1) [i.e., the mth element of the
unknown vector δ(tn+1)] is expected to be nonzero, if at least
one of the following two conditions is satisfied.

1) The voltage of the mth node significantly varies at the
previous time point [i.e., the value of |δm(tn)| is large].

2) The mth node is connected to an input current or voltage
source (say, the ith current source iSi or voltage source
vSi) that significantly varies at the current time point

[i.e., the value of |iSi(tn+1) − iSi(tn)| or |vSi(tn+1) −
vSi(tn)| is large].

Note that the values of δm(tn), iSi(tn+1), iSi(tn), vSi(tn+1),
and vSi(tn) are all known at the (n+1)th time point, when
calculating the incremental response δ(tn+1). Hence, these
two conditions can be easily checked. The indices of these
identified nodes are used to form an initial index set �(0).

Second, in addition to the nodes that belong to the initial
set �(0), a number of other nodes may also become active
at the (n+1)th time point, but are not captured by the afore-
mentioned heuristics. For this reason, we further borrow the
idea of normalized inner product in (20) to iteratively iden-
tify these active nodes, similar to the OMP algorithm (i.e.,
Algorithm 2). At the kth iteration step of the proposed MCG
solver, the indices of a set of activenodes (say, {m1, m2, . . . })
are selected according to the normalized inner products and
these indices are cumulatively added to the index set �(k)

�(k) = �(k−1) ∪ {m1, m2, . . .}. (30)

Once the set �(k) is formed, we define the following search
directions: {

em; m ∈ �(k)
}

(31)

where em ∈ RM is a vector for which the mth element is
one and all other elements are zero. When the vector em is
selected as a search direction, it implies that the mth element
of the solution x of A·x = b, where A, x, and b are defined
in (27)–(29), should be nonzero.

After the search directions are determined at the kth iteration
step, we form the following linear subspace:

�(k) = span
{
em; m ∈ �(k)

}
. (32)

If the solution x is sparse and contains a few nonzeros only,
it belongs to a low-dimensional linear subspace. In this case,
MCG is able to accurately approximate the solution x within
very few iteration steps. In other words, by exploiting the spar-
sity of the solution x, MCG can converge more quickly than
the traditional CG method.

Given the linear subspace �(k) at the kth iteration step of the
MCG solver, we need to further determine the new solution
x(k+1) by solving the following optimization problem:

min
x(k+1)∈�(k)

1

2
xT
(k+1)Ax(k+1) − bTx(k+1). (33)

The optimization problem in (33) is similar to that of the
traditional CG method shown in (12).

Note that the search directions in (31) are orthogonal but
not conjugate. Unlike the traditional CG method in which the
conjugate search directions can be easily calculated from the
residues by (16), explicitly forming a set of conjugate search
directions for the linear subspace in (32) is not trivial. While it
is possible to make the vectors {em; m ∈ �(k)} conjugate by
applying Gram–Schmidt conjugation [24], such an approach
can be computationally prohibitive, especially for large-scale
problems. Without explicitly knowing the conjugate search
directions, the new solution x(k+1) cannot be calculated by
directly following the simple equation expressed in (13).
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To address this issue, we derive a new computing scheme
to efficiently find the new solution x(k+1) from the linear sub-
space �(k). Our proposed approach is based upon the property
of orthogonality described by the following theorem.

Theorem 1: Given the solution x(k+1) solved by (12) where
the initial value x(0) is 0 and the linear subspace �(k) is defined
in (32), the residue r(k+1) = b − A·x(k+1) is orthogonal to all
search directions {em; m ∈ �(k)}

eT
mr(k+1) = 0

(
m ∈ �(k)

)
. (34)

Proof: Since the solution x(k+1) is within the linear subspace
�(k), it can be represented as the linear combination of all
search directions

x(k+1) =
∑

m∈�(k)

x(k+1),m · em. (35)

Hence, minimizing the cost function in (12) requires us to
find the values of {x(k+1),m; m ∈ �(k)} to satisfy the following
first-order optimality condition [29]:

∂

∂x(k+1),m

[
1

2
xT
(k+1)Ax(k+1) − bTx(k+1)

]
= 0

(
m ∈ �(k)

)
.(36)

Substituting (35) into (36) yields

eT
m · [

Ax(k+1) − b
] = 0

(
m ∈ �(k)

)
. (37)

Since the residue r(k+1) is equal to b − A·x(k+1),
(37) implies the orthogonal property in (34). �

Assume that there are M(k) search directions {em; m ∈
�(k)}, therefore M(k) nonzeros {x(k+1),m; m ∈ �(k)} are
selected at the kth iteration step of the MCG algorithm.
Namely, the cardinality (i.e., the size) of the set �(k) is M(k)∣∣�(k)

∣∣ = M(k). (38)

In this case, there are M(k) linear equations in (37) that we
can use to solve the M(k) unknowns {x(k+1),m; m ∈ �(k)}.
In other words, the property of orthogonality described by
Theorem 1 reveals a crucial fact that solving the optimization
problem in (12) is equivalent to solving the linear equations in
(37). This fact provides an alternative way to efficiently update
the solution x(k+1) at the kth iteration step.

To further derive a compact representation of the reduced
linear equations in (37), we substitute (35) into (37)

eT
m · A ·

∑
m∈�(k)

x(k+1),m · em = eT
mb

(
m ∈ �(k)

)
. (39)

Equation (39) can be further rewritten as

ET
�(k)AE�(k) · x�(k+1) = ET

�(k)b (40)

where E�(k) is an M-by-M(k) matrix containing the column
vectors {em; m ∈ �(k)} and x�(k+1) is an M(k)-by-one col-
umn vector containing the unknowns {x(k+1),m; m ∈ �(k)}.
Remember that em is a vector for which the mth element
is one and all other elements are zero. Hence, the reduced
matrix E�(k)

TAE�(k) in (40) is simply generated by select-
ing the corresponding M(k) rows and columns from the matrix
A. Namely, the matrix ET

�(k)AE�(k) is a principal minor [30]
of the matrix A. Similarly, the reduced RHS vector ET

�(k)b in

Fig. 2. Simple example illustrates the “reduced” linear equation in (40),
where the first and third rows/columns of the matrix A are selected to form
the reduced matrix ET

�(k)AE�(k), and the first and third elements of the

vector b are selected to form the reduced RHS vector ET
�(k)b.

Algorithm 3 MCG Solver
1: Start from the linear equation A·x = b, where the symbols

A, x and b are defined by (27)–(29) in order to solve the
incremental response δ(tn+1) at the (n+1)-th time point.

2: Set k = 0. Form the initial index set �(0) by identifying
the active nodes based on two criteria: (i) the voltage of
a node significantly varies at the previous time point, or (ii)
a node is connected to an input current or voltage source
that significantly varies at the current time point.

3: Solve the unknowns {x(k+1),m; m ∈ �(k)} from the
reduced linear equation (40).

4: For any m /∈ �(k), the value of x(k+1),m is set to 0.
5: Calculate the residue r(k+1) by using (24).
6: Set k = k + 1, update the index set �(k) based on the

normalized inner products by using (20)–(21) and (30),
and repeat Step 3–6 until the residue is sufficiently small.

(40) is generated by selecting the corresponding M(k) elements
from the vector b. Fig. 2 shows a simple example to illustrate
how the reduced matrix ET

�(k)AE�(k) and the reduced vector
ET

�(k)b are constructed.
Algorithm 3 summarizes the major steps of the proposed

MCG algorithm. There are several important clarifications that
should be made. First, since the matrix A in (27) is positive
definite, all its principal minors are also positive definite [30].
As a principal minor, the reduced matrix ET

�(k)AE�(k) is posi-
tive definite and nonsingular. Hence, the linear equation (40) is
guaranteed to have a unique solution.

Second, if the solution of the linear equation A·x = b is
sparse, the dimension of the linear subspace (32) should be
small. Hence, the linear equation (40) is substantially smaller
than the original equation A·x = b. Its solution x�(k+1) can
be efficiently solved by either a direct linear solver (e.g.,
Cholesky decomposition) or an iterative linear solver (e.g.,
the CG method, the multigrid method, etc.) with low compu-
tational cost. In addition, an appropriately designed algorithm
can incrementally update the solution x�(k+1) during each
iteration step of the proposed MCG solver, thereby further
reducing the computational cost. For instance, if Cholesky
decomposition is applied to solve (40), the factorization pro-
cess can be incrementally updated. On the other hand, if the
CG method or the multigrid method is applied to solve (40),
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the solution x�(k) from the previous iteration step can be used
to define an initial guess for the solution x�(k+1) of the cur-
rent iteration step so that the iterative linear solver converges
quickly. Implementing such an incremental update scheme
is straightforward and, therefore, the details are not further
discussed in this paper.

B. Comparison With Traditional Sparse Solver

Our proposed MCG algorithm (i.e., Algorithm 3) is similar
to the traditional OMP algorithm (i.e., Algorithm 2), because
both algorithms apply the same heuristics to iteratively iden-
tify the nonzeros for the unknown solution vector based on
normalized inner product. However, once the nonzero loca-
tions are determined and stored in the index set �(k) at the
kth iteration step, MCG and OMP rely on different algorithms
to calculate the values of these nonzeros {x(k+1),m; m ∈ �(k)}.
As shown in (23), OMP aims to find the least-squares solu-
tion by minimizing the total squared error. The optimization
problem in (23) can be rewritten as

min
x(k+1)∈�(k)

1

2
xT
(k+1)A

TAx(k+1) − bTAx(k+1) (41)

where �(k) denotes the linear subspace defined in (32). On the
other hand, MCG formulates a different optimization (33) to
find the solution x(k+1).

There are two consequences from the differences between
these two optimization formulations. First, the solutions from
(33) and (41) are different if the solution of A·x = b does
not exactly lie in the subspace �(k). As proven by Theorem 1,
the MCG solution of (33) leads to a residue r(k+1) that is
orthogonal to all search directions {em; m ∈ �(k)}. On the
other hand, based on the theory of least-squares fitting [30],
the OMP residue r(k+1) from (41) should be orthogonal to the
column vectors {am; m ∈ �(k)}

aT
mr(k+1) = 0

(
m ∈ �(k)

)
. (42)

Recall that em is a vector for which the mth element is one
and all other elements are zero. Hence, the following equality
holds:

Aem = am (m = 1, 2, . . . , M). (43)

Substituting (43) into (42) yields

eT
mAr(k+1) = 0

(
m ∈ �(k)

)
. (44)

It implies that the OMP residue r(k+1) and all search
directions {em; m ∈ �(k)} are conjugate but not orthogonal.

Second and more importantly, the computational costs
of solving (33) and (41) are different. As discussed in
Section IV-A, solving (33) at each MCG iteration step is
equivalent to solving a reduced linear equation (40). In this
case, either Cholesky decomposition or the CG method can be
applied, because the linear equation (40) is positive definite.
On the other hand, the least-squares solution of (41) can be
computed by either a direct linear solver (e.g., QR decomposi-
tion) or an iterative linear solver (e.g., LSQR [31]). However,
the least-squares solver is more expensive than a positive defi-
nite linear equation solver, especially for large-scale problems.

Due to this reason, the proposed MCG algorithm is expected
to offer superior runtime efficiency over the traditional OMP
method, as will be demonstrated by our numerical examples
in Section VI.

V. IMPLEMENTATION DETAILS

Our proposed PDN transient analysis based on sparse
approximation is made efficient by carefully addressing a num-
ber of implementation issues. In this section, we discuss
these implementation details and then summarize the overall
transient analysis flow.

A. Linear Solver Selection

As previously mentioned, the proposed MCG algorithm
needs to solve the linear equation (40) at each iteration step,
as shown by Step 3 of Algorithm 3. Ideally, if the incremental
response δ(tn+1) in (25) is sparse, (40) is small and it can be
efficiently solved by a direct linear solver based on Cholesky
decomposition. However, if the incremental response δ(tn+1)
is not sparse at a particular time point tn, a large linear equa-
tion must be solved. In this case, directly applying Cholesky
decomposition to solve (40) is not computationally efficient,
since the computational complexity of Cholesky decomposi-
tion grows quickly with the problem size. On the other hand,
an iterative algebraic multigrid (AMG) solver [14] can be
extremely efficient for large-scale equations; however, AMG
is not as efficient as Cholesky decomposition for small-size
problems due to the overhead of constructing the interpolation
and restriction operators [14].

To address this issue, we propose to adaptively select the
appropriate linear solver based on the size of (40). If the
equation size is sufficiently small (say, less than 0.5 × 106),
Cholesky decomposition is used to solve (40). Otherwise, if
the equation size is large (say, greater than 0.5×106), an AMG
solver is applied to find the solution of (40). Such an adaptive
strategy for solver selection allows us to fully take advantage
of the trade-offs between computational efficiency and prob-
lem size for different linear solvers in order to reduce the
overall runtime for a broad range of PDN analysis problems.

The aforementioned strategy of linear solver selection is
mainly driven by computational cost. On the other hand, the
accuracy of these linear solvers is equally important and must
be carefully considered. In particular, AMG is an iterative
algorithm and its error tolerance must be set to be suffi-
ciently small due to the following two reasons. First, the AMG
error directly impacts the convergence of Algorithm 3. If the
AMG solver is not sufficiently accurate, the residue calcu-
lated by Step 5 of Algorithm 3 may be large, even if a lot of
active nodes are selected. Second, the AMG error also plays
an important role in estimating the LTE. Without an accu-
rate AMG solver, LTE cannot be accurately calculated and,
consequently, the time step for transient analysis cannot be
appropriately determined, as will be discussed in detail in the
next subsection.

B. Adaptive Time Step Control

The LTE of a numerical integration method is strongly
affected by the time step size. In many practical applications,
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the time step has to be adjusted to ensure that the LTE is less
than a predefined threshold. On the other hand, the time step
should also be increased to speed up the transient simulation
when the circuit behavior is relatively quiet. Although we can
continuously adjust the time step based on the BDF2 formula,
such an implementation can be computationally expensive and
unnecessary. Instead, we implement a simple control scheme
with discrete time step in this paper.

In particular, if the estimated LTE is too large, we reduce
the time step by a factor of the power of two (i.e., 2, 4, 8,
etc.). Otherwise, if the LTE is too small, we double the time
step. Because the BDF2 formula in (2) and (3) requires the
solutions at two past time points with the same time step, we
use an interpolation scheme to compute the solutions at the
missing time points whenever the time step changes.

More specifically, assume that transient simulation is pro-
gressing with the time step h from the time point tn−2 to tn−1
and then from tn−1 to tn. At the time point tn, if the LTE
estimation indicates that the LTE is greater than a predefined
threshold, we need to reduce the time step and recalculate the
solution at tn. Instead of adopting a continuous time step that
may be only slightly smaller than h, we reduce the time step
to h/2 (or even h/4 if necessary). After that, we interpolate the
node voltages v(tn−3/2) and the branch currents i(tn−3/2) at the
middle of tn−2 and tn−1 (denoted as tn−3/2). Since the time
steps tn−1 − tn−3/2 and tn − tn−1 are now both equal to h/2,
we can proceed to use the BDF2 formula with constant time
step in (2) and (3) to continue our transient simulation. On the
other hand, when the time step increases to 2h, we only need
to select a few past solutions to make the equivalent time step
equal to 2h so that the BDF2 formula in (2) and (3) can again
be applied.

Given the aforementioned setup, the LTE of a capacitor volt-
age or inductor current x at the nth time point can be estimated
by [32]

LTEx (tn) = h2
n (hn + hn−1)

2

2hn + hn−1
×〈x (tn) , x (tn−1) , x (tn−2) , x (tn−3)〉 (45)

where the operator <x(tn), x(tn−1), x(tn−2), x(tn−3)> is recur-
sively defined as

〈x (tn) , x (tn−1) , · · · , x (tn−i)〉
=

{
x (tn) (i = 0)
〈x(tn),··· ,x(tn−i+1)〉−〈x(tn−1),··· ,x(tn−i)〉

hn+hn−1+···+hn−i+1
(i ≥ 1)

. (46)

For a given PDN containing RLC elements, the LTE values
are calculated by (45) for all capacitor voltages and inductor
currents and compared against the predefined threshold for
adaptive time step control.

C. Summary

Algorithm 4 summarizes the major steps of the proposed
transient analysis algorithm for PDN. Before the transient
analysis starts, a DC analysis is first performed to deter-
mine the initial condition of all node voltages and branch
currents. Since, we focus on large-scale PDN analysis prob-
lems that cannot be efficiently solved by a direct linear solver,

Algorithm 4 Transient Analysis for PDN
1: Start from a given PDN that is described by (1) and the

time interval [0, tSTOP] for transient analysis.
2: Derive the incremental formulation (25).
3: Set an initial index n = 0, an initial time point t0 = 0,

and an initial time step h0 specified by the user.
4: Apply a DC analysis to solve the initial node voltages

v(t0) and the initial branch currents i(t0).
5: Set tn+1 = tn + hn, and solve the incremental response

δ(tn+1) by the MCG solver (i.e., Algorithm 3).
6: Calculate the node voltages v(tn+1) by (26), and then the

branch currents i(tn+1) by (5).
7: Calculate the LTE values for all capacitor voltages and

inductor currents by (45).
8: If all LTE values are less than a user-defined threshold

(say, LTELOW ), set hn+1 = 2 · hn.
9: If at least one of these LTE values is greater than a user-

defined threshold (say, LTEUP), set hn+1 = hn/2 and go
to Step 5.

10: Set n = n + 1. Repeat Step 5–10 until tn reaches tSTOP.

the DC analysis in Step 4 of Algorithm 4 is implemented with
an AMG solver [14]. Next, our proposed MCG solver (i.e.,
Algorithm 3) is used to solve the linear equation (25) at each
time point. As mentioned in Section V-A, Cholesky decom-
position and AMG solver are adaptively selected to solve the
linear equation (40) at Step 3 of Algorithm 3. Finally, once the
PDN response is known at the current time point, LTE values
are calculated to adaptively adjust the time step, as discussed
in Section V-B.

The runtime of the MCG solver at each time point dom-
inates the overall computational time for transient analysis.
Since MCG solves the reduced linear equation in (40) at each
iteration step (i.e., Step 3 of Algorithm 3), its computational
complexity can be expressed as O(Mα

(k)), where M(k) denotes
the number of unknowns of the reduced linear equation at
the kth iteration step and the constant α is usually between 1
and 2. For many practical problems, the incremental response
defined by (26) is sparse and contains few nonzeros. Hence,
M(k) is much less than the total number of nodes of the PDN
(i.e., M). For this reason, our proposed MCG solver is compu-
tationally more efficient than the traditional linear solver for
which the computational complexity is O(Mα).

VI. NUMERICAL EXAMPLES

A. Experimental Setup

In this section, we demonstrate the efficacy of our proposed
PDN transient analysis for six large-scale circuit examples, as
shown in Table I. These six test cases, labeled as PND1–
PDN6 in Table I, are from the IBM benchmarks ibmpg3-
ibmpg6, ibmpgnew1, and ibmpgnew2 given in [33]. In this
paper, the two benchmarks ibmpg1 and ibmpg2 are excluded,
since their circuit sizes are small and, hence, they are not con-
sidered as good examples to validate our proposed algorithm
that is particularly developed for large-scale circuits.
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TABLE I
PDN BENCHMARK INFORMATION

To emulate the effect of clock/power gating, we simultane-
ously turn on/off all current sources within a local region that
is defined by a bounding box. The percentage of the current
sources being activated or deactivated is referred to the acti-
vation rate in this paper. In our experiment, the size of the
bounding box is appropriately set so that the activation rate
is around 10% for each benchmark circuit. The waveform of
each current source is set to a step function in time domain
where the rising time equals 0.1 ns.

For testing and comparison purposes, three different tech-
niques are implemented for PDN transient analysis. All these
three implementations use the BDF2 formula [26] for numer-
ical integration with adaptive time step control. The only
difference between them lies in the linear solver that is used to
solve the linear equation (25) at each time point: 1) the AMG
solver [14]; 2) the OMP solver [28]; and 3) the proposed MCG
solver.

To measure and compare the accuracy for different tech-
niques, a “golden” linear solver is further implemented to
generate the golden solution for each test case. The golden
solver applies the BDF2 formula [26] for numerical integra-
tion with a fixed time step that is sufficiently small and,
hence, the LTE of the golden solver is negligible. In addi-
tion, the golden solver uses Cholesky decomposition to solve
the linear equation (25) at each time point. Hence, the
resulting residue of (25) is also negligible for the golden
solver.

It is important to emphasize that the computational
complexity of Cholesky decomposition grows quickly with
problem size. Even though, Cholesky decomposition remains
feasible for all test cases shown in Table I, it would quickly
become computationally infeasible as circuit size further
increases. In this paper, the proposed MCG algorithm is partic-
ularly developed to handle large-scale PDN analysis problems
where direct linear solvers are not computationally feasible.
Here, we only use a number of medium-scale PDN examples
to validate the MCG algorithm, because we need to apply
Cholesky decomposition to calculate the golden solution for
accuracy comparison.

For all test cases, the transient analysis is performed over
the time interval [0, 100 ns]. The time interval is set to be
sufficiently long for the transient response to die out. All
experiments are executed on a Linux server with Intel Xeon
2.67 GHz CPU and 512 GB memory.

B. Comparison on Accuracy and Speed

Table II shows the computational time, memory consump-
tion, and simulation error for three different implementations.

TABLE II
COMPARISON ON ACCURACY AND RUNTIME FOR TRANSIENT

ANALYSIS OF PDNS (ACTIVATION RATE ≈ 10%)

Here, the mean and maximum errors are respectively
defined as

ErrorMean = 1

M
· 1

tSTOP
·

M∑
m=1

∫ tSTOP

0
|vm(t) − ṽm(t)| · dt

≈ 1

M
· 1

tSTOP
·

M∑
m=1

N∑
n=0

|vm(tn+1) − ṽm(tn+1)| · hn

(47)

ErrorMax = max
m,n

|vm (tn) − ṽm (tn)| (48)

where vm(t) and ṽm(t) denote the exact and estimated node
voltages at the time t respectively, tSTOP represents the upper
bound of the time interval for transient analysis, and hn stands
for the time step at the nth time point.

Studying Table II, we notice that the OMP solver can
be computationally expensive for a number of benchmarks.
Taking PDN1 as an example, we observe from our experiment
that the least-squares problem in (23) is ill-conditioned. In our
implementation of OMP, the least-squares solution of (23) is
computed by pseudo-inverse, instead of QR decomposition,
in order to minimize the computational cost. Therefore, OMP
cannot accurately find the least-squares solution for PDN1 and
the OMP solver eventually has to use AMG to solve the full-
size linear equation at almost all time points. It, in turn, results
in expensive computational cost.

In addition, the numerical issue of OMP can further impact
the LTE estimation during transient analysis. Considering
PDN2 as an example, we observe from Table II that OMP
takes significantly more time steps than AMG and MCG to
finish the transient analysis, thereby resulting in expensive
computational cost. Such an observation is made, because the
OMP solver is not numerically robust and its solution is not
highly accurate. Therefore, the LTE is not accurately estimated
and the transient analysis fails to use the appropriate time step
to perform numerical integration in this example.
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Fig. 3. Time step sizes of MCG are plotted at different time points for
PDN6.

AMG and MCG, on the other hand, work perfectly with
the adaptive time step control based on LTE. The numbers of
time steps associated with AMG and MCG are almost iden-
tical, as shown in Table II. To further validate the time step
control scheme for MCG, we closely examine the time step
sizes during transient analysis. Since the rising time of the
input current sources is set to 0.1 ns, the initial time step size
is chosen as 10 ps for all benchmarks. As the time evolves
and the transient response dies out, the time step sizes are
adaptively increased to larger values (e.g., more than 10 ns at
the end of the transient analysis). The average time step size
over all six benchmarks is equal to 1.7 ns. Taking PDN6 as
an example, Fig. 3 shows its time step sizes at different time
points where the time step size gradually increases over time.

Compared to AMG, MCG reduces the runtime by up to
2.2×, while simultaneously achieving similar accuracy, as
shown in Table II. In particular, the maximum error is almost
identical for AMG and MCG over all benchmarks. Note that
the maximum error is often of greater importance than the
mean error for many practical applications, since we want
to predict the worst-case voltage droop, instead of the aver-
age voltage droop, by running transient simulation. For these
test cases, MCG demonstrates superior performance, because
it efficiently exploits the sparse property of the incremen-
tal response δ(tn+1), while AMG is a general-purpose linear
solver and is not particularly tuned to solve sparse solutions.

The memory usages of AMG, OMP, and MCG are measured
at each time step by counting the size of the major data struc-
tures, as shown in Table II. Note that OMP and MCG consume
less memory than AMG. Such an observation is made, because
OMP and MCG only need to solve a reduced linear equation
with reduced memory consumption, when the circuit response
is sparse.

C. Visualization of Results

In this subsection, we take the benchmark PDN6 as an
example to show several important findings related to the pro-
posed transient analysis based on sparse approximation. These
studies provide a number of intuitive insights about our pro-
posed method, thereby facilitating us to further understand its
advantages and limitations.

Fig. 4. Golden PDN response is calculated by transient analysis implemented
with a direct linear solver and is plotted for two selected nodes of PDN6.
(a) One node within the activated region. (b) One node outside the activated
region.

Fig. 5. Golden incremental voltage response δ(t) is solved from (25) and
(26) by a direct linear solver and its histogram is plotted at two selected
time points for PDN6. (a) t = 3 ns at the beginning of the transient analysis.
(b) t = 100 ns at the end of the transient analysis.

Fig. 4 shows the transient response of two selected nodes
from PDN6. One is inside the activated region, and the other
is outside the activated region. A large-scale oscillation is
observed for the voltage response associated with the node
inside the activated region, due to the underdamped nature
of the PDN. On the other hand, the voltage response is
almost constant over time for the node outside the activated
region, as is expected. In this case, the incremental voltage
response associated with the inactive node is almost zero. It, in
turn, facilitates our proposed sparse approximation to achieve
extremely high efficiency for transient analysis.

Fig. 5 plots the incremental voltage response δ(t) at two dif-
ferent time points: 1) t = 3 ns at the beginning of the transient
analysis and 2) t = 100 ns at the end of the transient anal-
ysis. Two important observations can be made from Fig. 5.
First, since a small portion of current sources are turned on,
only a small number of nodes are activated in this example.
Hence, the incremental voltage response δ(t) is close to zero
for most nodes at the beginning of the transient analysis, as
shown in Fig. 5(a). Second, but more importantly, as the tran-
sient response dies out at the end of the transient analysis, the
incremental voltage response δ(t) becomes almost zero for all
nodes at t = 100 ns. In this case, since the vector δ(t) contains
few nonzeros, it can be efficiently determined by the proposed
MCG solver with low computational cost.

Figs. 6 and 7 further plot the incremental voltage response
δ(t) as a function of the spatial location for different layers
(one bottom layer and one top layer) at t = 3 ns and t = 100 ns,
respectively. Studying Figs. 6 and 7 reveals an important fact
that the incremental response δ(t) is close to zero for a large
number of nodes at t = 3 ns and it becomes almost zero for
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Fig. 6. Golden incremental voltage response δ(tn) is solved from (25) and
(26) by a direct linear solver and |δ(tn)| is plotted for two selected metal layers
of PDN6 at t = 3 ns. (a) Bottom metal layer (b) Top metal layer. The color
indicates the magnitude of |δ(tn)| with the unit of mV.

Fig. 7. Golden incremental voltage response δ(tn) is solved from (25) and
(26) by a direct linear solver and |δ(tn)| is plotted for two selected metal layers
of PDN6 at t = 100 ns. (a) Bottom metal layer (b) Top metal layer. The color
indicates the magnitude of |δ(tn)| with the unit of mV.

Fig. 8. Histogram of the percentage of occurrence is plotted for transient
simulation of PDN6 by using MCG.

all nodes at t = 100 ns. This observation is consistent with
that shown in Fig. 5.

Fig. 8 shows the histogram of the percentage of occurrence
for each node being selected by the MCG solver during tran-
sient simulation. Here, the occurrence of a node is defined as
the number of time points for the node being selected, and the
percentage of occurrence of a node is defined as the ratio of
its occurrence over the total number of time points. In other
words, if the percentage of occurrence is high for a particular
node, this node is considered to be active at most time points.
As shown in Fig. 8, for more than half of the nodes, the per-
centage of occurrence is less than 60%, implying that a large
number of nodes are “inactive” and the corresponding incre-
mental response is zero at many time points. This is additional
evidence to explain the reason why the proposed transient

TABLE III
COMPARISON ON ACCURACY AND RUNTIME FOR TRANSIENT ANALYSIS

OF PDN6 BY VARYING ACTIVATION RATE

Fig. 9. Runtime speed-up of MCG over AMG and the percentage of selected
nodes by MCG are plotted as functions of the activation rate for PDN6.

analysis based on sparse approximation is computationally
efficient.

D. Impact of Activation Rate

In this subsection, we further study the efficiency of MCG
by varying the activation rate. Similar to the previous sub-
section, we again take the benchmark PDN6 as an example.
Table III compares the runtime and error for two different
solvers: 1) AMG and 2) MCG. Here, we do not include the
OMP results, because the OMP solver suffers from numerical
issues, as is demonstrated in Section VI-B.

To clearly explain the impact of activation rate, Fig. 9 plots
the runtime speed-up of MCG over AMG and the percentage
of selected nodes by MCG as functions of the activation rate.
Here, the percentage of selected nodes is equal to the average
number of selected nodes over all time points divided by the
total number of circuit nodes.

Several important observations can be made from the data in
Table III and Fig. 9. First, as the activation rate increases,
the number of time steps increases for both AMG and
MCG. Intuitively, as more circuit components become active,
a smaller time step must be used to perform transient analysis.
Second, the runtime of both AMG and MCG increases with the
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activation rate. The runtime of AMG increases, mostly because
the number of time steps increases. On the other hand, the run-
time of MCG increases due to two reasons: 1) the increase of
the number of time steps as shown in Table III and 2) the
increase of the number of active nodes selected by MCG as
shown in Fig. 9.

Finally, the runtime speed-up of MCG over AMG decreases
with the activation rate, as the sparsity of the solution is
reduced. However, MCG is still more computationally efficient
than AMG (i.e., less computational time but similar simula-
tion accuracy), even if the activation rate is as large as 50%.
Note that the maximum error is almost identical for AMG and
MCG over all cases in Table III.

VII. CONCLUSION

In this paper, an efficient method based on sparse approxi-
mation is proposed for transient analysis of large-scale PDNs.
By exploiting the unique sparse structure of the transient
response of PDNs with clock/power gating, an MCG algorithm
is developed to efficiently find the sparse solution (i.e., the
incremental voltage response of the PDN) of a linear, positive
definite equation. The MCG algorithm facilitates the proposed
transient analysis to reduce runtime over other general-purpose
linear solvers. As being demonstrated by the numerical exam-
ples in this paper, the proposed transient analysis based on
sparse approximation offers up to 2.2× speedup over other
traditional methods, while achieving similar accuracy.

The proposed MCG solver is computationally efficient if
the solution vector is sparse. If the solution is not sparse,
a traditional linear solver (i.e., either a direct linear solver
or an iterative linear solver) is preferred. In practice, a heuris-
tic scheme for sparsity detection can be possibly incorporated
into the MCG algorithm. More specifically, if a large num-
ber of active nodes are detected within the iteration loop of
Algorithm 3, we should abort the MCG solver and switch to
the traditional linear solver. The detailed implementation of
the aforementioned heuristics for sparsity detection is beyond
the scope of this paper and will be further studied in our future
research.

It is worth mentioning that the large overhead of
clock/power gating often prevents today’s IC designers from
using a large number of clock/power domains. However,
the advance of several emerging technologies (e.g., on-chip
DC-DC converter [34] and 3-D integration [35]) has brought
up several new opportunities to explore the feasibility of using
fine-grain clock/power domains for future ICs [36]. Due to
this reason, the efficacy of the proposed MCG algorithm is
expected to be more pronounced for simulating future PDNs.

Finally, it is important to note that the proposed idea of
sparse approximation is not limited to linear circuits (e.g.,
PDNs) only. It can be further extended to transient analysis of
nonlinear circuits, such as logic circuits and SRAM circuits,
where the transient response is localized in a small region and
a large portion of the circuit is inactive. In these cases, a num-
ber of linear equations must be repeatedly solved during the
Newton–Raphson iteration [25]. Since the Jacobian matrix of
a general nonlinear circuit may not be symmetric and positive

definite, a different iterative algorithm such as the general-
ized minimal residual (GMRES) method [37], instead of the
CG method, must be used to construct the sparse linear solver.
More details along this direction are not included in this paper
but will be studied in our future research.

REFERENCES

[1] S. Nassif and J. Kozhaya, “Fast power grid simulation,” in Proc. Design
Autom. Conf., Los Angeles, CA, USA, 2000, pp. 156–161.

[2] S. Nassif, “Power grid analysis benchmarks,” in Proc. Asia South Pac.
Design Autom. Conf., Seoul, Korea, 2008, pp. 376–381.

[3] Q. Zhu, Power Distribution Network Design for VLSI. Hoboken, NJ,
USA: Wiley, 2004.

[4] P. Ghanta, S. Vrudhula, R. Panda, and J. Wang, “Stochastic power grid
analysis considering process variations,” in Proc. Design Autom. Test
Eur., vol. 2. Munich, Germany, 2005, pp. 964–969.

[5] S. Pant, D. Blaauw, V. Zolotov, S. Sundareswaran, and R. Panda,
“A stochastic approach to power grid analysis,” in Proc. Design Autom.
Conf., San Francisco, CA, USA, 2004, pp. 171–176.

[6] E. Chiprout, “Fast flip-chip power grid analysis via locality and grid
shells,” in Proc. Int. Conf. Comput.-Aided Design, San Jose, CA, USA,
2004, pp. 485–488.

[7] S. Pant and E. Chiprout, “Power grid physics and implications for
CAD,” in Proc. Design Autom. Conf., San Francisco, CA, USA, 2006,
pp. 199–204.

[8] R. Mandrekar, K. Srinivasan, E. Engin, and M. Swminathan, “Causality
enforcement in transient co-simulation of signal and power delivery
networks,” IEEE Trans. Adv. Packag., vol. 30, no. 2, pp. 270–278,
May 2007.

[9] T. Chen and C. Chen, “Efficient large-scale power grid analysis based
on preconditioned Krylov-subspace iterative methods,” in Proc. Design
Autom. Conf., Las Vegas, NV, USA, 2001, pp. 559–562.

[10] S. Weng, Q. Chen, and C. Cheng, “Time-domain analysis of large-
scale circuits by matrix exponential method with adaptive control,”
IEEE Trans. Comput.-Aided Design Integr. Circuits Syst., vol. 31, no. 8,
pp. 1180–1193, Aug. 2012.

[11] M. Zhao, R. Panda, S. Sapatnekar, and D. Blaauw, “Hierarchical analysis
of power distribution networks,” IEEE Trans. Comput.-Aided Design
Integr. Circuits Syst., vol. 21, no. 2, pp. 159–168, Feb. 2002.

[12] J. Yang, Z. Li, Y. Cai, and Q. Zhou, “PowerRush: An efficient simulator
for static power grid analysis,” IEEE Trans. Very Large Scale Integr.
(VLSI) Syst., vol. 22, no. 10, pp. 2103–2116, Oct. 2014.

[13] J. Kozhaya, S. Nassif, and F. Najm, “A multigrid-like technique for
power grid analysis,” IEEE Trans. Comput.-Aided Design Integr. Circuits
Syst., vol. 21, no. 10, pp. 1148–1160, Oct. 2002.

[14] H. Su, E. Acar, and S. Nassif, “Power grid reduction based on algebraic
multigrid principles,” in Proc. Design Autom. Conf., Anaheim, CA, USA,
2003, pp. 109–112.

[15] Z. Feng and P. Li, “Multigrid on GPU: Tackling power grid analysis
on parallel SIMT platforms,” in Proc. Int. Conf. Comput.-Aided Design,
San Jose, CA, USA, 2008, pp. 647–654.

[16] Z. Feng and Z. Zeng, “Parallel multigrid preconditioning on graphics
processing units (GPUs) for robust power grid analysis,” in Proc. Design
Autom. Conf., Anaheim, CA, USA, 2010, pp. 661–666.

[17] H. Qian, S. Nassif, and S. Sapatnekar, “Power grid analysis using ran-
dom walks,” IEEE Trans. Comput.-Aided Design Integr. Circuits Syst.,
vol. 24, no. 8, pp. 1204–1224, Aug. 2005.

[18] D. Kouroussis and F. Najm, “A static pattern-independent technique for
power grid voltage integrity verification,” in Proc. Design Autom. Conf.,
Anaheim, CA, USA, 2003, pp. 99–104.

[19] H. Qian, S. Nassif, and S. Sapatnekar, “Early-stage power grid analy-
sis for uncertain working modes,” IEEE Trans. Comput.-Aided Design
Integr. Circuits Syst., vol. 24, no. 5, pp. 676–682, May 2005.

[20] X. Xiong and J. Wang, “Vectorless verification of RLC power grids with
transient current constraints,” in Proc. Int. Conf. Comput.-Aided Design,
San Jose, CA, USA, 2011, pp. 548–554.

[21] Q. Wu, M. Pedram, and X. Wu, “Clock-gating and its application to
low power design of sequential circuits,” IEEE Trans. Circuits Syst. I,
Fundam. Theory Appl., vol. 47, no. 3, pp. 415–420, Mar. 2000.

[22] K. Agarwal, K. Nowka, H. Deogun, and D. Sylvester, “Power gating
with multiple sleep modes,” in Proc. Int. Symp. Qual. Electron. Design,
San Jose, CA, USA, 2006, pp. 633–637.



ZHU et al.: EFFICIENT TRANSIENT ANALYSIS OF PDN 421

[23] W. Zhang et al., “Efficient power network analysis considering multido-
main clock gating,” IEEE Trans. Comput.-Aided Design Integr. Circuits
Syst., vol. 28, no. 9, pp. 1348–1358, Jan. 2009.

[24] J. Shewchuk. (Aug. 1994). An Introduction to the Conjugate
Gradient Method Without the Agonizing Pain. [Online]. Available:
http://www.cs.cmu.edu/∼quake-papers/ painless-conjugate-gradient.pdf

[25] L. Pillage, R. A. Rohrer, and C. Visweswariah, Electronic Circuit and
System Simulation Methods. New York, NY, USA: McGraw-Hill, 1998.

[26] C. Gear, “Simultaneous numerical solution of differential-algebraic
equations,” IEEE Trans. Circuit Theory, vol. 18, no. 1, pp. 89–95,
Jan. 1971.

[27] A. Devgan, H. Ji, and W. Dai, “How to efficiently capture on-chip induc-
tance effects: Introducing a new circuit element K,” in Proc. Int. Conf.
Comput.-Aided Design, San Jose, CA, USA, 2000, pp. 150–155.

[28] P. Sun, X. Li, and M. Ting, “Efficient incremental analysis of on-chip
power grid via sparse approximation,” in Proc. Design Autom. Conf.,
San Francisco, CA, USA, 2011, pp. 676–681.

[29] D. Bertsekas, Nonlinear Programming. Belmont, MA, USA:
Athena Scientific, 1999.

[30] R. Horn and C. Johnson, Matrix Analysis. Cambridge, U.K.: Cambridge
Univ. Press, 1990.

[31] C. Paige and M. Saunders, “LSQR: An algorithm for sparse linear equa-
tions and sparse least squares,” ACM Trans. Math. Softw., vol. 8, no. 1,
pp. 43–71, Mar. 1982.

[32] J. Verner, “Explicit Runge-Kutta methods with estimates of the local
truncation error,” SIAM J. Numer. Anal., vol. 15, no. 4, pp. 772–790,
Aug. 1978.

[33] Z. Li, P. Li, and S. Nassif. (Aug. 2011). IBM Power Grid Benchmarks.
[Online]. Available: http://dropzone.tamu.edu/∼pli/PGBench/

[34] H. Le, S. Randers, and E. Alon, “Design techniques for fully integrated
switched-capacitor DC-DC converters,” IEEE J. Solid-State Circuits,
vol. 48, no. 9, pp. 2120–2131, Sep. 2011.

[35] Y. Xie, J. Cong, and S. Sapatnekar, Three-Dimensional IC: Design, CAD,
and Architecture. New York, NY, USA: Springer, 2009.

[36] H. Esmaeilzadeh, E. Blern, R. Amant, K. Sankaralingam, and D. Burger,
“Dark silicon and the end of multicore scaling,” in Proc. Int. Symp.
Comput. Archit., Portland, OR, USA, 2011, pp. 365–376.

[37] Y. Saad and M. Schultz, “GMRES: A generalized minimal residual
algorithm for solving nonsymmetric linear systems,” SIAM J. Sci. Stat.
Comput., vol. 7, no. 3, pp. 856–869, Jul. 1986.

Hengliang Zhu (S’07–M’09) received the B.E.
degree in electronic engineering from the University
of Science and Technology of China, Hefei, China,
and the Ph.D. degree in microelectronics from Fudan
University, Shanghai, China, in 2004 and 2009,
respectively.

He joined the State Key Laboratory of ASIC
& System, Microelectronics Department, Fudan
University, as an Assistant Professor, in 2009. His
current research interests include circuit analysis,
interconnect parameter extraction, and model order
reduction.

Yuanzhe Wang received the B.Eng. and M.Phil.
degrees in electrical engineering from Tianjin
University, Tianjin, China, and the University
of Hong Kong, Hong Kong, in 2009 and 2011,
respectively.

He is currently with the Department of Electrical
and Computer Engineering, Carnegie Mellon
University, Pittsburgh, PA, USA. His current
research interests include self-healing of analog
circuits and power grid analysis.

Frank Liu (S’95–M’99–SM’09) received the M.S.
degree in applied mathematics from the University
of Minnesota, Minneapolis, MN, USA, and the
Ph.D. degree in electrical and computer engineering
from Carnegie Mellon University, Pittsburgh, PA,
USA.

He is currently a Research Staff Member with
IBM Austin Research Laboratory, Austin, TX,
USA. He has authored and co-authored over 60 con-
ference and journal papers.

Dr. Liu was the recipient of the Best Paper
Award at Asian-Pacific Design Automation Conference, the IEEE Donald
O. Pederson Best Paper Award, and the Multiple IBM Research Division
Accomplishment Awards. He was an ACM SIGDA Executive Committee
Member from 2012 to 2015.

Xin Li (S’01–M’06–SM’10) received the B.S. and
M.S. degrees in electronics engineering from Fudan
University, Shanghai, China, in 1998 and 2001,
respectively, and the Ph.D. degree in electrical
and computer engineering from Carnegie Mellon
University, Pittsburgh, PA, USA, in 2005.

He is currently an Associate Professor with the
Department of Electrical and Computer Engineering,
Carnegie Mellon University. His current research
interests include computer-aided design, neural
signal processing, and power system analysis

and design.
Dr. Li was the recipient of the National Science Foundation Faculty

Early Career Development Award in 2012, the Best Paper Award from
Design Automation Conference in 2010, and the IEEE/ACM William
J. McCalla ICCAD Best Paper Awards twice in 2004 and 2011.

Xuan Zeng (M’97) received the B.S. and Ph.D.
degrees in electrical engineering from Fudan
University, Shanghai, China, in 1991 and 1997,
respectively.

She is currently a Full Professor with the
Department of Microelectronics, Fudan University,
where she was the Director of the State Key
Laboratory of ASIC & System, from 2008 to 2012.
She was a Visiting Professor at the Department
of Electrical Engineering, Texas A&M University,
College Station, TX, USA, and the Department of

Microelectronics, Technische Universiteit Delft, Delft, The Netherlands, in
2002 and 2003, respectively. Her current research interests include design for
manufacturability, high-speed interconnect analysis and optimization, analog
behavioral modeling, circuit simulation, and ASIC design.

Dr. Zeng was the recipient of the Chinese National Science Funds for
Distinguished Young Scientists in 2011 and the First-Class of Natural Science
Prize of Shanghai in 2012. She is the Changjiang Distinguished Professor with
the Ministry of Education Department of China in 2014.

Peter Feldmann (F’00) was born in Timisoara,
Romania. He received the B.Sc. degree (summa cum
laude) in computer engineering and the M.Sc. degree
in electrical engineering, both from the Technion–
Israel Institute of Technology, Haifa, Israel, in 1983
and 1987, respectively, and the Ph.D. degree from
Carnegie Mellon University, Pittsburgh, PA, USA,
in 1991.

He was a Designer in digital signal proces-
sors at Zoran Microelectronics, Haifa. He was
a Distinguished Technical Staff Member at Design

Principles Research Department, Bell Laboratories, Murray Hill, NJ, USA,
and also a Research Staff Member at the IBM T.J. Watson Research Center,
Yorktown Heights, NY, USA. He is currently with D. E. Shaw Research,
New York City, NY, USA, researching on hardware accelerated molecular
dynamics simulation. He was the Vice President of the VLSI and Integrated
Electro-optics at CeLight, Silver Spring, MD, USA, a fiber-optic communi-
cations start-up. He was an Adjunct Professor at the Columbia University
Electrical Engineering Department, New York. His current research interests
include analysis, modeling, design, and optimization methods for integrated
electronic circuits and communication systems, analysis and modeling for
timing, power, and noise in digital VLSI circuits, and also on the large-scale
dynamic analysis and modeling of the electricity transmission grid. He has
authored over hundred papers and patents.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Helvetica
    /Helvetica-Bold
    /HelveticaBolditalic-BoldOblique
    /Helvetica-BoldOblique
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryITCbyBT-MediumItal
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


