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Abstract—Despite best efforts, integrated systems are “born” 
(manufactured) with a unique ‘personality’ that stems from our 
inability to precisely fabricate their underlying circuits, and 
create software a priori for controlling the resulting uncertainty. 
It is possible to use sophisticated test methods to identify the best-
performing systems but this would result in unacceptable yields 
and correspondingly high costs. The system personality is further 
shaped by its environment (e.g., temperature, noise and supply 
voltage) and usage (i.e., the frequency and type of applications 
executed), and since both can fluctuate over time, so can the 
system’s personality.  Systems also “grow old” and degrade due 
to various wear-out mechanisms (e.g., negative-bias temperature 
instability), and unexpectedly due to various early-life failure 
sources. These “nature and nurture” influences make it 
extremely difficult to design a system that will operate optimally 
for all possible personalities. To address this challenge, we 
propose to develop statistical learning in-chip (SLIC). SLIC is a 
holistic approach to integrated system design based on 
continuously learning key personality traits on-line, for self-
evolving a system to a state that optimizes performance 
hierarchically across the circuit, platform, and application levels. 
SLIC will not only optimize integrated-system performance but 
also reduce costs through yield enhancement since systems that 
would have before been deemed to have weak personalities 
(unreliable, faulty, etc.) can now be recovered through the use of 
SLIC. 

Keywords— Integrated system design; low-power design; 
statistical and machine learning 

I.  INTRODUCTION 
 The most challenging problems in science and engineering 
are so incredibly complex that many have turned to statistical 
learning (SL) to derive accurate models from various forms of 
empirical data. Major advances in SL have resulted in 
algorithms that can now cope with significant amounts of 
high-dimensional data, and most importantly, are sufficiently 
robust to rely upon in critical applications. A popular use of 
SL is in two-step process optimization. The first step learns a 
model that approximates the relationship between system 
parameters and the resulting system performance.  This model 
is constructed on-line from data collected during system 
operation.  The second step uses active learning where the 
learned performance model is analyzed to determine which 
parameter settings to try next.  Active learning trades off the 
need to experiment untested areas of the parameter space in 
order to gain more information for learning, against the 
objective of selecting parameters that are likely to yield 
optimal performance.  Often the “learner” must accomplish 

this in the face of non-stationarity. 
 The design, manufacture and operational characteristics 
(e.g., yield, performance, reliability, power, security, etc.) of 
modern integrated systems also exhibit extreme levels of 
complexity that similarly cannot be easily modeled or 
predicted from first principles. In this nanoscale era, 
manufacturers find it increasingly difficult to control 
fabrication, thus making every aspect of design (circuits, logic, 
memory, communication networks, cores/uncores, etc.) a 
grand challenge. Moreover, the operating environment of a 
system which is characterized by temperature, supply voltage, 
the amount of noise, etc. also adds a level uncertainty that is 
extremely difficult to deal with optimally at the time of design. 
Finally, the fact that the use of an integrated system may vary 
widely from user to user adds yet another major source of 
uncertainty.  These sources all combine together in the worst 
possible ways to establish an overall level of uncertainty that 
leads to systems that exhibit non-optimal performance, or 
require excessive resources to design and fabricate. For 
example, modern portable, multimedia devices such as a tablet 
computer require millions of engineering hours to integrate 
several SoCs (systems on chip) including multiple radios, 
DSPs, μPs, application-specific processors, display drivers, 
and solid-state memories, altogether which execute a variety 
of applications. The uncertainty exhibited by the integration 
and use of various heterogeneous sub-systems within diverse 
environments can be better optimized by learning and then 
adapting. 

II. STATISTICAL LEARNING IN CHIP 
 We propose to develop new SL algorithms that enable an 
integrated system to learn and adapt operation across the 
system stack (i.e., the circuit, platform, and application levels) 
[1]. Conventional approaches to SL assume learning takes 
place on server farms characterized by virtually unlimited 
compute and storage resources. Integrated systems, on the 
other hand, have stringent constraints on power and security, 
and thus require a more compressed learning cycle which 
means a complete re-thinking of SL is necessary for it to be 
effective within an integrated-system environment.  
 While there is a great deal of active research that 
individually addresses each source of uncertainty within an 
integrated system, we instead want to tackle them all 
simultaneously using a universal solution that we call a self-
evolving system. A self-evolving system has the ability to 
adapt and evolve to changes and unknowns encountered both 
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Figure 3: A forward model for four 

alternative policies. 

 
Figure 4: A hypothetical forward model with

continuous parameters. 
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Figure 5: Major data collection and processi
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Figure 6: Cus

V. SUMMARY 
Statistical learning in chip (SLIC) applied 
on-line operation of an integrated system has
have significant impact on a number of areas
• Design – It is challenging to design an 

so that all of its possible personalities c
handled. With SLIC, the burden on the
since the ever-changing personality o
instead be learned and adapted to.  

• Yield – Currently, an integrated system 
specifications is discarded. With SLIC, 
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• Test –With SLIC, stress testing can b
changes in operation due to a subtle fla
and compensated for by learning
normal/expected operation. 

• Performance – SLIC allows t
optimization across the system stack, al
system personality to be exploited for
This capability is not only critical for 
systems but will also be quite beneficia
since power for such entities is also para

• Individualization – Since SLIC learns
user, applications that were before lear
now be fine-tuned to enhance the ove
every individual user. For learning-inhe
especially from the medical field, SLIC 
in a new field of personalized medical in
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