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Abstract—In this paper, we propose a clustering linear dis-
criminant analysis algorithm (CLDA) to accurately decode hand
movement directions from a small number of training trials
for magnetoencephalography-based brain computer interfaces
(BCIs). CLDA first applies a spectral clustering algorithm to
automatically partition the BCI features into several groups where
the within-group correlation is maximized and the between-group
correlation is minimized. As such, the covariance matrix of all
features can be approximated as a block diagonal matrix, thereby
facilitating us to accurately extract the correlation information re-
quired by movement decoding from a small set of training data. The
efficiency of the proposed CLDA algorithm is theoretically studied
and an error bound is derived. Our experiment on movement
decoding of five human subjects demonstrates that CLDA achieves
superior decoding accuracy over other traditional approaches.
The average accuracy of CLDA is 87 % for single-trial movement
decoding of four directions (i.e., up, down, left, and right).

Index Terms—Brain—computer interface (BCI), linear discrim-
inant analysis (LDA), magnetoencephalography (MEG), spectral
clustering.

I. INTRODUCTION

BRAIN-COMPUTER interface (BCI) provides a direct

control pathway from brain to external devices [1]-[3]. It
is a new communication option for those with neuromuscular
impairments that prevent them from using conventional aug-
mentative communication methods. Although applications for
patients with severe motor disabilities have been the driving
force of most BCI research, the potential of BCI for healthy
users is also extensive, including applications such as computer
games and home entertainment systems.
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To develop a practical BCI system, efficiently recording brain
activity and decoding users’ intention are two important but
challenging tasks. Magnetoencephalography (MEG) is a non-
invasive modality that measures magnetic fields generated by
electrical neural activity [4]. MEG records brain signals with
high temporal resolution. It is a valuable technique comple-
mentary to other noninvasive recording modalities like elec-
troencephalography (EEG) and functional magnetic resonance
imaging (fMRI) [5]. In the context of BCI, MEG is an impor-
tant tool to train human subjects to modulate their neural ac-
tivity for movement control [6]-[8]. In this paper, we focus on
an MEG-based BCI system where human subjects perform overt
or imagined movement of their wrists.

Once brain activity is recorded, various signal processing and
machine learning algorithms, e.g., linear discriminant analysis
(LDA) [3], [8], [10], [11], support vector machine (SVM) [6],
[10], [12], common spatial pattern (CSP) [13]-[15], etc., can be
applied to decode users’ intention in a BCI system. If the feature
space is high-dimensional and the training data are limited, the
movement decoding algorithm must be carefully designed to
prevent the decoder from over-fitting the training data. To address
this over-fitting problem, feature selection [6], [12] and/or regu-
larization [8], [10] are often applied. For instance, diagonal LDA
(DLDA) [11] and regularized LDA (RLDA) [8], [10] have been
used in several BCI systems. Both of them pose extra constraints
on BCI features to address the aforementioned dimensionality
issue. In particular, DLDA assumes mutual independence among
all features so that their covariance matrix can be approximated as
a diagonal matrix. On the other hand, RLDA applies a Bayesian
inference where a simple prior with diagonal covariance matrix
is assumed for all features. In other words, both DLDA and
RLDA rely on the prior knowledge that all features are mutually
independent. While these two methods have been successfully
applied to many practical BCI problems, they may not guarantee
high decoding accuracy if the underlying prior knowledge does
not represent the actual correlation structure of features.

In this paper, we propose a clustering linear discriminant
analysis (CLDA) algorithm for BCI movement decoding. Un-
like DLDA or RLDA, CLDA utilizes a unique group structure
to model the correlation information of BCI features. It parti-
tions all features into several groups where the within-group
correlation is maximized and the between-group correlation is
minimized. As such, the covariance matrix of all features can
be approximated as a block diagonal matrix, thereby facilitating
us to accurately extract the correlation information required by
movement decoding from a small set of training data. Note that
the traditional DLDA method can be conceptually viewed as a
special case of CLDA where each group only contains a single
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feature and, hence, no within-group correlation is modeled.
From this point of view, the proposed CLDA algorithm is a
generalized version of DLDA. It aims to achieve improved
decoding accuracy by accurately capturing the correlation
information among all features. As will be demonstrated by the
experimental results in Section IV, CLDA achieves superior
decoding accuracy over other traditional approaches. The
average accuracy of CLDA is 87% for single-trial movement
decoding of four directions (i.e., up, down, left, and right).

An important contribution of this paper is to apply a spectral
clustering algorithm [16]-[19] to automatically identify the un-
derlying group structure of BCI features and assign each feature
to the appropriate group. The spectral clustering method first
represents the correlation information of BCI features in form
of a similarity graph. Next, an optimal partition is constructed
to split the graph into several sub-graphs (i.e., groups) based on
its Laplacian matrix. The optimal number of groups is automat-
ically determined by measuring the “quality” of the clustering
results [18]. In this paper, the spectral clustering algorithm is
used, since it is not sensitive to the error of the correlation model
estimated from a small set of training data, as is demonstrated
by both theoretical studies and application examples in the ma-
chine learning community [16]-[19].

In addition, several theoretical aspects of the proposed CLDA
algorithm are further examined in order to explain the reason why
CLDA outperforms other traditional decoding techniques. An
error bound is derived to quantitatively assess the approximation
accuracy of the block diagonal covariance matrix and its impact
on the final decoding accuracy. It can be shown that the decoding
error of CLDA is directly related to the condition number of a
normalized covariance matrix X0. If the condition number of X0
is sufficiently small, the accuracy of CLDA is close to that of
an optimal classifier. These results provide theoretical evidence
to support the practical utility of the proposed CLDA method.

The remainder of this paper is organized as follows. In Sec-
tion II, we briefly review the background of LDA, and then
propose our CLDA algorithm in Section III. The efficiency of
CLDA is demonstrated by a number of experimental examples
in Section I'V. Several theoretical and practical aspects of CLDA
are further discussed in Section V. Finally, we conclude in Sec-
tion VL.

II. BACKGROUND

In this section, we briefly review the background of LDA
and two of its modified versions: DLDA and RLDA. Con-
sider two sets of training data {x,1;7 = 1,2,...,N;} and
{Xn2;n =1,2,---, Na} corresponding to two classes, where
Xnk = [T1nk T2 ks ,a:MmJC]T is the feature vector of
the nth trial from the kth class, M stands for the number of
features, and N; and N- represent the numbers of training
samples for these two classes, respectively. The key idea of
LDA is to find the optimal projection direction popr € R so
that the between-class scatter is maximized and the within-class
scatter is minimized [29]. Define the within-class scatter matrix
SVV c R]\/IXZM as

Ny N>
Sw=Y (Xna1—t1) Kn1—p) + D (Xn2—ts) (Xn 2~ )"
n=1 n=1

(D

where g, and p, stand for the mean of {x,, 1;7n =1,2,..., N1}
and {x, 2;n = 1,2,..., Ny}, respectively. If Sy (1) is nonsin-
gular, popr can be determined as [29]

POPT X Syt - (g — ). (2)

Once popr is found, the following decision function can be
constructed for two-class classification:

>

P(T)PT' <x— e —;“2> = {28
The aforementioned two-class LDA can be extended to multiple
classes. More details of LDA can be found in [29].

If there are a sufficient number of training samples, Sy in (1)
is an accurate estimator of the covariance matrix and LDA yields
the optimal projection direction popt that maximizes classifica-
tion accuracy. However, if only a small number of training sam-
ples are available for a high-dimensional feature space, it is ex-
tremely difficult to accurately estimate the covariance matrix re-
quired by LDA. To address this dimensionality issue, DLDA [11]
and RLDA [8], [10] have been proposed. DLDA assumes mutual
independence among all features, thereby forcing Syy to be diag-
onal. Alternatively, RLDA adds an additional regularization term
tothe estimator: Sy + A-I, where Iis anidentity matrixand A > 0
isaregularization parameter thatis typically determined by cross-
validation. Both DLDA (with a diagonal within-class scatter ma-
trix) and RLDA (using a diagonal covariance matrix to model the
prior distribution for Bayesian inference) rely on the prior knowl-
edge that all BCI features are mutually independent. While these
two methods have been successfully applied to a broad range of
practical applications, they cannot guarantee high decoding ac-
curacy if the underlying prior knowledge does not represent the
actual correlation structure of BCI features. In addition, as will
be demonstrated by the experimental resultsin Section IV, simple
feature selection (e.g., by using Fisher criterion [29]) does not
lead to high decoding accuracy. These observations, therefore,
motivate us to develop a new CLDA algorithm to achieve im-
proved classification accuracy by carefully modeling the mutual
correlation among all features.

(First Class) 3)
(Second Class)

III. CLUSTERING LINEAR DISCRIMINANT ANALYSIS

The proposed CLDA algorithm relies on a unique group
structure to extract the correlation information required for
movement decoding. Namely, we assign each feature to the
appropriate group so that the within-group correlation is
maximized and the between-group correlation is minimized.
Note that such a feature clustering task is not trivial, since the
correlation information extracted from training data is likely to
be inaccurate, especially if only a limited number of training
samples are available for a high-dimensional feature space. In
other words, the challenging issue here is how to develop a
robust clustering scheme that is not sensitive to the error of the
correlation model estimated from a small set of training data.

In this section, we propose to borrow the spectral clus-
tering algorithm [16]-[19] from graph theory [27] to address
the aforementioned challenge on feature clustering. Spectral
clustering is one of the most important clustering techniques
developed by the machine learning community. It first forms
a similarity graph based on the mutual correlation of different



ZHANG et al.: CLUSTERING LINEAR DISCRIMINANT ANALY SIS FOR MEG-BASED BRAIN COMPUTER INTERFACES 223

SW,I,I SW,I,Z 0 SW,1,4

S = SW,I,Z SW 2,2 0 SW,2‘4
" 0 0 SW,3A3 SW,3A4
SW,1.4 SW.2.4 SW.,3,4 SW,4A4

Fig. 1. Simple example of within-class scatter matrix for four BCI features
{x1, 22,23, x4} and the corresponding similarity graph.

features. Next, the features are partitioned into several groups
based on the Laplacian matrix of the similarity graph. Here,
the spectral clustering algorithm is selected, because it can
provide robust performance, even if the input data are noisy, as
is demonstrated by both theoretical studies and application ex-
amples in the machine learning community [16]-[19]. Hence,
the spectral clustering algorithm perfectly fits the need of our
feature clustering problem. Based upon spectral clustering, a
modified LDA algorithm (i.e., CLDA) is further proposed for
BCI movement decoding using the grouped features. In what
follows, we will describe the technical details of the algorithms
and highlight their novelties.

A. Feature Clustering

Given a set of BCI features {x,,,;m = 1,2,..., M}, the
goal of feature clustering is to partition all features into several
groups such that the features in the same group are similar and
different features in different groups are dissimilar to each other.
In our application, correlation is the criterion to quantitatively
measure the “similarity” between features. Namely, we want
to maximize the within-group correlation and simultaneously
minimize the between-group correlation.

To mathematically define the aforementioned feature
clustering problem, we represent all features {x,,;m =
1,2,...,M} in form of a weighted undirected graph
G = (X,FE) that is referred to as similarity graph in [19].
In this graph G, each vertex represents a feature z,, where
m € {1,2,..., M}. Two vertices x,, and x,, are connected by
an edge e,,n, if and only if the correlation between these two
features is non-zero. The weight w,,,, of e,,, is equal to the

correlation coefficient

Wmn = |SV[/’,m.,n|/(\/S‘f’V,m,m . \/S‘fV,n,n)
(m7n:1727"'7M) (4)

where Sy ., stands for the (m,n)th element of the within-
class scatter matrix Sy in (1). For each vertex z,,, there is a
self-edge e,,,,, and the weight w,,.,, is equal to 1. In (4), the
correlation coefficient is defined by the within-class scatter ma-
trix and is always nonnegative. Fig. 1 shows a simple example
of within-class scatter matrix for four features {z1,x2, x3, T4}
and the corresponding similarity graph.

Based on the similarity graph G = (X, FE), we want to
partition G into several sub-graphs such that the edges between
different sub-graphs have small weights (i.e., the corresponding
features are weakly correlated) and the edges within the same
sub-graph have large weights (i.e., the corresponding features
are strongly correlated). Such a partition can be constructed
by using the Laplacian matrix of GG. In what follows, we will

first define several important terminologies in graph theory
[19], [27].

The adjacency matrix W € RM > of the similarity graph
G is defined as

w11 w12 wi1m
w12 W22 . WM

W = ) ) ) ) : 5
Wipm  W2Mm Wp M

Namely, the (m,n)th element of W is the weight w,,,, of the
edge e,,,. If two vertices x,,, and x,, are not connected, Wy,
is simply set to zero. Since the similarity graph G is undirected,
the adjacency matrix W is symmetric. Based on the adjacency
matrix W, the degree of a vertex x,, is defined as

M
n=1

Remember that the weight w,,,, is nonzero, if and only if the
vertices x,, and z,, are connected. Hence, the degree d,, in
(6) is determined by all edges that are connected to x,,. The
degree matrix D € RM*M js defined as a diagonal matrix with
{dm;m =1,2,..., M} on its diagonal

D = diag(dy,da, -, dur). (7

Now, we are ready to define the Laplacian matrix L € RMxM
of the similarity graph G

L=I-D'?2.w.D"'2 (8)

It can be shown that the Laplacian matrix L in (8) is positive
semi-definite. All of its eigenvalues are within the interval [0, 1].
In particular, A = 0 is one of its eigenvalues (i.e., the smallest
eigenvalue) and the corresponding eigenvector is

v=[di V> - V" ©)

More details on Laplacian matrix can be found in [19], [27].

If the similarity graph G can be exactly partitioned into K
sub-graphs {Gy;k = 1,2,..., K} (i.e., there is no edge con-
necting any two sub-graphs) and all vertices are appropriately
ordered (i.e., the vertices in the same sub-graph are grouped to-
gether), it is straightforward to verify that the Laplacian matrix
L of the graph G is block diagonal

L:diag(Ll7L27"'7LK) (10)
where Ly, is the Laplacian matrix of the sub-graph G. Since
Ly is a Laplacian matrix, A = 0 is one of its eigenvalues and
we represent the corresponding eigenvector as vi. Similar to
(9), v, can be determined by the degrees of the vertices in the
sub-graph G.. Based on these observations, we can conclude
that the Laplacian matrix L in (10) has K different eigenvectors
that is associated with the same eigenvalue A = 0

0 Vo v 0
V= .. . an
0 0 VK
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where each column of the matrix V. € RM*XK jn (11) is an
eigenvector of the Laplacian matrix L, and the symbol 0 denotes
a zero vector (i.e., all elements in O are zero).

Next, we normalize each row of the matrix V to unit length,
resulting in

1 0 0
N 01 0
V=1. . . . (12)

where the symbol 1 denotes a vector in which all elements are
one. Studying the matrix V € RM>XK in (12), one would notice
that each row of V corresponds to a vertex x,, of the similarity
graph G (i.e., the BCI feature ,,,). We can conceptually con-
sider the mth row of V as the coordinate of the mth feature
T, in a “transformed” feature space RC. For all features in the
same sub-graph G, their coordinates are identical. Hence, we
can use the “normalized” eigenvectors in (12) to partition all
BCI features into K groups (e.g., by applying K-means clus-
tering [29]). Such a feature clustering scheme is based on spec-
tral graph theory [27] and, hence, is referred to as spectral clus-
tering in the literature [16]-[19].

While the above discussion covers the key idea of the pro-
posed feature clustering based on spectral graph theory, there
are three important implementation issues that should be fur-
ther considered. First, our previous discussion assumes that all
vertices of the similarity graph G are appropriately ordered so
that the Laplacian matrix L in (10) is block diagonal. In prac-
tice, this is never the case and the correct ordering of all vertices
should be the output of the clustering algorithm. Note that if
the ordering of the vertices is changed, the Laplacian matrix of
the similarity graph G can be written as a linear transformation
of the block diagonal matrix L in (10): P - L - P where P is
a permutation matrix (i.e., an identity matrix with its rows re-
ordered [27]). Compared to the matrix L, the matrix P - L - PT
has identical eigenvalues. The eigenvectors of L and P - L - PT
only differ by a simple permutation. In other words, the afore-
mentioned properties for eigenvalues and eigenvectors still hold
and, hence, the spectral clustering scheme can be applied to ap-
propriately identify the subgraphs, even if all vertices in the sim-
ilarity graph G are arbitrarily ordered.

Second, the sub-graphs {G; k = 1,2,..., K} are not nec-
essarily disconnected in most practical applications, since the
BCI features z,,, and z,, in different sub-graphs can be weakly
correlated and, hence, the weight w,,,, of the edge e, is not
exactly zero. In addition, since the weight w,,,,, in (4) is calcu-
lated from the within-class scatter matrix Syy in (1) based on a
set of training data, the estimation of w,,,, can be inaccurate, es-
pecially if the feature space is high-dimensional and only a small
set of training data are available. In these cases, the Laplacian
matrix L in (8) is not exactly block diagonal. However, the spec-
tral clustering result is not sensitive to the small perturbation
presented in the correlation model. In other words, even if the
Laplacian matrix L deviates from the ideal (i.e., block diagonal)
case, spectral clustering can still yield the correct clustering re-
sults, as is demonstrated by both theoretical studies and appli-
cation examples in the machine learning community [16]-[19].
For instance, a detailed perturbation analysis of the invariant
subspace (i.e., the subspace spanned by eigenvectors) has been

studied in [19] for spectral clustering. It provides theoretical ev-
idence that the spectral clustering method offers robust perfor-
mance and, hence, perfectly fits the needs of our proposed fea-
ture clustering problem.

Third, the number of clusters (i.e., K) is not known in ad-
vance when the proposed feature clustering scheme is applied
to BCI movement decoding. In other words, the optimal value
of K must be automatically determined as part of the clustering
procedure. To this end, we borrow the concept of quality func-
tion ¢(K') from [18]. Namely, ¢(K) is defined to measure the
quality of different clustering results with different K values

K

a(k) = Y~ {F(Gr. G)/ (G G) = (G G)/ (G G)}
k=1

13)

where the function f(A, B) measures the similarity between
two sub-graphs A and B based on their weights

f(AB) = Y

T, €Az, €B

(14)

Wmn, -

It has been empirically demonstrated by a broad range of sim-
ulated and real-world examples in [18] that a large ¢(K) im-
plies an improved clustering result. Hence, we can repeatedly
perform feature clustering with different K values and calcu-
late the “quality” ¢(K) in (13) for the clustering results. The
optimal value of K is then determined by finding the largest
quality function ¢(K).

Algorithm 1: Feature Clustering

1) Start from the training data {x, 1;n =1,2,..., Ny}
and {x,2;n = 1,2,..., Na} corresponding to the
BClI features {z,;m = 1,2,..., M} of two classes.

2) Calculate the within-class scatter matrix Sy € RM*M
in (1). Construct the similarity graph G. Calculate the
adjacency matrix W € RM>*M in (4), (5), the degree
matrix D € RM*M in (6), (7), and the Laplacian
matrix L € RM*M in (8).

Foreach K € {1,2,..., M}

3) Find the K smallest eigenvalues and the corresponding
K eigenvectors. Form the matrix V € RM*K where
each column is one of the K eigenvectors.

4) Normalize each row of Ehe matrix V to unit length,
resulting in the matrix V. RM**,

5) Consider each row of V as the coordinate of a BCI
feature in the space R™, and apply K-means clustering
[29] to partition the features {z,,;m = 1,2,..., M}
into K groups.

6) Calculate the quality function ¢(K') in (13).

End For

7) Find the optimal value Kopr at which the quality
function ¢(K) reaches its maximum. Use the clustering
result at Kopr to partition all features into Kopr
groups.

Algorithm 1 summarizes the major steps of the proposed fea-
ture clustering method. During the clustering procedure, the op-
timal number of clusters is automatically determined by evalu-
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ating the quality function in (13). Once the features are appro-
priately partitioned into K groups, a modified LDA algorithm
(i.e., CLDA) can be applied for movement decoding using the
grouped features. The details of CLDA will be discussed in the
next subsection.

B. Discriminant Analysis

Once the BCI features {z,,;m = 1,2,...,M} are parti-
tioned into K groups, all features are ordered according to
their group assignment. Since the mutual correlation between
different groups is almost zero, the within-class scatter matrix
Sy € RM*M can be approximated by a block diagonal form

Swp = diag(Sw,1,Sw,2, -, Sw,k) (15)

where Syy . stands for the within-class scatter matrix for the fea-
tures in the kth group. The key idea of CLDA is to estimate the
block diagonal matrix Syy g in (15), and use it to replace Sy
in (2) to calculate the optimal projection direction popr. Since
the block diagonal matrix Syyp is more constrained than the
original within-class scatter matrix Sy, Sy p is less sensitive
to the dimensionality issue posed by high-dimensional feature
space and small training data set. In other words, the proposed
CLDA can efficiently approximate the within-class scatter ma-
trix using a block diagonal form and then accurately estimate
the optimal projection direction popr, even if the feature space
is high-dimensional and the training data are limited. This is the
primary advantage of CLDA over LDA.

On the other hand, CLDA can be viewed as a direct ex-
tension of DLDA [11]. Unlike DLDA that approximates the
within-class scatter matrix Sy by a diagonal matrix and com-
pletely ignores the correlation between different features, the
proposed CLDA is able to automatically identify the critical
correlation information (i.e., by partitioning all features into
different groups) and then accurately extract the correlation
(i.e., by estimating a block diagonal within-class scatter matrix)
from a small set of training data. For this reason, CLDA can
capture the mutual correlation of BCI features more accurately
than DLDA. Hence, it is expected to achieve superior decoding
accuracy over DLDA.

Algorithm 2: Clustering Linear Discriminant Analysis

1) Start from the training data {x, 1;n =1,2,..., Ny}
and {x,2;n = 1,2,..., N2} corresponding to the
BClI features {z,,;m = 1,2,..., M} of two classes.

2) Apply Algorithm 1 to partition all features into Kopr
groups.

3) Order all features according to their group assignment.
Construct the block diagonal within-class scatter
matrix Sy g in (15).

4) Replace Sy in (2) by Sy p to calculate the optimal
projection direction popr.

5) Create the two-class classifier for movement decoding
based on the decision function in (3).

u |
[ ]
0 )
Target disappear
Target lonset Hit tlarget | TargetI reset

|
Hold at center

(1-2 sec.)

Return to center
(3 sec.)

Move to target
(up to 1 sec.)

Hold at target
(0.5~1 sec.)

Fig.2. Simplified diagram of the experimental setup for our MEG-based move-
ment decoding. A human subject first holds the wrist at the center to start a trial.
After a peripheral target onset, the subject moves (or imagines moving) the wrist
to the target direction and holds that position until the peripheral target disap-
pears. Next, the human subject waits for the target to reappear at the center and
then moves (or imagines moving) the wrist back to the center.

Algorithm 2 summarizes the simplified flow of the proposed
CLDA method for two classes. It should be noted that Algo-
rithm 2 can be easily extended to multiple classes by following
the standard flow of multiclass LDA [29]. Since the extension
to multiclass CLDA is straightforward, we will not present its
details in this paper.

The efficiency of CLDA will be demonstrated by several ex-
perimental examples in the next section. As will be shown in
Section IV, CLDA results in substantially higher decoding ac-
curacy than other traditional approaches, including LDA with
feature selection, DLDA and RLDA. In addition, a theoretical
study will be presented in Appendix to derive the error bound of
the proposed block diagonal approximation. It, in turn, further
explains why CLDA achieves superior accuracy for BCI move-
ment decoding.

IV. EXPERIMENTAL RESULTS

In this section, CLDA is applied to MEG-based movement
decoding and its performance is compared to other traditional
decoding techniques on five human subjects. In what follows,
we will describe the experimental setup and the movement de-
coding results in detail.

A. Experimental Setup

In our experiment, five human subjects performed a four-
target center-out task with their wrist holding an MEG-compat-
ible joystick. During overt movements, subjects were instructed
to move the cursor from the center target to one of the four loca-
tions (i.e., up, down, left, or right) by making wrist movements
(i.e., radial deviation, ulnar deviation, flexion, and extension)
while keeping the rest of the body in a relaxed position. A suc-
cessful repetition was characterized by reaching one of the four
peripheral targets within a prespecified time window after the
onset of the target and holding the cursor position there without
overshooting, as shown in Fig. 2. Only successful repetitions
were used for our offline data analysis. During imagined move-
ments, subjects were instructed to imagine making the wrist
movements to one of the four targets displayed on the screen,
while the cursor moved from the center to the target automati-
cally. For both overt and imagined conditions, subjects were in-
structed to keep their gaze at the center of the screen, and only
attend to the targets using their peripheral vision.
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Fig. 3. (a) The 74 selected MEG channels located on top of the sensorimotor area (two gradiometers at each location), (b) the spatial distribution of wavelet
coefficients from the first gradiometer, and (c) the spatial distribution of wavelet coefficients from the second gradiometer. In (a), the symbols “L,” “R,” and “F”
represent left, right and front, respectively. In both (b) and (c), the first four columns correspond to the four movement directions, and the last column shows
the scores calculated by Fisher criterion (FC). Each color map was calculated by averaging the wavelet coefficients over all trials of the same class. Each row
corresponds to the wavelet coefficients associated with the same time-frequency window. Red color indicates large value and blue color indicates small value. All
plots of wavelet coefficients share the same color scale, and all plots of FC scores share the same color scale.

TABLE I
NUMBER OF SUCCESSFUL TRIALS PER CLASS OF EACH DATA SET

Subject ID SubA SubB SubC SubD SubE
Overt 81 84 155 123 93
Imagined 75 179 129 126 98

During the experiment, MEG data were acquired by using a
306-channel whole-head MEG system (Elekta Neuromag) with
1 kHz sampling frequency. In addition, electrooculography
(EOG) was used to monitor eye blinks and eye movements.
Electromyography (EMG) of wrist flexor and extensor muscles
was recorded to make sure that no movement happened during
the imagined sessions. All trials with EOG or EMG contami-
nation were rejected.

All five subjects performed both overt and imagined move-
ments in the experiment, resulting in a total of ten data sets. The
number of successful trials in each data set was not the same
after rejecting contaminated repetitions. This number was ad-
justed for each data set among the four classes (i.e., up, down,
left, and right) such that each class in the same data set had the
same number of successful trials. In other words, we discarded
the last few trials for the classes with more trials than the others.
Table I summarizes the data set size for the aforementioned ex-
perimental setup.

B. Data Preprocessing

The recorded MEG signals were processed by the signal
space separation (SSS) method [20] to remove the interference
signals due to magnetic impurities (e.g., sensor electronics,
electrical activities from arm muscles, etc.). SSS also com-
pensated the signal distortions caused by head movement.
Next, a notch filter was applied to remove the 60 Hz power
line interference. A linear approximation was then determined
by least-squares fitting for each channel and each trial, and
the linear trends were subtracted from the recorded MEG
signals. In this study, although the MEG signals contained 306
channels, only 74 channels were used for decoding. These 74
channels correspond to the gradiometers located on top of the

sensorimotor area, as shown in Fig. 3(a). They are expected to
carry useful information about the motor activity in which we
are interested.

There are many possible ways to extract features from brain
signals, including wavelet coefficients [21], [22], power spec-
tral density [3], [10], [23], autoregressive model [6], [7], [12],
etc. Previous neuroscience research on MEG-based BCI demon-
strated that significant power modulation of MEG activity was
observed in three different frequency bands [8]: 1) <7 Hz (low-
frequency band), 2) 62-87 Hz, and 3) 10-30 Hz. In [8], the au-
thors further mentioned that movement directions could be in-
ferred from the low-frequency band only, but not from the other
two bands. In addition, the important neural activity that car-
ries movement information was observed during a short time
window [8]. For these reasons, we only considered the low-fre-
quency band for the time window ¢ € [0.2 s,0.6 s]|, where t =
0 s represented target onset. We applied discrete wavelet trans-
form with second-order Symlet wavelet function [30] to decom-
pose the MEG signals from each channel and each trial to mul-
tiple resolution levels. Six wavelet coefficients corresponding to
the selected time-frequency window were used to represent the
features for each channel. Here, each time-frequency window
is around 60 ms in length and covers the low frequency band
(<7 Hz). Since 74 channels are considered in total, the dimen-
sionality of the feature space is: M = 6 x 74 = 444. Each
wavelet coefficient (i.e., the feature) is correlated to the signal
energy in a specific time-frequency window of a given channel.
Taking the overt case of SubC as an example, Fig. 3(b) and (c)
shows the spatial distribution of the selected wavelet coefficients
for four different classes.

C. Feature Clustering

Given the MEG features extracted in the previous subsection,
we applied Algorithm 1 to partition these features into several
groups. The optimal number of groups (i.e., Kop) was auto-
matically determined by evaluating the clustering quality in Al-
gorithm 1. Note that Kopt can be different for different data
sets. Fig. 4 shows the adjacency matrices [i.e., W in (5)] for
all ten data sets. In Fig. 4, the MEG features are ordered based
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Fig. 4. The adjacency matrices are almost block diagonal for all ten data sets. The MEG features are ordered based on the feature clustering results where all

features in the same cluster are grouped together.

on the feature clustering results where all features in the same
cluster are grouped together.

Studying Fig. 4, we would have two important observations.
First, once the features are appropriately ordered, the adjacency
matrices are almost block diagonal. Remember that the adja-
cency matrix W in (5) contains the correlation coefficients for
all features. Hence, a block diagonal W implies that different
features in different groups are uncorrelated. In other words, a
unique group structure of feature correlation exists for all data
sets collected by our experiment. Second, the proposed feature
clustering algorithm (i.e., Algorithm 1) successfully identified
the appropriate feature groups for our data sets. Both the op-
timal number of groups and the appropriate group assignment
for each feature were successfully found by Algorithm 1. Such
a feature clustering scheme will eventually lead to superior de-
coding accuracy of the proposed CLDA algorithm, as will be
discussed in detail in the next subsection.

D. Movement Decoding

We implemented four different movement decoding algo-
rithms for comparison purpose. For each decoding method, its
accuracy was estimated by using leave-one-out cross-validation
[29], where feature selection and/or feature clustering were
repeatedly applied for each run within the cross-validation loop.

1) FC-LDA: Apply Fisher criterion [29] to select a set of
important features for dimension reduction. Next, LDA is
used for movement decoding. During the feature selection
phase, the optimal number of required features is deter-
mined via an extra cross-validation step using the training
data only.

2) DLDA: Assume mutual independence among all features
and force the within-class scatter matrix Sy in (1) to be
diagonal. Next, LDA is used for movement decoding based
on the diagonal approximation of Sy .

3) RLDA: An additional regularization term is added to the
within-class scatter matrix: Sy + A - I. The regularization
parameter A > 0 is determined via an extra cross-valida-
tion step using the training data only. Next, LDA is used

for movement decoding based on the regularized scatter
matrix Sy + A - L
4) CLDA: Algorithm 2 is applied for movement decoding.

First, we consider a simple two-class decoding problem
where the movement direction is either left or right. Fig. 5(a)
shows the accuracy of the aforementioned four decoding algo-
rithms. Note that CLDA outperforms the other three methods
for all data sets. The decoding accuracy of CLDA is above 90%
for all overt cases and it is above 80% for all imagined cases.
The average decoding accuracy of CLDA is 97.3% and 94.5%
for overt and imagined cases, respectively.

Next, we consider the four-class decoding problem where the
movement direction can be up, down, left or right. The accuracy
of four-class movement decoding is shown in Fig. 5(b). Similar
to the two-class case, CLDA offers the best decoding accuracy
in all test cases. The average decoding accuracy of CLDA is
90.2% and 83.7% for overt and imagined cases, respectively.

As previously mentioned, both DLDA (with a diagonal
within-class scatter matrix) and RLDA (using a diagonal co-
variance matrix to model the prior distribution for Bayesian
inference) rely on the prior knowledge that all features are
mutually independent. Unlike DLDA or RDLA, CLDA is able
to automatically identify the critical correlation structure (i.e.,
by partitioning all features into different groups) and then
accurately extract the correlation (i.e., by estimating a block
diagonal within-class scatter matrix) of all features. It, in turn,
results in improved decoding accuracy over DLDA and RLDA.

On the other hand, FC-LDA applies Fisher criterion to select
a small subset of important features. Such a feature selection
method can be pessimistic, when there are a large number of im-
portant features and the training data are limited. In other words,
given a small set of training data, FC-LDA has to filter out many
useful features in order to reduce the dimensionality of the fea-
ture space and avoid over-fitting. These useful features carry the
information that is needed for movement decoding. Since they
are simply ignored by FC-LDA, the resulting decoding error be-
comes large. This is the primary reason why FC-LDA is less ac-
curate than CLDA in our experiment.
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V. DISCUSSIONS

In this section, we aim to explain why the correlation of our
MEG features shows a unique group structure. Fig. 6 plots the
group assignment of each feature that is determined by the pro-
posed feature clustering algorithm (i.e., Algorithm 1). In our
experiment, each feature (i.e., each wavelet coefficient) is as-
sociated with a particular time window of a particular channel,
because the corresponding wavelet basis functions are in the
same low-frequency band and have local support in different
time windows.

Studying Fig. 6, we notice that most features of the same
group are in the same time window or adjacent time windows,
but from different channels. Remember that our proposed fea-
ture clustering algorithm attempts to maximize the within-group
correlation and minimize the between-group correlation. It, in
turn, implies that the MEG features from the same time window
but different channels are strongly correlated, while the features

from different time windows are weakly correlated. In other
words, our MEG data sets present a strong spatial correlation
but a weak temporal correlation.

Similar observations of strong spatial correlation for MEG
data have been reported in many other applications [4]. From
the physics point of view, MEG signals are generated by the
primary current sources inside the brain. Based on Maxwell’s
equations, the magnetic field created by the same current
source can propagate to multiple MEG sensors (i.e., the su-
perconducting quantum interference devices) corresponding to
different channels at different locations [4]. This is an important
reason why a strong spatial correlation has been observed for
MEG measurement data.

On the other hand, to explain the weak temporal correlation,
we consider the following model for the time-domain signal
si(t) of the ith channel

si(t) (16)

= (1) + (1)
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where v;(t) stands for the phase-locked evoked response as-
sociated with the stimulus and n;(t) denotes the ongoing ac-
tivity. The linear model in (16) has been used in several previous
studies to analyze the measured neural signals in time domain
[24], [25]. The evoked response v; () in (16) can be estimated by
averaging s;(t) over all trials corresponding to the same stim-
ulus [25]. Once v;(t) is estimated and subtracted from s;(t),
the resulting residue n;(¢) does not contain event-related infor-
mation and is often modeled as white noise [24], [25]. In other
words, while s;(t) is a colored signal due to the evoked response
v;(t), n;(t) is white once v;(t) is removed from s, (¢). It, hence,
explains the weak temporal correlation that we observe, since
the within-class scatter matrix Sy in (1) is mainly determined

VI. CONCLUSION

In this paper, we proposed a new CLDA algorithm to decode
movement directions from MEG signals recorded for human
subjects. The proposed CLDA method can be conceptually
viewed as a generalized extension of the traditional DLDA
algorithm. It applies a spectral clustering algorithm to partition
all BCI features into several groups where the within-group
correlation is maximized and the between-group correlation
is minimized. As such, the covariance matrix can be approxi-
mated as a block diagonal form that can be accurately estimated
from a small set of training data. The efficiency of CLDA is
studied by both theoretical analyses and practical examples.
Our MEG-based movement decoding demonstrates that the
average accuracy of CLDA is 87% for single-trial movement
decoding of four directions (i.e., up, down, left, and right).
Such high decoding accuracy implies that MEG can be used
to provide accurate two-dimensional control for BCI and the
proposed CLDA algorithm is a critical technique to make
MEG-based BCI of practical utility. In addition, even though
we focus on offline data analysis in this paper, the proposed
CLDA algorithm can be extended to online BCI systems. As an
important aspect of our future research, we will further study
the feature correlation for other BCI applications and apply the
proposed CLDA technique to those cases.

APPENDIX
BLOCK DIAGONAL APPROXIMATION

In this section, we will theoretically analyze the quality of the
proposed block diagonal approximation. Towards this goal, we
consider a simple two-class movement decoding problem with
the following assumptions.

1) The prior probability for each class (i.e., the probability for

each class to occur) is identical.

2) The probability distributions of MEG features for both
classes are multivariate Gaussian. These distributions have
different mean values (denoted as m; and ms respec-
tively), but share the same covariance matrix X.

These two assumptions are not necessarily valid for all move-
ment decoding problems; however, they define a simple classi-
fication problem for which we can show many insights on the
proposed block diagonal approximation.

Given the aforementioned problem, it is straightforward to
verify that the minimal decoding error (i.e., the probability of
misclassification) of an optimal classifier is [26]

eopr = 1 — ¢(popr) an

where (o) denotes the cumulative distribution function of stan-
dard Gaussian distribution (i.e., zero mean and unit variance),
and popr is defined as

port =/ (my —m1)T - £ (my — my) /2.

Studying (17), (18), we would have two important observa-
tions. First, if the difference of m; and my increases, popr in
(18) increases and, hence the decoding error in (17) decreases.
Second, the decoding error also decreases, if the variance of
the MEG features (measured by the covariance matrix X)
decreases. These two observations are consistent with our
intuition. Namely, the decoding error is small, if the two classes
are substantially different (measured by the difference of m;
and my) or the trial-to-trial variation is small (measured by the
covariance matrix X).

On the other hand, if the covariance matrix ¥ is approximated
by its block diagonal form ¥ g, the decoding error of the pro-
posed CLDA algorithm becomes

(18)

e =1—¢(pB) 19)
where
1 (m; —my)” - 85" - (my —my)
PB=75" 1 1 )
\/(mg—ml)T-2§ 22; -(m2—m1)
(20

Equation (19), (20) can be derived by directly following the re-
sults in [26]. To study the difference between egpr in (17) and
ep in (19), we further define

pB 85 6o

r= = 1)
porT \/ (672080 ) - (675480 )
where
6o =257 (my — my) (22)
% =525, (23)

The value of 7 in (21) indicates the decoding accuracy of CLDA,
as compared to an optimal classifier. If r is close to 1, the ac-
curacy of CLDA is close to the maximal accuracy that can be
achieved by the optimal classifier.

Based on the Kantorovich inequality [26], [28], we can obtain
a lower bound of r

r>2-\/&/(1+ &)

where &, represents the condition number of the matrix ¥¢ in
(23) based on Ly norm. Combining (19), (21) and (24), we can
derive the upper bound of the decoding error for CLDA

2'\/5_0'/)0PT>
1+ & ’

(24)

eopTSBBSBUP=1—<P< (25)
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Note that the accuracy of CLDA strongly depends on &y. If £ is
sufficiently small, er;p is close to eopr. Namely, the accuracy
of CLDA is close to that of an optimal classifier. In the extreme
case, if the covariance matrix ¥ is exactly block diagonal, we
have ¥ = ¥, ¥y = I and ¢y = 1. Therefore, CLDA is equiv-
alent to the optimal classifier and both of them yield the same
decoding accuracy. This result provides theoretical guidelines
to quantitatively assess the quality of the proposed block diag-
onal approximation for CLDA.
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