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Absfract- We describe a set of placement algorithms for 
handling substrate-coupled switching noise. A typical mixed- 
signal IC has both sensitive analog and noisy digital circuits, 
and the common substrate parasitically couples digital switching 
transients into the sensitive analog regions of the chip. To preserve 
the integrity of sensitive analog signals, it is thus necessary 
to electrically isolate the analog and digital. We argue that 
optimal area utilization requires such isolation be designed into 
the system during first-cut chip-level placement. We present 
algorithms that incorporate commonly used isolation techniques 
within an automatic placement framework. Our substrate-noise 
evaluation mechanism uses a simplified substrate model and 
simple electrical representations for the noisy digital macrocells. 
The digitavanalog interactions determined through these models 
are incorporated into a simulated annealing macrocell placement 
framework. Automatic placement results indicate these suhstrate- 
aware algorithms allow efficient mixed-signal placement opti- 
mization. 

I. INTRODUCTION 
HE ability to implement mixed-signal systems by in- T tegrating both digital and analog portions on the same 

silicon substrate [l] ,  [2] has paved the way for a new genera- 
tion of reliable, cost-effective single-chip solutions. However, 
this integration has also introduced a host of new problems 
that were previously solved by simply isolating the analog and 
digital circuity in separate packages. Most of these problems 
are a result of parasitic interactions-in particular, substrate 
interactions-between the digital and analog subsystems [3]. 
CAD tools for mixed-signal system design must model and 
manage such parasitic interactions to be of practical use to 
the design community. Recent efforts here have included 
new noise models [4], the first practical, large-scale substrate 
simulation techniques [5]-[7], and physical design techniques 
[5]-[l l]. Our focus is on physical design, in particular chip- 
level macrocell placement. We argue that gross coupling 
problems are best addressed as early as possible in the physical 
design of a mixed-signal IC, i.e., during actual placement of 
noisy and sensitive blocks. Given a good placement, down- 
stream layoutherification tools such as noise-sensitive routers 
[lo], [ 111, power grid synthesis [7]-[9], and full-chip substrate 
simulators [5], [7] can be used to maximum advantage. 
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Fig. 1. Typical isolation mechanisms in mixed-signal systems. 

This paper describes algorithms for automatic placement 
that are specifically targeted toward mitigating the effects 
of noise coupling through the substrate. The key innovation 
is the inclusion of efficient models for the chip substrate, 
noise sources and receivers on the macrocells, and mitigation 
measures such as guard rings inside the placement algorithm. 
We refer to this ability to make placement choices in light of 
their consequences for substrate noise coupling as substrate- 
aware placement. 

11. BACKGROUND 

Prior work in this area has focused on chip-level layout 
methodologies, modeling and simulation for substrate cou- 
pling, and physical design algorithms. 

Most methodologies for handling substrate coupling advo- 
cate the physical separation [ 121 of analog and digital circuitry 
in clearly delineated parts of the substrate. This is adequate 
in most cases, but some especially sensitive macros require 
additional isolation. This is achieved by inserting guard rings 
around these blocks (Fig. 1). These guard rings are usually 
low-impedance ties to a quiet potential and hence they have 
the effect of creating (ideally) a zero potential ring around the 
sensitive macro, thereby electrically isolating it from the rest 
of the chip. Unfortunately, most existing design methodologies 
remain ad hoc, and make no attempt either to quantify the level 
of interaction or formalize a clear methodology for separation 
or isolation. Often enough, it is possible for the experienced 
designer to manually manage the digital-analog interaction. 
But the growing complexity of these chips is making this task 
progressively more difficult and time consuming. 

00 18-9200/95$04.O0 0 1995 IEEE 



270 IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 30, NO. 3. MARCH 1995 

Modeling and simulation techniques for predicting substrate 
noise have been addressed in [4]-[6] and [13]. In [4], Su et 
al. address the problem of modeling the substrate. The active 
devices (transistors) are resistively coupled to a substrate rep- 
resented by a single node. This model is adequate for epitaxial 
processes but rather inaccurate for the more common bulk 
processes. (Epitaxial processes compare poorly against bulk 
processes from the economic standpoint.) In the bulk case, 
the substrate is represented as a mesh or grid of appropriate 
linear elements, as in [5]. Noise couples into and out of 
the substrate through well diffusions and contacts modeled 
through appropriate linear approximations. The advantage of 
the single-node model is its computational simplicity for 
simulation; the advantage of the more general finite element- 
style substrate mesh is its generality and greater accuracy. 
The first practical techniques to simulate noise with complex 
substrate meshes appeared in [5], which introduced the idea 
of using Asymptotic Waveform Evaluation techniques (AWE 
[14]) to reduce the large linear substrate model to a small, 
tractable modal approximation. 

CAD tools for physical design have traditionally ignored 
the substrate. Only recently has this begun to change. For 
example, the power distribution synthesis tool, RAIL [7], 
[8], considers noise coupling into power busses through the 
substrate. However, to our knowledge, the effects of substrate 
coupling have never been considered quantitatively in the 
context of automatic placement. 

111. STRATEGY 

We outline here the key ideas behind our basic placement 

Macrocell Formulation: We target placement problems 
composed of rectilinear analog and digital macrocells. We 
assume that all individual analog cells are placeable, and 
that many digital cells will already be grouped into larger 
functional blocks (e.g., via row-based placement inside 
the blocks). We are mostly concerned with placement 
problems as they appear during chip-level floorplanning 
when major functional blocks have already been laid out. 
Simulated Annealing Optimization: We adopt the basic 
iterative-improvement placement formulation of [ 151, and 
extensively refined in [16] and [17]. Cells are iteratively 
and arbitrarily relocated across the chip, without concern 
about whether they overlap or not. A cost function is 
evaluated after each placement perturbation; the goal of 
placement is to minimize this function. The cost function 
has two types of terms: objective terms which should 
be minimized (e.g., area and wirelength) and penalv 
terms which must be driven to zero to obtain a legal 
placement. Hard constraints are mapped into these penalty 
terms. For example, illegal overlaps among modules are 
evaluated and transformed into one such penalty term. In 
our substrate-aware placer, the key innovation is the for- 
mulation of penalty terms for hard electrical constraints, 
e.g., substrate-coupled switching noise above acceptable 
limits at any designer-specified location. This is the same 
overall strategy used successfully in [7] and [8]. 

strategy. 

Simplijed Substrate Modeling: We update a model of 
the substrate noise profile after each annealing placement 
perturbation. Since an annealer must visit many placement 
configurations (lo5 to lo6) we need extremely fast, 
though necessarily approximate noise evaluation. The 
appropriate analogy here is to wirelength estimators used 
in the inner loop of a placer: we can afford simple esti- 
mators such as bounding-box length or simple spanning 
tree estimators [18], but we cannot afford to invoke a 
real router. Similarly, we can afford a simplified noise 
estimator, but not a full-chip simulator such as [5], 
[7], [19]. We rely on a coarse, lumped substrate grid, 
preprocessing of the grid to a smaller n-port model, and 
adaptive thresholding of the n-port matrix to render it 
sparse (and thus faster to solve) during the early phases 
of the placement. 
SimpliJied Noise Injection and Noise Receiver Modeling: 
Just as with the substrate model, we need only an ex- 
tremely coarse model for substrate noise injectors and 
sensitive analog circuits. Because substrate coupling oc- 
curs through both capacitors and resistors, it is frequency 
dependent. However, in order to simplify the analysis 
which must occur in the inner loop of an annealer, we 
assume that there is a single user selected frequency (e.g., 
the clock frequency) that will provide a good first-order 
estimation for signal coupling. Further, all of the resistive 
and capacitive couplings to the substrate within a module 
are collected together into one or a few geometrically 
localized patches (the number would be determined by 
the cell size compared with the substrate grid size). 
Then, a magnitude must be assigned to the sinusoidal 
noise current injected across the admittance at each of 
these patches at the fundamental frequency selected. For 
example, this magnitude can be derived from circuit 
simulations of functional blocks with representative or 
worst-case input waveforms, or from the power estimates 
of the individual macrocells [20]. Finally, the designer 
must provide constraints on the magnitude of substrate 
voltage variations and on the gradients in substrate volt- 
age that will ensure correct operation of sensitive analog 
cells. 

Our basic goal is first-cut cell placement sensitive to sig- 
nificant substrate effects. We focus on an early phase of the 
layout, prior to signal and power grid routing, and thus prior 
to the availability of full-chip geometry for full-chip substrate 
simulation. The accuracy available in these tools is unafford- 
able within an iterative placement framework that must visit 
thousands of candidate placement configurations. Our central 
argument is that this accuracy is also unnecessary: simpler 
models can produce reasonable results more reliably than 
trial-and-error manual techniques. These automatic layouts 
can adequately serve as the starting point for further layout 
optimizations with more sophisticated noise coupling models. 

IV. ANNEALING-BASED MACROCELL PLACEMENT 

In this section we will briefly describe our use of simulated- 
annealing for substrate-aware placement. We chose this op- 
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timization method because it has been successful for many 
different classes of placement problems [ 151-[ 171 and be- 
cause its characteristics allow seamless incorporation of the 
features necessary for substrate-awareness. Annealing is a 
global optimization method whose principal advantage is a 
controlled hill-climbing mechanism by which many local 
optima can be avoided. Annealing is itself a stochastic iterative 
improvement strategy: the perturbations (called moves) that 
evolve the solution, and their acceptance/rejection are random, 
although controlled by a parameter usually called temperature. 
Analogous to physical annealing, the problem starts at a high 
temperature in which large uphill moves are highly probable; 
in this high-temperature regime we see aggressive global 
search of the problem space. As annealing progresses, the 
temperature cools and uphill moves decrease both in size and 
in likelihood. Eventually, only minor local improvements are 
possible, and the problem is said to be frozen. 

Any annealing algorithm can be specified by describing its 
four key components: the representation for each state (in 
our case, placement configuration) visited during iterative im- 
provement; the move-set which specifies the list of allowable 
perturbations to these states; the cost-junction that measures 
the quality of the evolving solution; and the cooling schedule 
that controls the rate of hill-climbing as the solution evolves 
from randomness to a final “frozen” solution. 

Our algorithm uses the so-called flat (nonhierarchical) 
Gelatt-Jepsen annealing formulation of [ 151, and extensively 
refined in [ 171 and [ 161. Macrocells are arbitrarily relocated 
about the surface of the chip. Illegal overlaps are permitted, but 
penalized. Hence, the state representation is just the coordinate 
locations and instance selections (each cell can have a set of 
alternate instances) for each movable macrocell in the current 
placement. The size and shape of each macrocell is input to 
the placer in terms of its footprint. The location and shape 
of each terminal in the cell is indicated on this footprint. A 
list of alternate instances-if any-for each macro is also 
provided. The algorithm starts with a randomly generated 
placement and iteratively improves the solution by applying 
moves from the move-set. Moves include translating a cell 
to new location, reorienting a cell by rotating or reflecting it, 
and reinstancing a cell by substituting a different instance for 
the cell. Efficient, general-purpose adaptive cooling schedules 
are available to match the rate of cooling (and the choice 
of which move to make) to the problem (211. See [22] for 
an extensive discussion of the implementation details for this 
basic placement strategy. This placement flow is summarized 
in Fig. 2. 

The key innovations for substrate-aware placement are in 
the move-set and in the cost-function and its evaluation. Most 
macrocell placement algorithms allow the selection of alternate 
instances to handle cells available in a range of different shapes 
and sizes. Our algorithm also incorporates this feature, but 
uses it not only for geometric packing but also for electrical 
optimization. We model the insertion of a guard ring around 
a cell as an “alternative instance” of that cell, i.e., we simply 
add to the palette of alternatives for this macrocell a version 
of this cell with a guard ring. This allows the placer to select a 
move that inserts or deletes a guard ring. The advantage is that 

Algorithm Plscer(Netlist. Constraints. Macro defmitions) 1. 
Crcatc random placement instance, P 

Initialize d n g  tempMarn T ( w  White’s Algorithm [321); 

& (  

PermrbPtoP+~Pusiogmovefrommove-rl: 

Evaluate wa-hurtion for pla~emcnc instaoce P + dp; 

Use Metropolis Critaion to determine “pDmcs or rejection of instance P + dp; 
U( Aacpt ) P := P + AP; 
Use cooling schedule (e.& [21]) to modulate R 

) while( not fmaen ); 

output placemi instaoce. P. ps solution; 

) P p l m r * /  

Fig. 2 .  A simulated annealing-based macrocell-placement algorithm 

the placer now sees directly how the guard ring changes the 
shape and size of the cell, and also its new demands for routing 
area in its vicinity. We refer to this as active mitigation, in the 
sense that it is the placer’s task to determine the appropriate 
set of mitigation measures required to satisfy the specified 
constraints. 

Absent any concern for substrate coupling, the classical 
cost function includes estimated area (the smallest bounding 
rectangle of the cells) and wirelength (sum of half-perimeter 
of bounding box for each net’s pins) terms to minimize. 
The penalty term measures illegal cell overlaps (area of 
overlapping footprints) and is driven to zero. To incorpo- 
rate substrate-awareness, we allow the user to specify the 
maximum allowable switching noise at any location on any 
sensitive analog macro. Violations give rise to new penalty 
terms that must also be driven to zero in the cost function. 
Thus we need to model the substrate and the noise sources 
that inject noise into the substrate. We update an approximate 
substrate noise profile ajier each placement move, and then use 
this profile to determine the noise at any designer-specified 
locations on each sensitive macro. Each possible constraint 
violation is then checked and penalized as appropriate. Note 
that in contrast to simulation applications, we must update this 
substrate noise profile thousands of times as the movable cells 
converge to their final locations. Hence, our real problem is 
fast noise evaluation with “just enough” accuracy. 

v. MODELING THE SUBSTRATE 

In this section, we develop a method for estimating 
substrate-coupled switching noise. Various tradeoffs among 
accuracy, generality, and efficiency are possible. For example, 
one can determine the substrate noise-profile by evaluating a 
two-dimensional Fourier series expression derived by solving 
the Laplace equation for noise in an epitaxial substrate 
using the approach described in [23]; such a model is very 
accurate, but computationally expensive, and inapplicable to 
the commonly used bulk case. For generality, most substrate 
simulators model the substrate in terms of an electrical 
equivalent: a grid of linear electrical elements derived using 
box-integration [24] techniques. For example, [6] and [8] use 
a three-dimensional resistive grid for each substrate layer; 
[25] uses a grid of resistances and capacitances for higher 
accuracy; and [4] represents the substrate as a single node (i.e., 
a degenerate grid) for the special case of an epitaxial process. 
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In the following, we develop a highly simplified gridded 
substrate model with accuracy sufficient for our placement 
application. 

Despite its generality, the gridded substrate model has one 
major drawback: its accuracy is adversely affected by the 
coarseness of the grid. To improve accuracy, it is necessary 
to refine the grid in all three dimensions. Many substrate 
simulators try to overcome the efficiency issue by modulating 
the coarseness of the grid across the surface. Thus, a fine grid 
is used around the “interesting” areas of the substrate; for 
example, near transistors specified to be sensitive by the user. 
Unfortunately, this approach cannot be used in our substrate 
model because the location of the interesting objects-the 
noise receivers-varies after each annealing move, and it is 
computationally untenable to redefine the grid after evep  
placement perturbation. Thus, we must use a static substrate 
grid with an adequate degree of refinement in each dimension. 

Let us assume that the substrate is discretized to have 
N = N, x NY x N, grid elements. It has been observed 
empirically that the complexity of solving an electrical system 
with N nodes is about N 1 . 3  when sparse matrix techniques are 
used. Such substrate models has been used previously [ 5 ] ,  [7], 
[8], but we believe that a more abstract model is desirable in 
this case. For example, the substrate can be fairly complex: it 
may have backside contacts and the lead-frame will certainly 
affect the noise profile. We describe such an abstract model 
subsequently. Such models have been used previously with 
some success [26]. 

To begin, we make the observation that only one part of 
the substrate is relevant during placement: the acfive area or 
the face of the substrate where placement is allowed. The 
placeable objects-noise sources and receivers-interact with 
the substrate through the grid points located on this surface. 
Therefore, we can characterize the entire substrate in terms 
of its n-port admittance (y-parameter) equivalent for the n 
grid points accessible on the surface of the substrate. Of 
course, any substrate, even the epitaxial type, can generally 
be represented as a grid and characterized as an n-port. The 
electrical equivalents of the macrocells can then be plugged 
into the nodes at the surface of the substrate. Each move of a 
single macrocell now entails disconnecting it from its nearest 
substrate nodes, relocating it, then reconnecting to the nearest 
nodes. Once this is done, the entire model (cells and substrate) 
can be solved for the substrate noise profile using common 
matrix solution techniques. This profile can then be used to 
determine the noise levels at the noise receivers. 

An n-port equivalent is a multiport transfer function (where 
each element is a function of frequency) allowing evaluations 
of responses to transient stimuli. For example, [26] renders 
the substrate as a multiport s-domain transfer function using 
AWE [ 141 before computing thermal transients. But this degree 
of accuracy is not affordable in the context of automatic 
placement. We need merely characterize the n-port in terms 
of its admittance parameters at one fundamental frequency. In 
addition, the complexity of the substrate model has decreased 
in that the admittance model has many fewer nodes. The 
downside, however, is that the n-port admittance matrix is 
not sparse. 

These issues are best examined in the context of a simple 
example. Consider a single-layer substrate and a user specifica- 
tion of N = N, x N y  x N,  grid points in the three dimensions. 
For a resistive, homogeneous substrate, the gridded equivalent 
circuit will have N nodes. A substrate simulator would convert 
this gridded equivalent and the circuitry on the chip to an 
admittance matrix of size N or more (reflecting the nodes in 
the circuitry on chip). This admittance matrix will be banded 
and sparse allowing the solution complexity to be marginally 
superlinear. The matrix is sparse because the elements are 
located only between nodes that are physically adjacent. 

Assuming that the macros are placed on the z = 0 plane, 
the n-port equivalent circuit will have N’ = N,  x Ny nodes 
and hence is a much smaller matrix. The diagonal terms in this 
equivalent matrix represent the equivalent admittance from the 
appropriate node to the reference node in the circuit. The off- 
diagonal terms represent the equivalent admittance between 
the appropriate nodes in the original network. This observation 
implies that this n-port equivalent will not be sparse because 
there is an electrical path between every pair of ports in the 
original circuit. Thus, it is likely that what we gained by 
reducing the size of the substrate model from N to N’ was 
lost to reduced sparsity. This is not unexpected because the 
circuits are exact electrical equivalents of each other. 

However, we can actually overcome this problem by ex- 
ploiting the structure of the annealing process. In any annealing 
optimizer, convergence toward a final solution (a placement) 
is gradual and incremental. Early in the process (at hotter 
temperatures), large, uphill moves are allowed, which vigor- 
ously explore the solution space. In these temperature regimes, 
great accuracy in the solution of the substrate noise profile is 
unnecessary. What we seek instead, for efficiency, is a variable 
accuracy model of the substrate which can increase in detail, 
accuracy-and computational expense-as we converge to a 
final solution. 

Fortunately, there is a computationally simple method to 
achieve this variable accuracy for an n-port substrate model: 
we threshold the nondiagonal terms in the matrix. The idea 
is that by removing small elements from the matrix, we 
render it sparse and thus fast to solve. At the beginning 
of annealing, only the diagonal terms are present in the 
matrix; as annealing proceeds toward a solution, more and 
more off-diagonal terms appear. Near a final solution, the 
entire substrate model is employed. This can be achieved by 
establishing a threshold and monotonically reducing it to zero 
across the optimization process. If Ys = [yij] is the n-port 
matrix, a suitable formulation is to set yij = 0 if it satisfies 

Here, ymax and ymin are the maximum and minimum non- 
diagonal terms in the matrix. Parameter t varies from I to 
0 across the annealing process; at the start, t = 1.0 and all 
nondiagonal terms are excluded. 

We illustrate the value of thresholding through a series of 
experiments summarized in Fig. 3. A placement instance is 
shown in Fig. 3(a), and its noise contours (without threshold- 
ing) are shown in Fig. 3(b). Note that the noise level outside 
of the noise-source regions is about 200 mV. The effects of 
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Fig. 3. Effect of thresholding on error and evaluation time. (a) Placement 
instance. (b) Noise contours (mV), no thresholding. (c) Effect of thresholding. 

thresholding are depicted in Fig. 3(c). Naturally, we expect 
the error to be the highest for t = 1.0. For this case, the 
average and the maximum errors are about 100 and 300 mV, 
respectively. These large errors decrease to about 4 and 10 mV, 
respectively, when the threshold is down to t = Within 
the same threshold range, the time per evaluation increases 
from 20 ms to 20 s. Thus, great improvements in efficiency 
can be obtained by thresholding the model when the error 
in the noise levels can be tolerated. A sparse matrix solver 
[27] running on a DECStation 50OOTM/200 was used in this 
experiment. 

Note, however, that the times involved are still rather large 
given that repetitive evaluations would be required. One of the 
reasons is that the grid is quite fine-25 x 20-which implies 
that the n-port model can have as many as one-quarter of a 
million elements. The sparse matrix solver requires as much 
as 250 s per evaluation when the threshold is very low. Thus, 
the solver should employ a dense matrix technique when the 
matrix is no longer sparse. 

VI. MODELING SUBSTRATE INTERACTION 

As mentioned in Section 11, the interaction of the macros and 
the substrate can be abstracted into a simple model comprised 
of the noise sources, the substrate, and the noise receivers. In 
this section, we will define simple models for noise sources 
and receivers, and indicate how they can be combined with 
the substrate model for evaluating switching noise. 

A. Noise Sources 

As mentioned in Section 111, a simplified model is used for 
noise generation. Because substrate coupling occurs through 
both capacitors and resistors, it is frequency dependent. How- 
ever, in order to simplify the analysis which must occur in the 

(b) 

Fig. 4. 
anisms in CMOS. (b) Norton equivalents for substrate coupling. 

Noise injection in CMOS logic circuits. (a) Noise generation mech- 

inner loop of an annealer, we assume that there is a single user- 
selected frequency (e.g., the clock frequency) that will provide 
a good first-order estimation for signal coupling. Although 
the assumption that all the noise in the system is at one (the 
fundamental) frequency only is simplistic, it has the advantage 
that it greatly simplifies the inputs that must be provided 
by the designer concerning the nature of the noise sources. 
To characterize a more complex time domain noise source 
might be extremely difficult. More accurate models would 
necessitate transient simulation and temporal description of 
the noise waveforms, both of which would be infeasible and 
expensive within an iterative placement framework, and, we 
argue, unnecessary at the very early stages of the layout 
process which we target. 

In addition, all of the resistive and capacitive couplings to 
the substrate within a module are collected together into one 
or a few geometrically localized patches (the number would 
be determined by the cell size compared with the substrate 
grid size). These Norton equivalent regions are character- 
ized by a complex current source and an admittance. Many 
such regions may be present on a digital macrocell. Then, a 
magnitude must be assigned to the sinusoidal noise current 
injected across the admittance at each of these patches at the 
fundamental frequency selected. For example, this magnitude 
can be derived from circuit simulations of functional blocks 
with representative or worst-case input waveforms. Finally, 
the designer must provide constraints on the magnitude of 
substrate voltage variations and on the gradients in substrate 
voltage that will ensure correct operation of sensitive analog 
cells. 

How does the designer determine the admittance and current 
source values for a noise generating cell? Generally, there are 
three mechanisms that inject noise into the substrate. These are 
shown in Fig. 4(a). Power buses couple noise arising out of 
switching transients into the substrate through ohmic contacts; 
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wells couple switching transients capacitively through reverse 
biased bulWwell junctions; and switching devices (transistors) 
couple noise capacitively through sourceldrain diffusions. The 
noise sources at the contacts can be modeled with an equiva- 
lent current source across a contact resistance. Current sources 
with shunting capacitances can also be used to model the 
effect of the charge injected into the substrate at the wells 
and the sourceldrain diffusions of the switching devices. A 
simplified model of such substrate interactions is shown in 
Fig. 4(b): a more accurate model of such substrate interactions 
(for example, one including the series resistance of the reverse 
biased sourceldrain diffusion region "diodes") would involve 
more elements to model some of the second-order effects. In 
a circuit simulator, the admittance between the circuit and 
the substrate can be determined at the selected frequency. 
Next, a transient circuit simulation of one or more functional 
blocks with representative or worst-case input waveforms can 
be carried out. Then, by measuring the currents flowing into 
the substrate from all elements in each patch (e.g., body contact 
of transistors) during the transient simulation, a magnitude and 
approximate sinusoidal frequency can be chosen for the current 
waveform. 

For our placer, the geometry of a digital macrocell is spec- 
ified in terms of itsfootprint. An example of a digital macro 
and its footprint appears in Fig. 5. Besides the outline and 
the terminal description, areas generating noise are indicated 
on the footprint and tagged with their Norton equivalent. For 
example, the noisy areas would correspond to the location of 
the noisy standard cells in a row-based functional block. 

B. Noise Receivers 

Substrate simulators usually couple sensitive (high 
impedance) signals or transistors to the substrate through 
parasitic capacitors and resistors. However, we require a 
much simpler coupling model. Thus, we will assume that the 
designer is able to provide constraints on the noise levels and 
the gradients in noise level at sensitive locations on analog 
macros. This scenario is best explained through an example. 

Consider the two-stage operational amplifier (op-amp) de- 
picted in Fig. 6. The schematic is given in Fig. 6(a) (some 
biasing circuitry is omitted for clarity). Fig. 6(b) is the layout 
for this macro and Fig. 6(c) shows its footprint. The footprint 
encodes the outline of the cell and the location, shape, and 
layers of its terminals. In addition, the cell may now be tagged 
with a substrate-noise constraint. In practice, substrate noise- 
induced mismatches between any pair of matched devices 

would disturb the output, but here we focus on the mismatches 
of the input devices only for reasons of clarity and because 
their effect is the greatest. For example, the impact of the 
mismatches between M 3  and M4 in Fig. 6(a) is reduced by 
the gain across the input devices M1 and M2 when referred 
to the input. 

The input devices are susceptible to substrate noise via two 
different mechanisms. First, due to manufacturing mismatches 
between their body effect coefficients (Ay), variations in 
substrate voltage will be manifested as variations in input 
offset voltage. Second, even if the body effect coefficients 
match perfectly, a gradient in substrate potential will still 
result in a noise-dependent input offset voltage. Thus, if M1 is 
located at P1 and M2 is located at P2, the user may specify 
a constraint (2) aimed at keeping the potential gradient within 
a limit, gM1-M2: 

Such gradients can easily be determined from potential profiles 
in the substrate. The placer will attempt to locate this macro 
such that this constraint is satisfied. The op-amp designer is 
usually aware of such substrate sensitivities, and is therefore 
capable of tagging such constraints onto the footprint of the 
cell shown in Fig. 6(c). Extremely sensitive analog macros are 
often surrounded by guard rings. Such guard rings can also be 
modeled by our Norton equivalent (i, y). In this case, i is zero 
and the admittance y is entirely resistive. 

A simple example of this substrate-interaction model is 
shown in Fig. 7. A placement instance is shown in Fig. 7(a). 
The corresponding noise profile on a 10 x 10 substrate 
grid is shown in Fig. 7(b). This profile is determined from 
the electrical equivalent of substrate interaction depicted in 
Fig. 7(c). A bulk substrate without a backside contact is 
assumed. (This is typical for inexpensive packages like the 
plastic quad flat pack.) Noise couples in through direct coupled 
current sources at the grid points located under the noise 
source indicated in Fig. 7(a). (For clarity of illustration, we 
make the simplifying assumption that the substrate contacts 
are uniformly distributed across the substrate and hence char- 
acterized into the substrate model.) A guard-ring and its 
electrical equivalent are also indicated. Note that the profile 
in Fig. 7(b) flattens out in the region surrounded by the guard 
ring. Naturally, the guard ring serves as a low impedance 
path (typically, the series combination of the diffusion and the 
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V,(A) 50.6 1 2.33 139 
VJA) 50.1 1.1 1.166 200 

(C) 

Fig. 7. 
instance. (b) Noise profile. (c) Electrical equivalent of placement instance. 

Substrate interactions for a given placement instance. (a) Placement 

wiring) to a quiet potential, thereby flattening out the noise 
profile by “intercepting” the substrate noise before it reaches 
the protected area. Usually, this ring would be connected to 
the low-noise analog ground supplying the analog cells on the 
chip. 

C. Evaluating Substrate Coupled Switching Noise 

A placement instance combined with the models described 
above can be easily solved to determine the substrate noise 
profile. Note that noise sources and receivers have been 
modeled such that they do not add any extra nodes to the 
electrical equivalent. Let the n-port admittance (y-parameter) 
model of the substrate be Ys. This is a matrix of size N’ x N’,  
where N’ is the number of grid points on the active area of the 
substrate. The electrical interaction of the placement instance 
and the substrate is represented by a diagonal matrix, dY of 
size N’ x N ’ .  A diagonal element in this matrix is nonzero if 
there is a macro with a nonzero Norton admittance located at 
the substrate node corresponding to that element. Let J be a 
vector of size N’ such that an element therein is nonzero if 
there is a macro with a nonzero Norton current source located 
at the substrate node corresponding to that element. Also, let 
V be the vector (of size N ’ )  representing the potential profile 
across the substrate measured against an arbitrarily selected 
reference potential for the entire system. Then from basic 
circuit theory [28] 

[Ys + dY]V = J .  (3) 

In general, this equation would be complex and dense. How- 
ever, it may be rendered sparse by applying the thresholding 
methods described in Section V to the substrate model Ys. 
Also, the designer may choose to use a simplified substrate 
interaction model without any capacitances. In this case, (3) 
is realvalued and a solver tuned to solving real matrices can 
be used. The matrix [Ys + U ]  is also diagonally dominant, 

TABLE I 
SUMMARY OF EXPERIMENTS wnn EXAMPLE C1 

Ex~t .  I Constraint I N o d z e d  

I l l  - 1 1  1 1  1 4 1  

VJA) P 0.8 V Noise Sourcc- Terminal 

Noise Contours. V, (vt Placement 

Fig. 8. Placement without considering substrate noise 

implying that efficient iterative solution schemes like the 
Incomplete Choleski Conjugate Gradient [29] can be used to 
achieve further gains in speed. 

VII. EXPERIMENTAL RESULTS 

We will now describe and analyze a small set of experiments 
that demonstrate the viability of the placement techniques 
presented here. The algorithms described in the preceding 
sections have been implemented in a prototype substrate-aware 
mixed-signal placement tool called WRIGHT. This program 
is about 14000 lines of C code. A program to generate 
n-port substrate models using a circuit simulator [30] and 
simple structural and electrical descriptions of the substrate 
was also implemented. WRIGHT incorporates a sparse [27] 
and a dense [31] matrix package. All examples decribed here 
were executed on a DECStation 5000TM/200 workstation. 

To begin, we ran a set of controlled experiments on a 
simple synthetic example, C1. This has 9 blocks, 20 nets, 40 
terminals, 3 noisy macros, and 1 sensitive macro. This example 
is essentially a jigsaw puzzle: the macros here are rectilinear 
slices out of a rectangle. A placement that finds the global 
optimum with respect to area and wire length reassembles the 
pieces back into the original solid rectangle. These experiments 
are summarized in Table I, and the results are depicted in 
Figs. 8-10. The noise contours and the final placement are 
given for each. In these figures, each gray box is a macro, the 
darker boxes are terminals, and the hatched boxes are noise 
sources. A bulk substrate abstracted from a 10 x 10 x 2 grid 
is used. 

In experiment 1 ,  we place to minimize area and wire length 
without any regard to substrate noise. The solution (Fig. 8) has 
both minimum wire length and area. As expected, WRIGHT 
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73.53 29.35 

Fig. 9. Constrain V n ( A )  5 0.6 V. 

Noise VJA) B 0.0 V 

Tune (min) 

p Guard Ring 

2.87 433 

Fig. 10. Constrain V n ( A )  5 0.1 V 

Ares w112) I 3.6~10~ 

just reassembles the puzzle when ignoring the substrate noise. 
Note that the noise level at location A is predicted as 0.8 V. 

In experiment 2, we impose a constraint on the acceptable 
substrate noise level at A,  a location on the sensitive macro. 
The new placement is shown in Fig. 9. Here WRIGHT at- 
tempts to satisfy this constraint by moving the sensitive macro 
away from the noisy ones. WRIGHT satisfies the constraints 
by appropriately choosing the relative locations of sensitive 
and noisy macros. 

Finally, we tighten the noise constraint further in experiment 
3. The placer now decides that the area penalty involved in 
further separating the macro containing A is higher compared 
to putting a guard ring around that macro (Fig. 10). This is an 
example of the placer making a noise/area tradeoff in favor of 
actively mitigating a noise constraint violation. 

From the results given in Table I, we can draw several 
conclusions. Not unexpectedly, the CPU time increases when 
noise constraints are activated. Note, however, only one matrix 
solve per placement iteration is required to evaluate the noise 
at all receivers: the number of noise constraints or noise 
receivers does not affect the efficiency of this evaluation. 
However, like all other annealing placement algorithms, the 
time required to complete placement is a function of the size 
of the problem as quantified by the number of macros. 

In Fig. 11, we place a larger example, C2, which is a 
simplified version of the mixed-signal routing benchmark from 
[lo] and [8]. This example has 25 macros, 381 terminals, 163 
nets, 3 noisy digital macros and 12 sensitive analog macros 
with receivers located at their centers. The analog macros have 
constraints similar to example C1. The constraints and the 
results of running WRIGHT are tabulated in Table 11. We note 
that WRIGHT satisfies a greater number of constraints when 
the consideration of substrate noise is enabled. Moreover, the 

3.6~10~ 

0.5 0.6 0.7 0.8 0.9 

Fig. 11. Noise contours for example C2 placed with 12 noise constraints. 

TABLE I1 
PLACING A LARGE EXAMPLE C2 

Receiver, i 

M1 
0.2 I loo 

Substrate N o k  I 

M12 I 0.8 1 I 0.57 I 0.69 
M13 I 0.8 I 1 I 0.61 I 

degree of constraint violation is also minimized. WRIGHT 
uses a simple weighted sum of constraint violations (noise 
voltages), xi wivi, as the penalty term to be driven toward 
zero here. By design here, the noise constraints for M5 and 
M9 cannot be met, so WRIGHT attempts to minimize the 
constraint violation for each macro. However, the constraint on 
M9 has greater weight attached to it, so the placer attempts to 
reduce the violation for M9 more aggressively. So, as Fig. 11 
shows, M9 is placed at a quieter location a greater distance 
away from the noisy digital macros compared to M5, thereby 
reducing the substrate noise constraint penalty term. Overall, 
we see that wire length is traded off to achieve these gains. 
(The area does not change because the bounding box of the 
chip is fixed.) This more complex example requires about 7 
hours to place when using a substrate model derived from a 
rather fine 15 x 20 x 3 grid. Improvements in time efficiency 
can be expected with a coarser grid. This example was run 
with thresholding enabled. 
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VIII. CONCLUSIONS 
In this paper we presented a strategy for substrate-aware 

mixed-signal macrocell placement. This approach incorporates 
simplified switching noise estimation into a simulated anealing 
placement algorithm. Preliminary results suggest our algo- 
rithms generate placements that are intuitively correct. This 
satisfies our goal of generating reasonable first-cut placements 
that consider the most significant effects. One of the basic 
principles underlying the selection and design of our substrate 
and substrate interaction models has been the tradeoff between 
efficiency and accuracy. This is necessary because the models 
are meant to be used during a part of the design cycle when 
little information about the completed chip is available and 
efficient evaluation is critical. We expect that our placements 
will be incrementally tuned based on results from downstream 
layout steps (e.g., power grid and signal routing) and full- 
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