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## Our Proposal

**Warp Scheduler**
Controls GPU Thread-Level Parallelism

<table>
<thead>
<tr>
<th>CPU-centric Strategy</th>
<th>Improved GPU performance</th>
<th>Improved CPU performance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>×</td>
<td>✓</td>
</tr>
</tbody>
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**Warp Scheduler**
- Controls GPU Thread-Level Parallelism

<table>
<thead>
<tr>
<th></th>
<th>Improved GPU performance</th>
<th>Improved CPU performance</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CPU-centric Strategy</strong></td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td><strong>CPU-GPU Balanced Strategy</strong></td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th></th>
<th>Improved GPU performance</th>
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</tr>
</thead>
<tbody>
<tr>
<td><strong>CPU-centric</strong></td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Strategy</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>CPU-GPU</strong></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Balanced</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Strategy</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Control the trade-off
Our Proposal

CPU-centric Strategy

Memory Congestion ↑
CPU Performance ↓
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Memory Congestion ↑
CPU Performance ↓

IF Memory Congestion ↑
GPU TLP ↓
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**CPU-centric Strategy**

- Memory Congestion ➡️
- CPU Performance ➡️

**IF Memory Congestion ➡️**

- GPU TLP ➡️

**Results Summary:**

+24% CPU & -11% GPU
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**Results Summary:**
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Our Proposal

<table>
<thead>
<tr>
<th>CPU-centric Strategy</th>
<th>CPU-GPU Balanced Strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Memory Congestion</td>
<td>GPU TLP</td>
</tr>
<tr>
<td>CPU Performance</td>
<td>GPU Latency Tolerance</td>
</tr>
</tbody>
</table>

Results Summary:

CPU-centric Strategy: +24% CPU & -11% GPU

CPU-GPU Balanced Strategy: +7% both CPU & GPU
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