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Abstract—Layered video representations are increasingly pop-
ular; see [2] for a recent review. Segmentation of moving objects
is a key step for automating such representations. Current motion
segmentation methods either fail to segment moving objects in low-
textured regions or are computationally very expensive. This paper
presents a computationally simple algorithm that segments moving
objects, even in low-texture/low-contrast scenes. Our method in-
fers the moving object templates directly from the image intensity
values, rather than computing the motion field as an intermediate
step. Our model takes into account the rigidity of the moving ob-
ject and the occlusion of the background by the moving object. We
formulate the segmentation problem as the minimization of a pe-
nalized likelihood cost function and present an algorithm to esti-
mate all the unknown parameters: the motions, the template of the
moving object, and the intensity levels of the object and of the back-
ground pixels. The cost function combines a maximum likelihood
estimation term with a term that penalizes large templates. The
minimization algorithm performs two alternate steps for which we
derive closed-form solutions. Relaxation improves the convergence
even when low texture makes it very challenging to segment the
moving object from the background. Experiments demonstrate the
good performance of our method.

Index Terms—Layered video representations, motion, occlusion,
penalized likelihood, rigidity, segmentation.

1. INTRODUCTION

ODERN content-based video representations demand

efficient methods to infer the contents of video se-
quences, like the shape and texture of objects and their motions.
Some existing methods lead to good results (see, for example,
[24] and [15]) but require extensive human interaction. Fully
automatic methods continue to be lacking and are of major
interest. This paper considers the automatic segmentation of
moving objects from a video sequence.

1) Motivation: Segmentation of image sequences into re-
gions with different motions is of interest to a large number of
researchers. There is the need for segmentation methods that are
simple and perform well, in particular, when the moving objects
contain low-textured regions or there is low contrast between
the object and the background. We present here a computation-
ally simple method that performs well under these conditions:
low-texture and low-contrast. Our algorithms use as a key as-
sumption that the moving objects are rigid objects.
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Several papers on video coding develop computationally
simple algorithms for motion segmentation by processing two
consecutive frames only. They predict each frame from the
previous one through motion compensation [38]. Because their
focus is on compression and not in developing a high-level
representation, these algorithms fail to provide accurate seg-
mentation, in particular, with low-textured scenes; regions with
no texture are considered to remain unchanged. For example,
we applied the algorithm in [18] to segment a low-textured
moving object, a car, in a traffic video clip (see Fig. 1 where we
show on the left two frames of this video clip). The template
of the moving car as found by the algorithm in [18] is on the
right of Fig. 1. As we see, due to the low texture of the car, the
regions in the interior of the car are misclassified as belonging
to the background, leading to a highly incomplete car template.

2) Related Work: Background-estimation methods are very
appealing approaches to segmentation of moving objects due to
their simplicity. These methods infer the moving object tem-
plate by subtracting the input image from a previously esti-
mated background image [54], [50], [20], [35], [37], [43]. They
generally estimate the background from the data by attempting
to classify each pixel as either foreground or background. Al-
though background-estimation succeeds in many relevant situ-
ations, e.g., surveillance applications [25], it requires robust es-
timation of the background, which limits its application. Their
major failing is that generally they do not exploit the structure
of the object—they are usually pixel-wise independent.

In computer vision, commonly, motion-based segmentation
copes with low-textured scenes by coupling motion-based seg-
mentation with prior knowledge about the scenes as in statistical
regularization techniques, or by combining motion with other
attributes. For example, [13] uses a Markov random field (MRF)
prior and a Bayesian maximum a posteriori (MAP) criterion to
segment moving regions. The authors suggest a multiscale MRF
to resolve large regions of uniform intensity. In [19], the contour
of amoving object is estimated by fusing motion with color seg-
mentation and edge detection. In general, these methods lead to
complex and time consuming algorithms. Another approach to
object segmentation uses active contours [36], [14], including
methods that describe the contour as the level set of areal-valued
function defined in the image domain [39] (see, also, [45] and
[46] for applications to bioimaging). Besides edge information,
some of these methods also account for prior models on the in-
tensity values of the image inside and outside the contour [16],
[17]. These methods, as the pioneering work of Mumford and
Shah [42], estimate the contour of the object by minimizing a
global cost function, thus leading to robust estimates. The com-
putational cost is their major drawback—the minimization of
the cost function resorts to calculus of variations [41] with the
contour evolving according to partial differential equations [48],
which makes the algorithms rather expensive.
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Fig. 1.

Irani et al. use temporal integration. They average the im-
ages by registering them according to the motion of the different
objects in the scene [26], [27]. After processing a number of
frames, each of these averaged images should show only one
sharp region corresponding to the tracked object. This region
is found by detecting the stationary regions between the cor-
responding averaged image and the current frame. Unless the
background is textured enough to blur completely the averaged
images, some regions of the background can be classified as sta-
tionary. In this situation, the method in [26] and [27] overesti-
mates the template of the moving object. This is particularly
likely to happen when the background has large regions with
almost constant color or intensity level.

Layered models [53], [49], [8], [51], [34], [33], [21], [55]
brought new approaches to the segmentation of moving objects.
Tao et al. proposed a filtering approach where a two-dimen-
sional (2-D) Gaussian shape model is updated from frame to
frame [51]. This work was extended to the case where the back-
ground is described by a set of layers rather than a single one
[55]. In contrast to online filtering, Jojic and Frey proposed an
offline approach to infer flexible templates [33]. They use prob-
abilistic learning to estimate robustly the state of the system.
Since the exact posterior for the problem results intractable, they
use variational inference to compute a factorized approximation
and nonlinear optimization techniques coupled into an expecta-
tion-maximization (EM) algorithm [40].

3) Proposed Approach: Like the simple background-es-
timation algorithms, our approach exploits the fact that the
moving object occludes the background. We formulate seg-
mentation in a global way, as a parameter estimation problem
and derive a computationally simple algorithm. Because in
many interesting situations the 2-D shape of the moving object
does not change significantly across a number of consecutive
frames, e.g., moving cars (see Fig. 1), we exploit the object
rigidity. In this paper, we show how occlusion + rigidity enable
a computationally simple algorithm to jointly estimate the
unknown background and rigid shape of the moving object
directly from the image intensity values.

Our segmentation algorithm is derived as an approximation
to a penalized likelihood (PL) estimate of the unknown param-
eters in the image sequence model: the motions, the template of
the moving object, and the intensity levels of the object pixels
(object texture) and of the background pixels (background tex-
ture). The joint estimation of this complete set of parameters is a
very complex task. Motivated by our experience with real video
sequences, we decouple the estimation of the motions (moving
objects and camera) from that of the remaining parameters. The

Motion segmentation in low texture.

motions are estimated on a frame by frame basis and then these
estimates are used in the estimation of the remaining parame-
ters. Then, we introduce the motion estimates into the penalized
likelihood cost function and minimize it with respect to the re-
maining parameters.

The estimate of the texture of the object is obtained in closed
form. To estimate the texture of the background and the template
of the moving object, we develop a fast two-step iterative algo-
rithm. The first step estimates the background texture for a fixed
template—the solution is obtained in closed form. The second
step estimates the object template for a fixed background—the
solution is given by a simple binary test evaluated at each pixel.
The algorithm converges in a few iterations, typically three to
five iterations.

Our penalized likelihood cost function balances two terms.
The first term is the maximum likelihood (ML) cost function. Itis
a measure of the error between the observed data and the model.
The second term measures the size of the moving object, i.e.,
the area of its template. The minimum of the first term, i.e., the
ML estimate, is not always sharply defined. In fact, for regions
with low texture, the likelihood that this region belongs to the
background is very similar to the likelihood that it belongs to the
moving object. The penalization term addresses this difficulty
and makes the segmentation problem well posed: We look for
the smallest template that describes well the observed data.

The penalization term has a second very relevant impact—it
improves the convergence of the two-step iterative segmentation
algorithm. Usually, with iterative minimization algorithms, it is
important to have a good initial guess in order for the algorithm
to exhibit good convergence. In our algorithm, we adopt a re-
laxation strategy for the weight of the penalization term. This
enables us to avoid computationally expensive methods to com-
pute the initial estimates. Our experience shows that this strategy
makes the behavior of the algorithm quite insensitive to the ini-
tial guess, so much so that it suffices to initialize the process with
the trivial guess of having no moving object, i.e., every pixel is
assumed to belong to the background.

Although related to the work of Irani et al. [26], [27], our
approach models explicitly the occlusion of the background by
the moving object, and we use the frames available to estimate the
moving object templaterather than justasingle frame. Even when
there is little contrast and the color of the moving object is very
similar to the color of the background, our algorithm resolves
accurately the moving object from the background, because it
integrates over time existing small differences. Our approach
also relates to the work of Jojic and Frey [33] in the sense that
both approaches model the occlusion of the background by the
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moving object. However, our work is concerned with rigid shape,
in contrast with [33] that is concerned with flexible shape. We can
then exploit the rigidity of the object to derive a very simple algo-
rithm that estimates with high accuracy the shape of the moving
object, where all steps admit closed-form solutions. Although
our work applies only to rigid moving objects, the simplicity
of our algorithm enables us to consider more general class of
motions—translations and rotations—than [33] that restricts
the motions to single pixel translations. A final comment on our
approach regards offline versus online and real time. Our ap-
proach, as [33], builds the object template by processing several
frames. This leads to an inherent delay so that we can accumulate
a sufficient number of frames to resolve template ambiguities
and to achieve high accuracy. The number of frames, and the
corresponding delay, depends on the level of contrast between the
moving object and the background and on the object texture; it
may be acceptable or not acceptable in close-to-real time applica-
tions. In several sequences we tested, this number is on the order
of tens of frames, requiring buffering the video from a fraction of
a second to a few seconds. For example, with the “road traffic”
video clip in Section V, the maximum delay is 14 frames.

4) Paper Organization: In Section II, we state the segmen-
tation problem. We define the notation, develop the observation
model, and derive the penalized likelihood cost function. In Sec-
tion I1I, we address the minimization of the cost function. To pro-
vide insightinto the problem, we start by studying the ML estima-
tion problem, i.e., when no penalizing term is present; we detail a
two-step iterative method that minimizes this ML term of the cost
function. Section IV deals with penalized likelihood estimation.
We discuss when ML estimation is ill posed and address the
minimization of the complete penalized likelihood cost func-
tion. In Section V, we describe experiments that demonstrate the
performance of our algorithm. Section VI concludes the paper.

The model used in the paper and described in Section II was
introduced in [3]. Preliminary versions of the ML-estimation
step were presented in [3], [1], and [4].

II. PROBLEM FORMULATION

We discuss motion segmentation in the context of Genera-
tive Video (GV) (see [30]-[32] and [29]). GV is a framework
for the analysis and synthesis of video sequences. In GV, the
operational units are not the individual images in the original
sequence, as in standard methods, but rather the world images
and the ancillary data. The world images encode the nonredun-
dant information about the video sequence. They are augmented
views of the world—background world image—and complete
views of moving objects—figure world images. The ancillary
data registers the world images, stratifies them at each time in-
stant, and positions the camera with respect to the layering of
world images. The world images and the ancillary data are the
generative video representation, the information that is needed
to regenerate the original video sequence. We formulate the
moving object segmentation task as the problem of generating
the world images and ancillary data for the generative video
[30]-[32], [29] representation of a video clip.

Motion analysis toward three-dimensional (3-D) model-
based video representations are treated in [5] and [6].
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A. Notation

We describe an image by a real-valued function defined on a
subset of the real plane. The image space is a set {I: D — R},
where I is an image, D is the domain of the image, and R is
the range of the image. The domain D is a compact subset of
the real plane R?, and the range R is a subset of the real line
R2. Examples of images in this paper are the frame f in a video
sequence, denoted by I, the background world image, denoted
by B, the moving object world image, denoted by O, and the
moving object template, denoted by T. The images 17, B, and
O have range R2. They code intensity gray levels.! The template
T of the moving object is a binary image, i.e., an image with
range R = {0, 1}, defining the region occupied by the moving
object. The domain of the images Iy and T is a rectangle corre-
sponding to the support of the frames. The domain of the back-
ground world image B is a subset D of the plane whose shape
and size depends on the camera motion, i.e., D is the region of
the background observed in the entire sequence. The domain D
of the moving object world image is the subset of R? where the
template T takes the value 1,1i.e., D = {(z,y) : T(z,y) = 1}.

In our implementation, the domain of each image in the video
sequence is rectangularly shaped with its size fitting the needs
of the corresponding image. Although we use a continuous spa-
tial dependence for commodity, in practice, the domains are dis-
cretized and the images are stored as matrices. We index the
entries of each of these matrices by the pixels (z,y) of each
image and refer to the value of image I at pixel (x, y) as I(z, y).
Throughout the text, we refer to the image product of two im-
ages A and B, i.e., the image whose value at pixel (z,y) equals
A(z,y)B(z,y), as the image AB. Note that this corresponds to
the Hadamard product, or elementwise product, of the matrices
representing images A and B, not their matrix product.

We consider 2-D parallel motions, i.e., all motions (transla-
tions and rotations) are parallel to the camera plane. We repre-
sent this type of motions by specifying time varying position
vectors. These vectors code rotation-translation pairs that take
values in the group of rigid transformations of the plane, the spe-
cial Euclidean group SE(2). The image obtained by applying the
rigid motion coded by the vector p to the image I is denoted by
M(p)I. The image M (p)I is also usually called the registra-
tion of the image I according to the position vector p. The entity
represented by M (p) is seen as a motion operator. In practice,
the (x,y) entry of the matrix representing the image M (p)I
is given by M(p)I(z,y) = I(fo(p;z,y), fy(P;z,y)) where
fz(p;z,y) and f,(p; ,y) represent the coordinate transforma-
tion imposed by the 2-D rigid motion. We use bilinear interpola-
tion to compute the intensity values at points that fall in between
the stored samples of an image.

The motion operators can be composed. The registration of
the image M (p)I according to the position vector q is de-
noted by M(qp)I. By doing this, we are using the notation
qp for the composition of the two elements of SE(2), q and
p. We denote the inverse of p by p#, i.e., the vector p# is such

IFor simplicity, we take the pixel intensities to be real valued, although, in
practice, they are integer valued in the range [0...255]. The analysis in the
paper is easily extended to color images by specifying color either by the per-
ceptual attributes brightness, hue, and saturation or by the primary colors red,
green, and blue (see [28])
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that when composed with p we obtain the identity element of
SE(2). Thus, the registration of the image M (p)I according to
the posmon vector p# obtains the original image I, so we have
M(p p)I = M(pp )I = I. Note that, in general, the ele-
ments of SE(2) do not commute, i.e., we have qp # pq, and
M(qp)I # M(pq)I. Only in special cases is the composition
of the motion operators not affected by the order of their ap-
plication, as for example when the motions p and q are pure
translations or pure rotations.

The notation for the position vectors involved in the segmen-
tation problem is as follows. The vector ps represents the po-
sition of the background world image relative to the camera in
frame f. The vector qy represents the position of the moving
object relative to the camera in frame f.

B. Observation Model

The observation model considers a scene with a moving ob-
ject in front of a moving camera with 2-D parallel motions. The
pixel (z,y) of the image I belongs either to the background
world image B or to the object world image O. The intensity
I(z,y) of the pixel (z,y) is modeled as

I(z,y) = M(p)B(z,y)[1 — M(q)T(x,y)]
+ M(qHO (2, ) M(qT (2, y) + Wi(z,9) (1)

where T is the moving object template, ps and qf are the
camera pose and the object position, and W ; stands for the ob-
servation noise, assumed Gaussian, zero mean, and white.

Equation (1) states that the intensity of the pixel (z,y) on
frame f,I;(z,y), is a noisy version of the true value of the in-
tensity level of the pixel (z,y). If the pixel (z,y) of the cur-
rent image belongs to the template of the object T after the
template is compensated b ﬁ?, the object osmon i.e., registered
according to the vector q, then M(q})T(z,y) = 1. In this
case, the first term of the rlght hand side of (1) is zero, and the
image intensity I(x, y) reduces to a noisy version of the second
term. This second term, /\/l(qq'}k)O(a:7 y), is the intensity of the
pixel (z,y) of the moving object. In other words, the intensity
I;(z,y) equals the object intensity /\/l(qff)O(z, y) corrupted
by the noise W s(z,y). On the other hand, if the pixel (z,y)
does not belong to the template of the object M (q?)T($7 y) =
0, the pixel belongs then to the background world image B, reg-
istered according to the inverse pjf of the camera position. In
this case, the intensity I;(x,y) is a noisy version of the back-
ground intensity M(p?)B(:L’, y). We want to emphasize that,
rather than modeling simply the two different motions, as usu-
ally done in other approaches that process only two consecutive
frames, equation (1) models the occlusion of the background by
the moving object explicitly. Also, (1), which composites the
image in the sequence by overlaying on the background image
the image of the moving object at the appropriate position, as-
sumes that the object is opaque. Transparency could be taken
into consideration by affecting the middle term in (1) with a
transparency index. We do not pursue this here.

Equation (1) is rewritten in compact form as

I; = {MpHB[1 - M(qh)T]
+M@hoMm@hT+WiH
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where we assume that Iy(z,y) = 0 for (z, y) outside the region
observed by the camera. This is taken care of in (2) by the binary
image H whose (z,y) entry is such that H(z,y) = 1 if pixel
(x,y) is in the observed images I or H(x, y) = 0 if otherwise.
The image 1 is constant with value 1.

Basically, the model in (2) describes the images in the se-
quence as a noisy version of a collage of 2-D images: the back-
ground, described by the background world image B, and the
moving object, described by the object world image O. This
model, which we have proposed in [3], [1], and [4], is similar to
the one used by Jojic and Frey in [33] to capture flexible moving
objects. We will see that modeling the template T of the moving
object as a fixed binary matrix, i.e., that the object is rigid, en-
ables us to develop a very simple segmentation algorithm.

In (2), each image in the sequence is obtained by first reg-
istering the background with respect to the camera position,
as given by py, then registering the object with respect to the
background, as given by qy, and, finally, by clipping the com-
posite of the background plus object by the field of view of the
camera—operator H. Since the background is first registered
according to the camera motion, the clipping operator H does
not depend on the frame index f.

Fig. 2 illustrates model (2) for one-dimensional (1-D) frames
I;(x), where « is now a scalar. The top plot, a sinusoid, is the
intensity B(xz) of the background world image. The template
T(z) of the moving object is shown on the left of the second
level as the union of two disjoint intervals. The intensity level
O(x) of the moving object is also sinusoidal, and is shown on
the right plot on the second level. The frequency of this sinu-
soidal intensity is higher than the frequency of the background
intensity B(z). The camera window H is the interval shown in
the third level. It clips the region observed by the camera. The
two bottom curves show two frames I; and I». They are given
by a noise-free version of the model in equation (2). In between
these two frames, both the camera and the object moved: the
camera moved two pixels to the right, corresponding to the back-
ground motion in the opposite direction, while the object moved
three pixels to the right relative to the camera. The observation
model of equation (2) and the illustration of Fig. 2 emphasize
the role of the building blocks involved in representing an image
sequence {Iy,1 < f < F} according to the generative video
framework [30]-[32], [29].

C. Energy Minimization: Penalized Likelihood Estimation

Given F frames {I;,1 < f < F}, we want to estimate
the background world image B, the object world image O,
the object template T, the camera poses {pys,1 < f < F},
and the object positions {qs,1 < f < F}. The quantities
{B,0O,T,{pr},{qy}} define the generative video representa-
tion, [30]-[32], [29], the information that is needed to regenerate
the original video sequence.

The problem as stated may be very difficult. As an example,
consider that the object moves in front of a constant intensity
background, i.e., the background has no texture. This image
sequence is indistinguishable from an image sequence where
the object template is arbitrarily enlarged with pixels whose in-
tensity equals the intensity of the background. Without addi-
tional knowledge, it is not possible to decide whether a pixel
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with intensity equal to the background intensity belongs to the
background or to the moving object, i.e., no algorithm can seg-
ment unambiguously the moving object. Although extreme, this
example illustrates the difficulties of segmenting objects from
backgrounds that have large patches with low texture (see the
example in Fig. 1).

To address this issue, we assume that the object is small. This
is in agreement with what the human visual system usually im-
plicitly assumes. We incorporate this constraint into the segmen-
tation problem by minimizing a cost function given by

Cpr = Cyr + a Area(T) 3)
where Cyr, is the ML cost function, derived below, « is a
nonnegative weight, and Area(T) is the area of the template.
Minimizing the cost Cpy, balances the agreement between the
observations and the model (term Cyp,) with minimizing the
area of the template. The term o« Area(T) can be interpreted
as a Bayesian prior and the cost function (3) as the negative
log posterior probability whose minimization leads to the MAP
estimate, as usual in Bayesian inference approaches [11]. It can
also be motivated through information-theoretic criteria like
Akaike’s AIC [47] or the minimum description length principle
[9]. Different basic principles lead to different choices for the
parameter « but the structure of the cost function is still as in
(3). Statisticians usually call the generic form (3) a penalized
likelihood (PL) cost function [23]. Our choice for the weight «
is discussed in Section IV.

From the observation model (2) and the Gaussian white noise
assumption, the likelihood is given by

p(B, 07 T7 {pf7 qf}HIf})
= [T Nz, 9): M(pF)B(z, )1 — M(qF)T(z, )]
frxy

+ M(ah)O(a, y) M(a?)T(x,y), 0?). )

Tllustration of the 1-D generative video image formation and observation model.

By maximizing the logarithm of the likelihood (4), we derive
the ML term of the penalized likelihood cost function (3) as?

CyL
.. F
- / / S {1y (2, y) — MpH)B(, 9)[1 - M(a)T(z, )]
F=1

— M(a)O(z, y) M(a?)T(x,y)}?H(z,y) dz dy  (5)

where the inner sum is over the full set of F’ frames and the outer
integral is over all pixels.

The estimation of the parameters of (2) using the F' frames
rather than a single pair of images is a distinguishing feature of
our work. Other techniques usually process only two or three
consecutive frames. We use all frames available as needed. The
estimation of the parameters through the minimization of a cost
function that involves directly the image intensity values is an-
other distinguishing feature of our approach. Other methods try
to make some type of post-processing over incomplete tem-
plate estimates. We process directly the image intensity values,
through penalized likelihood estimation.

By describing the shape of the moving object by the binary
template T, we are able to express the ML cost function as in
(5), i.e., in terms of an integral whose region of integration is
independent of the unknown shape. This enables developing a
computationally simple algorithm to estimate the shape of the
object. The same type of idea has been used in the context of
the single-image intensity-based segmentation problem, for ex-
ample, Ambrosio and Tortorelli [7] adapted the Mumford and
Shah theory [42] by using a continuous binary field instead of a
binary edge process.

The minimization of the functional Cpy, in (5) with respect
to the set of generative video constructs {B, O, T} and to the
motions {{pr},{ar},1 < f < F} is still a highly complex

2We use a continuous spatial dependence for simplicity. The variables « and
y are continuous while f is discrete. In practice, the integral is approximated by
the sum over all the pixels.
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task. To obtain a computationally feasible algorithm, we sim-
plify the problem. We decouple the estimation of the motions
{{ps}.{as}.1 < f < F} from the determination of the gen-
erative video constructs {B, O, T}. This is reasonable from a
practical point of view and is well supported by our experi-
mental results with real videos.

The rationale behind the simplification is that the motion of
the object (and the motion of the background) can be usually in-
ferred without knowing precisely the object template. To better
appreciate the complexity of the problem, consider an image
sequence with no prior knowledge available, except that an ob-
ject moves with respect to an unknown background. Even with
no spatial cues, for example, if the background texture and the
object texture are spatially white noise random variables, the
human visual system can easily infer the motion of the back-
ground and the motion of the object from only two consecutive
frames. However, this is not the case with respect to the template
of the moving object; to infer an accurate template, we need a
much higher number of frames that enables us to easily capture
the rigidity of the object across time. This observation motivated
our approach of decoupling the estimation of the motions from
the estimation of the remaining parameters.

We estimate the motions on a frame by frame basis using a
simple sequential method (see [1] for details). We first compute
the dominant motion in the image, which corresponds to the mo-
tion of the background. Then, after compensating for the back-
ground motion, we compute the object motion. We estimate the
parameters describing both motions by using a known motion
estimation method (see [10]). After estimating the motions, we
introduce the motion estimates into the penalized likelihood cost
function and minimize with respect to the remaining parame-
ters. Clearly, this solution is suboptimal in the sense that it is an
approximation to the penalized likelihood estimate of the entire
set of parameters, and it can be thought of as an initial guess for
the minimizer of the penalized likelihood cost function given by
(5). This initial estimate can then be refined by using a greedy
approach. We emphasize that the key problem we address in this
paper is finding the initial guess in an expedite way, not the final
refinement.

III. MINIMIZATION PROCEDURE

In this section, we assume that the motions have been cor-
rectly estimated and are known. In reality, the motions are
continuously estimated. Assuming the motions are known, the
problem becomes the minimization of the penalized likelihood
cost function with respect to the remaining parameters, i.e.,
with respect to the template of the moving object, the texture of
the moving object, and the texture of the background.

A. Two-Step Iterative Algorithm

Due to the special structure of the penalized likelihood cost
function, we can express explicitly and with no approximations
involved the estimate O of the texture of the object world image
in terms of the template T'. Doing this, we are left with the min-
imization of Cpy, with respect to the template T and the texture
of the background world image B, still a nonlinear minimiza-
tion. We approximate this minimization by a two-step iterative
algorithm: 1) in step one, we solve for the background B while
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the template T is kept fixed, and 2) in step two, we solve for
the template T while the background B is kept fixed. We obtain
closed-form solutions for the minimizers in each of the steps 1)
and 2). The two steps are repeated iteratively. The value of Cpy,
decreases along the iterative process. The algorithm proceeds
till every pixel has been assigned unambiguously to either the
moving object or to the background.

The initial guess in iterative algorithms is very relevant to the
convergence of the algorithm—a bad initial guess may lead to
convergence to a local optimum. As an initial guess, we may
start with an estimate for the background like the average of the
images in the sequence, including or not a robust statistic tech-
nique like outlier rejection (see, for example, [12]). The quality
of this background estimate depends on the occlusion level of
the background in the images processed. In [1], we propose a
more elaborate technique that leads to better initial estimates
of the background. However, sophisticate ad hoc methods to
recover the background result in computationally complex al-
gorithms. In this paper, instead of using these algorithms, we
use a continuation method, i.e., we relax the cost function. We
start from a cost for which we know we can find the global min-
imum, and then we gradually change the cost, keeping track of
the minimum, to end at the desired cost function. Due to the
structure of the penalized likelihood cost function (3), the con-
tinuation method is easily implemented by relaxing the weight
«, as in annealing schedules, e.g., stochastic relaxation [22]. We
start with a high value for v such that the minimum of the cost
(3) occurs at T(z,y) = 0, Y, ,—it is clear from (3) that this is
always possible. Then, we gradually decrease o and minimize
the corresponding intermediate costs, till we reach the desired
cost and the correct segmentation. In Section IV, we discuss the
impact of the final value of a.

To provide good insight into the problem, we start by studying
the cost function (3) when there is no penalty term, i.e., when
a = 0. The problem reduces to minimizing the term Clyy,, i.e.,
the ML cost function given by (5). This we do in the remaining
of this section. In Section IV, we come back to the general penal-
ized likelihood cost function; we will see that the ML-analysis
extends gracefully to penalized likelihood estimation.

B. Estimation of the Moving Object World Image

We express the estimate O of the moving object world image
in terms of the object template T. By minimizing Cyyy, in (5)
with respect to the intensity value O(z,y), we obtain the av-
erage of the pixels that correspond to the point (z,y) of the ob-
ject. The estimate O of the moving object world image is then

~ 1 &
0=T > M(ap)y.
f=1
This compact equation averages the observations I registered
according to the motion q; of the object in the region corre-
sponding to the template T of the moving object.
We consider now separately the two steps of the iterative al-
gorithm described above.

(6)

C. Step 1): Estimation of the Background for Fixed Template

To find the estimate B of the background world image, given
the template T, we register each term of the sum of Cyy, in



AGUIAR AND MOURA: FIGURE-GROUND SEGMENTATION FROM OCCLUSION

(5) according to the position of the camera py relative to the
background. This is a valid operation because Cyyy, is defined
as a sum over all the space {(x,y)}. We get

F
O = [ [ Y (ML~ Bt~ M(psaf))
f=1

~ M(prah)OM(pra) T(2,y) )2 M(py)Hdz dy. (7)

Minimizing the ML cost function Cyy, given by (7) with respect
to the intensity value B(x, ), we get the estimate B(z, y) as the
average of the observed pixels that correspond to the pixel (x/\, Y)
of the background. The background world image estimate B is
then written as

o[l — M(pra®) TIM(py )Ly
Y1 = M(pra)TIM(py)H

The estimate B of the background world image in (8) is the
average of the observations I registered according to the back-
ground motion p;, in the regions {(z,y)} not occluded by the
moving object, i.e., when M(pfq#;)T(w./y) = 0. The term
M(py)H provides the correct averaging normalization in the
denominator by accounting only for the pixels seen in the cor-
responding image.

If we compare the moving object world image estimate o
given by (6) with the background world image estimate Bin (8),
we see that O is linear in the template T, while B is nonlinear
in T. This has implications when estimating the template T of
the moving object, as we see next.

B= ®)

D. Step 2): Estimation of the Template for Fixed Background

Let the background world image B be given and replace the
object world image estimate O given by (6) in equation (5). The
ML cost function Cyyr, becomes linearly related to the object
template T. Manipulating Cyyr, as described next, we obtain

Cwvr, = // T(z,y)Q(z,y) dz dy + Constant ©)

where Q, which we call the segmentation matrix, is given by

Q(z,y) = Qu(z,y) — Qa(z,y) (10)
=% fi:Zi[M a)Ts(2,y) — M(ag)Ty(z, y))?

(1D

Qa(z,y) = }i[M(Qf)If(x;y) — M(qrp?)B(z, ). (12)

On first reading, the reader may want to skip the derivation of
equations (9) to (12) and proceed till after (21) on page 13.

1) Derivation of (9)—(12): Replace the estimate O of the
moving object world image, given by (6), in (5), to obtain

F
o= | / 3 {I - M(pHB[L - M(a)T]
F

Z

2
(affa,)1 (q?)T} Hdzdy. (13)
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Register each term of the sum according to the object position
dy. This is valid because Ci, is defined as an integral over all
the space {(z,y)}. The result is

Cwmr = //Z{ (ap)Tf — M(QfP#)B]

+ M(quf

} 2
In the remainder of the derivation, the spatial dependence is not

important here, and we simplify the notation by omitting (z, y).
We rewrite the equation for Cyjy, in compact form as

CML ://Cdil?dy
where C = Y7, {[Z; — By]

Fls- iz} as

I; = M(ap)I(e.y), By = M(asph)B(z,y)
Hy = M(ay)H(z,y).

x M(qy)Hdz dy. (14)

and
(16)

Manipulating C under the assumption that the moving object
is completely visible in the F' images (TH; = T,V;), and
using the left equality in (19), we obtain

rlEe

F
C =T} [21;B; — B}] -
f=1

F
Z [Z; — Bf]*Hs. (17)

The second term of C in (17) is independent of the template
T. To show that the sum that multiplies T is the segmentation
matrix Q as defined by equations (10)—(12), write QQ using the
notation introduced in (16)

F f-1
FZZ 77 + I, — 21,1,

f=2g=1

F
- Z [Z7 + B} — 2Z;Bs] . (18)
f=1

We now need the following equalities:

F F F
ZIg :ZZIfIg and
g=1

f=1g=1
F
Y 12
g=1

Manipulating (18), using the two equalities in (19), we obtain

2

F f—1
>

F=2g=1

I} + T2 = (F - (19)

F F f-1
Q=Y [27;B; - B}] - ZIZ+QZZIfI
f=1 f=2g9=1

(20)
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The following equality concludes the derivation:

2

F F F f-1
SNzl =D 10+2> ) 1,1, (21)
g=1 g=1 f=2g=1

O

We estimate the template T by minimizing the ML cost func-
tion given by (9) over the template T, given the background
world image B. It is clear from (9) that the minimization of Cyr,
with respect to each spatial location of T is independent from
the minimization over the other locations. The template T that
minimizes the ML cost function Cyy, is given by the following
test evaluated at each pixel:

T (z,y)=0
>

Ql(x"/y),\ <

T(z,y)=1

Qz(z,y). (22)

The estimate T' of the template of the moving object in (22)
is obtained by checking which of two accumulated square dif-
ferences is greater. In the spatial locations where the accumu-
lated differences between each frame M(qs)I; and the back-
ground /\/l(quﬁ)B are greater than the accumulated differ-
ences between each pair of co-registered frames M(qs)I; and
M(qy)I,, we estimate T(z,y) = 1, meaning that these pixels
belong to the moving object. If not, the pixel is assigned to the
background.

The reason why we did not replace the background world
image estimate B given by (8) in (5) as we did with the object
world image estimate O is that it leads to an equation for Cypr,
in which the minimization with respect to each different spatial
location T(z,y) is not independent from the other locations.
Solving this binary minimization problem by a conventional
method is extremely time consuming. In contrast, the minimiza-
tion of Cyr, over T for fixed B results in a local binary test,
which makes our solution computationally very simple. This
closed-form solution is rooted on our assumption of rigid shape,
which contrasts to the flexible shape model and the probabilistic
learning approach of [33], where the solution is not in closed
form.

We illustrate the template estimation step for a sequence of
1-D frames obtained with the generative video building blocks
of Fig. 2. We synthesized an image sequence by using the model
in (2). The camera position was chosen constant and the object
position was set to increase linearly with time. The frame se-
quence obtained is represented in Fig. 3. Time increases from
bottom to top. From the plot of Fig. 3 we can see that the back-
ground is stationary and the object moves from left to right.

The evolutions of the matrices Q; and Q2 (in this experi-
ment, Q; and Q- are vectors because the frames are 1-D) are
represented by the plots in Fig. 4. The left plot represents the
evolution of Q;, while the right plot represents Q5. Time in-
creases from bottom to top. At the beginning, when only a few
frames have been taken into account, the values of Q1 and Q>
are small and the test (22) is inconclusive. As more observations
are processed, the absolute value of the difference between Q4
and Q- rises and the test becomes unambiguous (see the evolu-
tion of the segmentation matrix Q = Q1 — Q2 shown on the left
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Fig. 3. One-dimensional image sequence synthesized with the generative
video constructs of Fig. 2. Time increases from bottom to top.

plot of Fig. 5). When enough frames were processed, Q takes
high positive values for pixels that do not belong to the template
of the moving object, and negative values for pixels belonging
to the template [see the shape of Q in the top of the left plot of
Fig. 5 (the straight line at the bottom represents Q = 0) and the
template of the moving object in Fig. 2].

On the right plot of Fig. 5, we show a grey level representa-
tion of the evolution of the result of the test (22). Time increases
from bottom to top. Regions classified as belonging to the ob-
ject template are light. Regions classified as not belonging to the
template are dark. Middle grey regions correspond to the test
(22) being inconclusive. Note that, after processing a number
of frames, the regions are either light or dark, meaning that the
test (22) is unambiguous at every spatial location. The right plot
of Fig. 5 illustrates the convergence behavior of the template
test—the estimates of the template of the moving object confirm
the statement above about the evolution of the segmentation ma-
trix Q in the left plot of Fig. 5, i.e., we see that the sequence of
estimates of the template converges to the true template, repre-
sented in Fig. 2.

The top row of the right plot in Fig. 5 shows the final estimate
of the template of the moving object. It is equal to the actual
template, represented in Fig. 2. In this example, the template
of the moving object is the union of two disjoint intervals. We
see that the segmentation algorithm recovers successfully the
template of the moving object even when it is a disconnected
set of pixels.

IV. PENALIZED LIKELIHOOD

As anticipated in Section I when we formulated the problem,
it may happen that, after processing the F' available frames,
the test (22) remains inconclusive at a given pixel (z,y), i.e.,
Qi1(z,y) ~ Qa(z,y). In other words, it is not possible to de-
cide if this pixel belongs to the moving object or to the back-
ground. This ambiguity comes naturally from the fact that the
available observations are in agreement with both hypothesis.
We make the decision unambiguous by looking for the smallest
template that describes well the observations, through penalized
likelihood estimation. Minimizing the penalized likelihood cost
function (3), introduced in Section II, balances the agreement
between the observations and the model, with minimizing the
area of the template.
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Fig. 4. Evolution of Q; and Q- for the image sequence of Fig. 3. Time increases from bottom to top.

Q=Q1-Q2

space

Fig. 5.

time

test

space

Template estimation for the image sequence of Fig. 3. Left: Evolution of the segmentation matrix Q. Right: Template estimates. Regions classified as

belonging to the object template are light. Regions classified as not belonging to the template are dark. Middle grey regions correspond to the test (22) being

inconclusive. In both plots, time increases from bottom to top.

A. Penalized Likelihood Estimation Algorithm

We now modify the algorithm described in the previous sec-
tion to address the minimization of the penalized likelihood cost
function Cpp, in (3). Re-write Cpy, as

Cpr, = Oy + aArea(T) = Oy + « // T(z,y) dz dy
(23)

where Cyyy, is as in (5), « is nonnegative, and Area(T) is the
area of the template. Carrying out the minimization, first note
that the second term in (23) does not depend on O, neither on
B, so we get Op, = O and Bpy, = B. By replacing O in Cpy,,
we get a modified version of (9)

Cpr, = // T(z,y)[Q(z,y) + o] dz dy + Constant ~ (24)

where the segmentation matrix Q is as defined in (10), (11), and
(12). The penalized likelihood estimate of the template is then
given by the following test, which extends test (22)

Ter(z,y)=0
>

Q(z,y) <

Tpr(z,y)=1

(25)

— (.

B. Relaxation

It is now clear that the strategy of relaxing the parameter o
has an advantage with respect to the ML-only two-step algo-
rithm of [4]. To emphasize this point, consider using ML as in

Section III-A initialized by estimating the background as the av-
erage of the coregistered input images, i.e., the initial estimate
of the background is contaminated by the moving object inten-
sity values. It may happen that the next estimate of the template,
obtained from test (22) is, erroneously, so large that, in the next
step, the estimate of the background cannot be computed at all
pixels and the algorithm freezes and cannot proceed. Consider
now using the same initialization but with a relaxation scheme
for the parameter «. Using the penalized likelihood test (25),
with a large value for o, the next estimate of the template will
be very small (the parameter « can even be set to a value such
that the template estimate will contain a single pixel). Using this
template estimate, the next estimate of the background will be
less contaminated by the moving object intensity values and,
thus, closer to the true background. The next penalized likeli-
hood estimate of the template, obtained from test (25) with a
slightly smaller «, will then be slightly larger and closer to the
true template of the moving object. This relaxation proceeds
until the parameter « reaches either zero, leading to the ML es-
timate minimizing (5), or a value previously chosen, leading to
the penalized likelihood estimate minimizing (23).

We illustrate the impact of the relaxation procedure by using
again a 1-D example. The moving object template is represented
on the left plot of Fig. 6. It is composed by four segments of
different lengths. We synthesized eleven 1-D images by moving
the object from left to right with a constant speed of two pixels
per frame. Each of the lines of the right plot of Fig. 6, labeled
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Fig. 6. Left: One-dimensional template [11110011011111001111].

from top to bottom from 1 to 11, shows one resulting image and
the full right plot shows the image sequence. As this plot clearly
shows, the noise and the similarity between the textures of the
background and the object makes it very challenging to obtain
an accurate segmentation.

The plots of Fig. 7 illustrate the behavior of the algorithm
with the relaxation procedure just outlined. Evolution occurs
from the top-left plot to the bottom-right plot. Each plot shows:
1) the symmetry? of the entries of the segmentation matrix Q,
marked with a solid line; 2) the value of the threshold param-
eter o, marked with a dashed line; and 3) the estimate Tpy, of
the template, marked with stars (“x”). The top-left plot repre-
sents the first penalized likelihood test (25) after initializing the
background estimate by averaging the images in the sequence.
From this plot we see that the threshold parameter « is high
enough such that only one pixel is classified as belonging to the
object template, i.e., only one entry of the symmetric segmenta-
tion matrix is above the threshold a.. The values of the segmen-
tation matrix in this plot make clear that, if o was set to zero
at this early stage, the template would be clearly overestimated
(compare with the true template in the left plot Fig. 6), the next
background estimate would be incomplete, and the two-step al-
gorithm could not proceed. On the other hand, by choosing the
value of « in such a way that only one pixel is classified as be-
long to the template, the algorithm is able to refine the back-
ground estimate, leading to the second template test, represented
on the second plot from left on the top of Fig. 7. Here, we de-
crease the value of the threshold «, enabling a second pixel to
be classified as belonging to the template. In this example, the
relaxation process continues until « reaches zero, leading to the
ML estimate. To ease visualization, we use a different vertical
scale for the last eight plots. The final estimate, represented on
the bottom-right plot, shows that our method successfully seg-
mented the moving object from the image sequence on the right
of Fig. 6 (compare with the left plot of Fig. 6).

In general, the relaxation of o can be made faster than we did
for this example, i.e., at each step, several pixels can be added
to the estimate of the template. Anyway, any relaxation proce-
dure for our segmentation algorithm should stop and decrease
the relaxation rate whenever a background estimate returns in-

3We represent the entries of negative Q, i.e., —Q, because those are the values
to be compared with the weight o through (25).
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Right: one-dimensional image sequence. Time increases from top to bottom.

complete. In our experiments with real video, we decreased «
linearly, in four to five steps.

C. Stopping Criteria

To stop the relaxation process we could stop as soon as the es-
timate 'i‘pL of the template of the moving object stabilizes, i.e.,
as soon as no more pixels are added to it. However, to resolve the
problems with low-contrast background that motivated the use
of penalized likelihood estimation, we stop the relaxation when
a reaches a pre-specified minimum value aypn. This ayn can
be chosen by experimentation, but we can actually predict from
the observation model (1) what are good choices for it. If the
minimum value ayy is chosen very high, we risk that some
pixel (z,y) of the moving object, i.e., with T(z,y) = 1, is er-
roneously classified as belonging to the background, since from
test (25), Q(z,y) > —amin = Tpr(z,y) = 0. In [1], using
the observation model (1) and the definition of the segmenta-
tion matrix Q in (10), (11), and (12), we show that the expected
value of the entry Q(z,y) for a pixel (z,y) of the moving ob-
ject, i.e., with T(z,y) = 1, can be approximated as

Er—1{Q(z,)} = = Y _[O(z,y) — M(asp?)B(z,y)]*.
f=1

(26)

This equation shows that, as we process more frames,
Er—1{Q(z,y)} becomes more negative, reducing the proba-
bility of Q(z,y) > —amin, and so of misclassifying the pixel
(z,y) as belonging to the background.# Equation (26) then
suggests that good choices for the threshold ayn are in the
interval |0, —Er—1 {Q}[. Since, in practice, we cannot compute
Er=1{Q} because we do not know before hand what are the
intensity levels of the object and the background, we assume a
value S2 for their average square difference and chose ayn in
the middle of the interval, |0, F'S?[, where F is a constant. In
our experiments, with 1 byte-per-pixel gray level images, i.e.,
with intensities in the interval [0, 255], we used ann = 20,
obtained by setting S? = 2 and F = 10. Our experience has
shown that any other value ajn not too close to the extremes
of the above interval would lead to the same estimates.

4In [1], using Tchebycheff inequality [44], we derive upper bounds for the
probability of misclassification.
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Relaxation for the 1-D image sequence of Fig. 6. Evolution occurs from the top-left plot to the bottom-right plot. Each plot shows: i) the symmetry of the

entries of the segmentation matrix Q, marked by a solid line; ii) the value of the threshold parameter <, marked by a dashed line; and iii) the estimate 'T‘pL of the

oy

template, marked by stars (
left plot of Fig. 6).

V. EXPERIMENTS

We describe four experiments. The first two use challenging
computer generated image sequences to illustrate the conver-
gence of our algorithm and its capability to segment complex
shaped moving objects and low-contrast video. In the third and
fourth experiments, we use real video sequences. The third ex-
periment illustrates the time evolution of the segmentation ma-
trix. The fourth experiment segments a traffic video clip.

1) Complex Shape: We synthesized an image sequence, the
“IST” sequence, according to the model described in Section
II. Fig. 8 shows the world images used. The left frame, from
a real video, is the background world image. The moving ob-
ject template is the logo of the Instituto Superior Técnico (IST)
which is transparent between the letters. Its world image, shown
on the right frame, is obtained by clipping with the IST logo a
portion of one of the frames in the sequence. The task of recon-
structing the object template is particularly challenging with this
video sequence due to the low contrast between the object and
the background and the complexity of the template. We synthe-
sized a sequence of 20 images where the background is static
and the IST logo moves around.

). The final estimate, on the bottom-right plot, shows that our method successfully segmented the moving object (compare with the

Fig. 8. Constructs for the synthetic image sequence. Left: Background.
Right: Moving object.

Fig. 9 shows three frames of the sequence obtained according
to the image formation model introduced in Section II, equation
(2), with noise variance 02 = 4 (the intensity values are in
the interval [0,255]). The object moves from the center (left
frame) down by translational and rotational motion. It is difficult
to recognize the logo in the right frame because its texture is
confused with the texture of the background.

Fig. 10 illustrates the four iterations it took for the two-step
estimation method of our algorithm to converge. The template
estimate is initialized to zero (top left frame). Each background
estimate in the bottom was obtained using the template estimate
on the top of it. Each template estimate was obtained using the
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Fig. 11.

previous background estimate. The arrows in Fig. 10 indicate
the flow of the algorithm. The good template estimate obtained
(see bottom left image) illustrates that our algorithm can esti-
mate complex templates in low-contrast background.

Note that this type of complex templates (objects with trans-
parentregions) is much easier to describe by using abinary matrix
than by using contour based descriptions, like splines, Fourier
descriptors, or snakes. Our algorithm overcomes the difficulty
arising from the higher number of degrees of freedom of the bi-
nary template by integrating over time the small intensity differ-
ences between the background and the object. The two-step iter-
ative algorithm performs this integration in an expedite way.

2) Low-Contrast Video: By rotating and translating the ob-
ject shown on the left image of Fig. 11, we synthesized 20
frames, two of which are shown in the middle and right images
of Fig. 11. As these images clearly show, the noise and the sim-
ilarity between the textures of the background and the object
makes it very challenging to obtain an accurate segmentation.

Fig. 12 describes the evolution of the estimate of the moving
object template through the relaxation process described in Sec-
tion IV. The final estimate, shown in the bottom-right image of
Fig. 12, shows that our algorithm was able to recover the true
shape of the moving object (left image of Fig. 11).

Left: moving object. Middle and right: noisy video frames.

3) Robot Soccer: We used a sequence of 20 images, the
“robot soccer” sequence, obtained from a robot soccer game
(see [52]). It shows a white robot pursuing the ball. Frames 1,
4, 8, and 16 of the robot soccer video sequence are in Fig. 13.

Although it is an easy task for humans to segment correctly
the video sequence in Fig. 13, even looking at a single frame,
this is not the case when motion is the only cue taken into ac-
count. In fact, due to the low texture of the regions of both the
field and the robot, the robot template is ambiguous during the
first frames of the sequence. This is because several regions be-
longing to the field can be incorrectly classified as belonging to
the robot, since the motion of the robot during the first frames is
such that the video sequence would be the same whether or not
those regions move rigidly with the robot. The same happens to
regions of the robot that can be interpreted as being stationary
with respect to the field. Only after the robot rotates, it is pos-
sible to determine, without ambiguity, its template.

4) Multiple Objects: The robot soccer video sequence con-
tains two moving objects. Our algorithm deals with multiple
moving objects by running the segmentation procedure, inde-
pendently, for each of them. This basically requires estimating
the motions of the independently moving objects. Since the al-
gorithm does not require an accurate segmentation when esti-
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Fig. 12. Relaxation. Evolution of the estimate of the moving object template for the image sequence in Fig. 11. The final estimate (bottom right) coincides with

the true shape of the moving object in the left image of Fig. 11.

Fig. 13.

Robot soccer video sequence. Frames 1, 4, 8, and 16.

Fig. 14. Estimate of the robot template after frames 2, 4, 6, and 10 of the video sequence of Fig. 13.

mating the image motion (in fact it does not require any seg-
mentation at all since the algorithm uses in further steps only
the motion estimates), we resolve the simultaneous estimation
of the support regions and the corresponding motion parameters
by using a fast and simple sequential method. We first estimate
the motion parameters that best describe the motion of the entire
image. Then, the images are coregistered according to the esti-
mated motion. The pixels where the registered frame difference
is below a threshold are considered to belong to the dominant
region, which we assume is the background. Then, the domi-
nant region is discarded and the process is repeated with the
remaining pixels.

Applying the moving object template test, in equation (22)
(see Section III-A), the ball template becomes unambiguous
after five frames. Fig. 14 shows the evolution of the robot tem-
plate. Regions where the test is inconclusive are grey, regions
classified as being part of the robot template are white, and re-
gions classified as being part of the background are black. The
robot template is unambiguous after ten frames. The final robot
template estimate is shown on the right side of Fig. 14.

Fig. 15 illustrates the evolution of the segmentation matrix Q
introduced in Section III-A. The curves on the left side plot the
value of Q(z,y) for representative pixels (z, y) in the template

of the robot. These curves start close to zero and decrease with
the number of frames processed, as predicted by the analysis in
Section III. The curves on the right side plot of Fig. 15 repre-
sent the evolution of Q(z,y) for pixels not in the template of
the robot. For these pixels, Q(z,y) increases with the number
of frames, again according to the analysis in Section III. Thus,
while during the first frames, the value of Q(z,y) is close to
zero and the template test is ambiguous (due to the low tex-
ture of the scene), after processing enough images, the absolute
value of Q(z,y) increases and the robot template becomes un-
ambiguous.

Fig. 16 shows the recovered world images for the two moving
objects and background, after processing the entire sequence of
20 frames.

5) Road Traffic: In this experiment, we use a road traffic
video clip. The road traffic sequence has 250 frames. Fig. 17
shows frames 15, 166, and 225. The example given in Section I
to motivate the study of the segmentation of low-textured scenes
(see Fig. 1) also uses frames 76 and 77 from the road traffic
video clip.

In this video sequence, the camera exhibits a pronounced pan-
ning motion, while four different cars enter and leave the scene.
The cars and the background have regions of low texture. The
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5 Robot pixels x 10" Background pixels

Frame number Frame number

Fig. 15. Evolution of the entries Q(z, y) of the segmentation matrix Q for representative pixels. Left plots are for pixels («, y) in the robot template. Right plots
are for pixels (x, ¥) not in the robot template.

Fig. 17. Road traffic video sequence. Frames 15, 166, and 225.

————

Fig. 18. Top: Moving objects recovered from the road traffic video sequence of Fig. 17. Bottom: Background world image recovered from the the road traffic
video sequence of Fig. 17.

intensity of some of the cars is very similar to the intensity of Fig. 18, top and bottom, shows the good results obtained after
parts of the background. segmenting the sequence with our algorithm. Fig. 18, bottom,
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displays the background world image, while Fig. 18, top, shows
the world images of each of the moving cars. The estimates of
the templates for the cars in Fig. 18 become, from left to right,
unambiguous after ten, ten, and 14 frames, respectively.

The CPU time taken by our algorithm to process a sequence
of images depends on several factors, in particular, the level of
relaxation used. With little or no relaxation, as used in our ex-
periments with the IST, the robot soccer, and the road traffic
sequences, to process a typical sequence of 20 video frames
of 160 x 120 pixels takes about 1.75 s with a nonoptimized
MATLAB implementation, running on a 2.4-GHz Pentium IV
laptop. To process this sequence with the same implementation
of the algorithm but using a high degree of relaxation where the
threshold is decreased very slowly may take 20 s, or even 30 s,
on the same machine.

VI. CONCLUSION

We develop an algorithm for segmenting 2-D rigid moving
objects from an image sequence. Our method recovers the tem-
plate of the moving object by processing directly the image in-
tensity values. We model both the rigidity of the moving object
over a set of frames and the occlusion of the background by the
moving object. We estimate all unknowns (object and camera
motions and textures) by an algorithm that approximates the
minimization of a PL energy functional. We first estimate the
motion estimates, and then use a two-step iterative algorithm to
approximate the minimization of the resulting cost function. The
solutions for both steps are in closed form and so computation-
ally very simple. Convergence is achieved in a small number of
iterations (typically three to five iterations). Experiments show
that the proposed algorithm can recover complex templates in
low-contrast scenes.
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