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Abstract

Fast changing, increasingly complex, and diverse computing platforms pose central problems in scientific computing: How to achieve, with reasonable effort, portable optimal performance? We present SPIRAL that considers this problem for the performance-critical domain of linear digital signal processing (DSP) transforms. For a specified transform, SPIRAL generates automatically high performance code that is tuned to the given platform. SPIRAL formulates the tuning as an optimization problem, and exploits the domain-specific mathematical structure of transform algorithms to implement a feedback-driven optimizer. Similar to a human expert, for a specified transform, SPIRAL “intelligently” generates and explores algorithmic and implementation choices to find the best match to the computer’s microarchitecture. The “intelligence” is provided by search and learning techniques that exploit the structure of the algorithm and implementation space to guide the exploration and optimization. SPIRAL generates high performance code for a broad set of DSP transforms including the discrete Fourier transform, other trigonometric transforms, filter transforms, and discrete wavelet transforms. Experimental results show that the code generated by SPIRAL competes with, and sometimes outperforms, the best available human tuned transform library code.

I. Introduction

At the heart of the computer revolution is Moore’s law, which has accurately predicted, for more than three decades, that the number of transistors per chip doubles roughly every 18 months. The consequences are dramatic. The current generation of off-the-shelf single processor workstation computers has a theoretical peak performance of more than 10 gigaFLOPS\(^1\), rivaling the most advanced supercomputers from only a decade ago. Unfortunately, at the same time, it is increasingly harder to harness this peak performance, except for the most simple computational tasks. To understand this problem one has to realize that modern computers are not just faster counterparts of their ancestors but vastly more complex and thus with different characteristics. For example, about 15 years ago, the performance for most numerical kernels was determined by the number of operations they require; nowadays, in contrast, a cache miss may be 10–100 times more expensive than a multiplication. More generally, the performance of numerical code depends now crucially on the use of the platform’s memory hierarchy, register sets, available special instruction sets (in particular vector instructions), and other, often undocumented, microarchitectural features. The problem is aggravated by the fact that these features differ from platform to platform, which makes optimal

\(^1\)1 gigaFLOPS (GFLOPS) = \(10^9\) floating point operations per second
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code to be platform dependent. As a consequence, the performance gap between a “reasonable” implementation, and the best possible implementation is increasing. For example, for the discrete Fourier transform on a Pentium 4, there is a gap in runtime performance of one order of magnitude between the code of Numerical Recipes or the GNU scientific library and the Intel vendor library IPP (see Section VII). The latter is most likely hand-written and hand-tuned assembly code, an approach still employed if highest performance is required—a reminder of the days before the invention of the first compiler 50 years ago. However, keeping hand-written code current requires re-implementation and re-tuning whenever new platforms are released—a major undertaking that is not economically viable in the long run.

In concept, compilers are an ideal solution to performance tuning since the source code does not need to be rewritten. However, high-performance library routines are carefully hand-tuned, frequently directly in assembly, because today’s compilers often generate inefficient code even for simple problems. For example, the code generated by compilers for dense matrix-matrix multiplication is several times slower than the best hand-written code [1] despite the fact that the memory access pattern of dense matrix-matrix multiplication is regular and can be accurately analyzed by a compiler. There are two main reasons for this situation.

The first reason is the lack of reliable program optimization techniques; the increasing complexity of machines exacerbates this problem. In fact, although compilers can usually transform code segments in many different ways, there is no methodology that guarantees successful optimization. Empirical search [2], which measures or estimates the execution time of several versions of a code segment and selects the fastest, is a simple and general method that is guaranteed to succeed. However, although empirical search has proven extraordinarily successful for library generators, compilers can make only limited use of it. The best known example of the actual use of empirical search by commercial compilers is the decision of how many times loops should be unrolled. This is accomplished by first unrolling the loop and then estimating the execution time in each case. Although empirical search is adequate in this case, compilers do not use empirical search to guide the overall optimization process because the number of versions of a program can become astronomically large, even when only a few transformations are considered.

The second reason why compilers do not perform better is that often important performance improvements can only be attained by transformations that are beyond the capability of today’s compilers or that rely on algorithm information that is difficult to extract from a high-level language. Although much can be accomplished with program transformation techniques [3]–[8] and with algorithm recognition [9], [10], starting the transformation process from a high-level language version does not always lead to the desired results. This limitation of compilers can be overcome by library generators that make use of domain-specific, algorithmic information. An important example of the use of empirical search is ATLAS, a linear algebra library generator [11], [12]. The idea behind ATLAS is to generate platform-optimized BLAS routines (basic linear algebra subroutines) by searching over different blocking strategies, operation schedules, and degrees of unrolling. ATLAS relies on the fact that LAPACK [13], a linear algebra library, is implemented on top of the BLAS routines, which enables porting by regenerating BLAS kernels. The specific problem of sparse matrix vector multiplications is addressed in SPARSITY [12], [14], again by applying empirical search to determine the best blocking strategy for a given sparse matrix. References [15], [16] provide a
program generator for parallel programs of tensor contractions, which arise in electronic structure modeling. The
tensor contraction algorithm is described in a high-level mathematical language, which is first optimized and then
compiled into code.

In the signal processing domain, FFTW [17]–[19] uses a slightly different approach to automatically tune the
implementation code for the discrete Fourier transform (DFT). For small DFT sizes, FFTW uses a library of
automatically generated source code. This code is optimized to perform well with most current compilers and
platforms, but is not tuned to any particular platform. For large DFT sizes, the library has a built-in degree of
freedom in choosing the recursive computation, and uses search to tune the code to the computing platform’s
memory hierarchy. A similar approach is taken in the UHFFT library [20] and in [21]. The idea of platform
adaptive loop body interleaving is introduced in [22] as an extension to FFTW and as an example of a general
adaptation idea for divide and conquer algorithms [23]. Another variant of computing the DFT studies adaptation
through runtime permutations versus re-addressing [24], [25]. Adaptive libraries for the related Walsh-Hadamard
transform (WHT), based on similar ideas, have been developed in [26]. Reference [27] proposes an object-oriented
library standard for parallel signal processing to facilitate porting of both signal processing applications and their
performance across parallel platforms.

SPIRAL. In this paper we present SPIRAL, our research on automatic code generation, code optimization, and
platform adaptation. We consider a restricted, but important, domain of numerical problems, namely digital signal
processing algorithms, or more specifically, linear signal transforms. SPIRAL addresses the general problem: How
do we enable machines to automatically produce high quality code for a given platform? In other words, how
can the processes that human experts use to produce highly optimized code be automated and possibly improved
through the use of automated tools.

Our solution formulates the problem of automatically generating optimal code as an optimization problem over the
space of alternative algorithms and implementations of the same transform. To solve this optimization problem using
an automated system, we exploit the mathematical structure of the algorithm domain. Specifically, SPIRAL uses a
formal framework to efficiently generate many alternative algorithms for a given transform and to translate them
into code. Then, SPIRAL uses search and learning techniques to traverse the set of these alternative implementations
for the same given transform to find the one that is best tuned to the desired platform while visiting only a small
number of alternatives.

We believe that SPIRAL is unique in a variety of respects: 1) SPIRAL is applicable to the entire domain of
linear digital signal processing algorithms, and this domain encompasses a large class of mathematically complex
algorithms; 2) SPIRAL encapsulates the mathematical algorithmic knowledge of this domain in a concise declarative
framework suitable for computer representation, exploration, and optimization—this algorithmic knowledge is far
less bound to become obsolete as time goes on than coding knowledge such as compiler optimizations; 3) SPIRAL
can be expanded in several directions to include new transforms, new optimization techniques, different target
performance metrics, and a wide variety of implementation platforms including embedded processors and hardware
generation; 4) we believe that SPIRAL is first in demonstrating the power of machine learning techniques in
automatic algorithm selection and optimization; and, finally, 5) SPIRAL shows that, even for mathematically complex algorithms, machine generated code can be as good as, or sometimes even better, than any available expert hand-written code.

**Organization of this paper.** The paper begins, in Section II, with an explanation of our approach to code generation and optimization and an overview of the high-level architecture of SPIRAL. Section III explains the theoretical core of SPIRAL that enables optimization in code design for a large class of DSP transforms: a mathematical framework to structure the algorithm domain and the language SPL to make possible efficient algorithm representation, generation, and manipulation. The mapping of algorithms into efficient code is the subject of Section IV. Section V describes the evaluation of the code generated by SPIRAL—by adapting the performance metric, SPIRAL can solve various code optimization problems. The search and learning strategies that guide the automatic feedback-loop optimization in SPIRAL are considered in Section VI. We benchmark the quality of SPIRAL’s automatically generated code in Section VII, showing a variety of experimental results. Section VIII discusses current limitations of SPIRAL and ongoing and future work. Finally, we offer conclusions in Section IX.

**II. SPIRAL: Optimization Approach to Tuning Implementations to Platforms**

In this section we provide a high-level overview of the SPIRAL code generation and optimization system. First, we explain the high-level approach taken by SPIRAL, which restates the problem of finding fast code as an optimization problem over the space of possible alternatives. Second, we explain the architecture of SPIRAL, which implements a flexible solver for this optimization problem and which resembles the human approach for code creation and optimization. Finally, we discuss how SPIRAL’s architecture is general enough to solve a large number of different implementation/optimization problems for the DSP transform domain. More details are provided in later sections.

**A. Optimization: Problem Statement**

We restate the problem of automatically generating software (SW) implementations for linear digital signal processing (DSP) transforms that are tuned to a target hardware (HW) platform as the following optimization problem. Let \( P \) be a target platform, \( T_n \) a DSP transform parameterized at least by its size \( n \), \( I \in \mathcal{I} \) a SW implementation of \( T_n \), where \( \mathcal{I} \) is the set of SW implementations for the platform \( P \) and transform \( T_n \), and \( C(T_n,P,I) \) the cost of the implementation \( I \) of the transform \( T_n \) on the platform \( P \).

The implementation \( \hat{I} \) of \( T_n \) that is tuned to the platform \( P \) with respect to the performance cost \( C \) is

\[
\hat{I} = \hat{I}(P) = \arg \min_{I \in \mathcal{I}(P)} C(T_n,P,I).
\]  

For example, we can have the following: as target platform \( P \) a particular Intel Pentium 4 workstation; as transform \( T_n \) the discrete Fourier transform of size \( n = 1024 \), which we will refer to as \( \text{DFT}_{1024} \), or the discrete cosine transform of type 2 and size 32, \( \text{DCT-2}_{32} \); as SW implementation \( I \) a C-program for computing \( T_n \); and as cost measure \( C \) the runtime of \( I \) on \( P \). In this case, the cost depends on the chosen compiler and flags, thus this information has to be included in \( P \). Note that with the proliferation of special vendor instruction sets, such
as vector instructions that exceed the standard C programming language, the set of all implementations becomes in
genral platform dependent, i.e., \( I = I(P) \) with elements \( I = I(P) \).

To carry out the optimization in (1) and to generate automatically the tuned SW implementation \( \hat{I} \) poses several challenges:

- **Set of implementations \( I \).** How to characterize and generate the set \( I \) of SW implementations \( I \) of \( T_n \)?
- **Minimization of \( C \).** How to perform automatically the minimization of the cost \( C \) indicated in (1)?

In principle, the set of implementations \( I \) for \( T_n \) should be unconstrained, i.e., include all possible implementations. Since this is unrealistic, we aim at a broad enough set of implementations. We solve both challenges of characterizing \( I \) and minimizing \( C \) by recognizing and exploiting the specific structure of the domain of linear DSP transforms. This structure enables us to represent algorithms for \( T_n \) as formulas in a concise mathematical language called signal processing language (SPL), which utilizes only a few constructs. Further, it is possible to generate these SPL formulas (or algorithms) recursively using a small set of rules to obtain a large formula space \( \mathcal{F} \), and these formulas can be translated into code. We design a code generator, the SPIRAL system, that implements this framework and we define \( I \) as the set of implementations that SPIRAL can generate. The degrees of freedom in translating from \( \mathcal{F} \) to \( I \) reflect the implementation choices that SPIRAL can consider for the given algorithms. Finally, the recursive structure of \( \mathcal{F} \), and thus \( I \), enables the use of various, transform independent, search and learning techniques that successfully produce very good solutions for (1), while generating only a small subset of \( I \).

SPIRAL’s architecture, shown in Fig. 1, is a consequence of these observations and, for the class of DSP transforms included in SPIRAL, can be viewed as a solver for the optimization problem (1). To benchmark the performance of the transform implementations generated by SPIRAL, we compare them against the best available implementations whenever possible. For example, for the DFT, we benchmark SPIRAL against the DFT codes provided by FFTW, [17], [18], and against vendor libraries like Intel’s IPP (Intel Performance Primitives) and MKL (Math Kernel Library); the latter are coded by human experts. However, because of SPIRAL’s breadth, there are no readily available high quality implementations for many of SPIRAL’s transforms. In these cases, we explore different alternatives generated by SPIRAL itself.

In the following paragraphs, we briefly address the two challenges above of the set of implementations \( I \) and of the minimization of \( C \). The discussion proceeds with reference to Fig. 1 that shows the architecture of SPIRAL as a block diagram.

### B. Set of Implementations \( I \)

To characterize the set \( I \) of implementations, we first outline the two basic steps that SPIRAL takes to go from the high-level specification of the transform \( T_n \) to an actual implementation \( I \in I \) of \( T_n \). The two steps correspond to the **Algorithm Level** and to the **Implementation Level** in Fig. 1. The first derives for the given transform \( T_n \) an algorithm represented as a formula \( F \in \mathcal{F} \) where \( \mathcal{F} \) is the formula or algorithm space for \( T_n \). The second translates the formula \( F \) into a program \( I \in I \) in a high-level programming language such as Fortran or C, which is then compiled by an existing commercial compiler.
Algorithm level. In SPIRAL, an algorithm for a transform $T_n$ is recursively generated using breakdown rules and manipulation rules. Breakdown rules are recursions for transforms; they specify how to compute a transform from other transforms of the same or a different type and of the same or a smaller size. The **Formula Generation** block in Fig. 1 uses a database of breakdown rules to recursively expand a transform $T_n$, until no further expansion is possible to obtain a completely expanded formula $F \in \mathcal{F}$. This formula specifies one algorithm for $T_n$. The **Formula Optimization** block then applies manipulation rules to massage the formula into a different formula that may better exploit the computing platform’s HW characteristics. These optimizations at the mathematical level can be used to overcome inherent shortcomings of compiler optimizations, which are performed at the code level where much of the structural information is lost.

SPIRAL expresses rules and formulas in a special language—the *signal processing language (SPL)*, which is introduced and explained in detail in Section III; here, we only provide a brief glimpse. SPL uses a small set of constructs including symbols and matrix operators. Symbols are, for example, certain patterned matrices like the identity matrix $I_m$ of size $m$. Operators are matrix operations such as matrix multiplication or the tensor product $\otimes$ of matrices. For example, the following is a breakdown rule for the transform $\text{DCT-2}_n$ written in SPL:

$$
\text{DCT-2}_n \rightarrow L_m^n (\text{DCT-2}_m \oplus \text{DCT-4}_m) (F_2 \otimes I_m) (I_m \oplus J_m), \quad n = 2m.
$$

This rule expands the $\text{DCT-2}$ of size $n = 2m$ into transforms $\text{DCT-2}$ and $\text{DCT-4}$ of half the size $m$, and additional operations (the part that is not bold-faced).
An example of a manipulation rule expressed in SPL is

$$I_n \otimes A_m \rightarrow L_{mn}^m (A_m \otimes I_n) L_{mn}^m.$$  

We will see later that the left hand side $I_n \otimes A_m$ is a parallelizable construct, while the right hand side $A_m \otimes I_n$ is a vectorizable construct.

**Implementation level.** The output of the Algorithm Level block is an SPL formula $F \in \mathcal{F}$, which is fed into the second level in Fig. 1, the Implementation Level, also called the SPL Compiler.

The SPL Compiler is divided into two blocks: the Implementation and Code Optimization blocks. The Implementation block translates the SPL formula into C or Fortran code using a particular set of implementation options, such as the degree of unrolling. Next, the Code Optimization block performs various standard and less standard optimizations at the C (or Fortran) code level, e.g., common subexpression elimination and code reordering for locality. These optimizations are necessary as standard compilers are often not efficient when used for automatically generated code, in particular, for large blocks of straightline code (i.e., code without loops and control structures).

Both blocks, Algorithm Level and Implementation Level are used to generate the elements of the implementation space $\mathcal{I}$. We now address the second challenge, the optimization in (1).

**C. Minimization of $C$**

Solving the minimization (1) requires SPIRAL to evaluate the cost $C$ for a given implementation $I$ and to autonomously explore the implementation space $\mathcal{I}$. Cost evaluation is accomplished by the third level in SPIRAL, the Evaluation Level block in Fig. 1. The computed value $C(T_n, P, I)$ is then input to the Search/Learning block in the feedback loop in Fig. 1, which performs the optimization.

**Evaluation level.** The Evaluation Level is decomposed into two blocks, the Compilation and Performance Evaluation blocks. The Compilation block uses a standard compiler to produce an executable and the Performance Evaluation block evaluates the performance of this executable, for example, the actual runtime of the implementation $I$ on the given platform $P$. By keeping the evaluation modular, i.e., separated from implementation and optimization, the cost measure $C$ can easily be changed to make SPIRAL solve various implementation optimization problems (see Section II-E).

**Search/Learning.** We now consider the need for an intelligent navigation in the implementation space $\mathcal{I}$ in order to minimize (or approximate the minimization) of $C$. Clearly, at both the Algorithm Level and the Implementation Level, there are choices to be made. At each stage of the Formula Generation, there is freedom regarding which rule to apply and different choices of rules lead to different formulas (or algorithms) $F \in \mathcal{F}$. Similarly, the translation of the formula $F$ to an actual program $I \in \mathcal{I}$ implies additional choices, e.g., the degree of unrolling or the degree of code reordering. Since the number of these choices is finite, the sets of alternatives $\mathcal{F}$ and $\mathcal{I}$ are also finite. An exhaustive enumeration of all implementations $I \in \mathcal{I}$ would hence lead to the optimal implementation $\hat{I}$. However, this is not feasible, even for small transform sizes, since the number...
of different algorithms and implementation usually grows exponentially with the transform size. For example, the current version of SPIRAL reports that the size of the set of implementations $\mathcal{I}$ for the DCT-2 $^{64}$ exceeds $1.47 \cdot 10^{19}$. This motivates the feedback loop in Fig. 1, which provides an efficient alternative to exhaustive search and an engine to determine an approximate solution to the minimization in (1).

The three main blocks on the left in Fig. 1, and their underlying framework, provide the machinery to enumerate, for the same transform, different formulas and different implementations. We solve the optimization problem in (1) through an empirical exploration of the space of alternatives. This is the task of the Search/Learning block, which, in a feedback loop, drives the algorithm generation and which controls the choice of algorithmic and coding implementation options. SPIRAL uses different search methods such as dynamic programming and evolutionary search (see Section VI-A). A different approach, also available in SPIRAL, uses techniques from artificial intelligence to learn which choice of algorithm is best. The learning is accomplished by reformulating the optimization problem (1) in terms of a Markov decision process and reinforcement learning. Once learning is achieved, the implementation degrees of freedom are fixed; the implementation is designed with no need for additional search (see Section VI-B).

An important question arises: why is there is a need to explore the formula space $\mathcal{F}$ at all? Traditionally, the analysis of algorithmic cost focuses on the number of arithmetic operations of an algorithm. Algorithms with a similar number of additions and multiplications are considered to have similar cost. The rules in SPIRAL lead to “fast” algorithms, and so the formulas $\mathbf{F} \in \mathcal{F}$ that SPIRAL explores are essentially equal in terms of the operation count. By “essentially equal” we mean that for a transform of size $n$, which typically has a complexity of $\Theta(n \log(n))$, the costs of the formulas differ only by $O(n)$ operations and are often even equal. So the formulas’ differences in performance are in general not a result of different arithmetic costs, but are due to differences in locality, block sizes, and data access patterns. Since computers have a hierarchical memory architecture, from registers—the fastest level—to different types of caches and memory, different formulas will exhibit very different access times. These differences cause significant disparities in performance across the formulas in $\mathcal{F}$. The Search/Learning block searches for or learns those formulas that best match the target platforms memory architecture and other microarchitectural features.

D. General Comments

The following main points about SPIRAL’s architecture are worth noting.

- SPIRAL is autonomous, optimizing at both the algorithmic level and the implementation level. SPIRAL incorporates domain specific expertise through both its mathematical framework for describing and generating algorithms and implementations and through its effective algorithm and implementation selection through the Search/Learning block.
- The language SPL is a key element in SPIRAL: on the one hand, SPL expresses recursions and formulas in a mathematical form that is accessible by the transform expert; on the other hand, SPL expressions retain all
the structural information that is needed to generate efficient code. Thus, SPL provides the link between the “high” mathematical level of transform algorithms and the “low” level of their code implementations.

- SPIRAL’s architecture is modular by clearly separating algorithmic issues and implementation issues. In particular, the code optimization is decomposed as follows. 1) *Deterministic optimizations* are always performed, i.e., without the need for runtime information. These optimization are further divided into algorithm level optimizations (FORMULA OPTIMIZATION block) such as formula manipulations for vector code, and into implementation level optimizations (CODE OPTIMIZATION block) such as common subexpression elimination. 2) *Nondeterministic optimizations* arise from choices whose effect cannot easily be statically determined. The generation and selection of these choices is driven by the SEARCH/LEARNING block. These optimizations are also divided into algorithmic choices and implementation choices.

Because of its modularity, SPIRAL can be extended in different directions without the need for understanding all domains involved.

- SPIRAL abstracts to the high-level of its mathematical framework many common optimization steps that are usually performed at the low-level compilation step. For example, as we will explain in Section IV-E, when platform specific vector instructions are available, they can be matched to certain patterns in the formulas and, using mathematical manipulations, a formula’s structure can be improved for mapping into vector code. Rules that favor the occurrence of these patterns in the formula are then naturally selected by the search engine in SPIRAL to produce better tuned code.

- SPIRAL makes use of run-time information in the optimization process. In a sense, it could be said that SPIRAL carries out a profile-driven optimization although the compiler techniques reported in the literature require profiling to be done only once [28], [29]. Compiler writers do not include profiling in a feedback loop to avoid long compilation times, but for the developers of library generators like SPIRAL the cost of installation is less of a concern since installation must be done only once for each class of machines.

- With slight modifications, SPIRAL can be used to automatically solve various different implementation or algorithm optimization problems for the domain of linear DSP transforms, see Section II-E.

Next, we provide several examples to show the breadth of SPIRAL.

**E. Applications of SPIRAL**

SPIRAL’s current main application is the generation of very fast, platform-tuned implementations of linear DSP transforms for desktop or workstation computers. However, SPIRAL’s approach is quite versatile and the SPIRAL system can be used for a much larger scope of signal processing implementation problems and platforms: (1) it goes beyond trigonometric transforms such as the DFT and the DCT, to other DSP transforms such as the wavelet transform and DSP kernels like filters; (2) it goes beyond desktop computers and beyond C or Fortran codes to implementations for multiprocessor machines and to generating code using vendor specific instructions like SSE for the Pentium family, or AltiVec for the Power PC; (3) it goes beyond runtime to other performance metrics including accuracy and operations count. We briefly expand here on two important examples to illustrate SPIRAL’s
Superior performance is essential in modern digital signal processing (DSP) systems, as the complexity of these systems continues to grow. To meet this demand, we need to develop new optimization strategies that can exploit the unique capabilities of special-purpose processors and hardware. This problem involves multiple steps: identifying structures in system-level specifications, defining manipulation rules whose application produces these structures, and inferring these structures into the corresponding code. We present a new approach, SPIRAL, that automates the optimization process in DSP systems.

Introducing SPIRAL. SPIRAL is a system for automatic code optimization in DSP systems. It is based on the concept of formula optimization, which allows us to represent and manipulate algorithms in a symbolic form that can be transformed to produce optimized code. The core of SPIRAL is a formula optimization block that takes as input a formula representing an algorithm and outputs a code representation of that algorithm. This block is implemented in three steps: 1) by identifying structures in the input formula that can be naturally mapped into code; 2) by identifying manipulation rules whose application produces these structures; and 3) by extending the implementation block to produce code including those special processor instructions. We provide details for vector instructions in Section IV-E. We also have results demonstrating that the same approach can be used for code generation for SMP platforms (see Section IV-F).

Other applications. There are various other implementation/algorithm optimization problems that can be addressed by the SPIRAL system. Examples include the generation of numerically accurate code, multiplierless implementations, or algorithms with minimal operations count. We will briefly discuss these extensions in Section V.

In summary, the discussion in this overview outlined how SPIRAL integrates algorithmic knowledge with code mapping and feedback optimization, and pointed out the capabilities of the resulting system. The SPIRAL system can be adapted to new platforms, extended with new linear transforms and their algorithms, and extended with new performance measures. Extensions of the system, once completed, apply to the entire collection of DSP transforms and kernels as well as to the full set of problems included in its current domain rather than just a single transform or a single problem type.

Now we begin the detailed description of SPIRAL.

III. SPIRAL’S MATHEMATICAL FRAMEWORK AND FORMULA GENERATION

This section details SPIRAL’s mathematical framework to represent and generate fast algorithms for linear digital signal processing (DSP) transforms. The framework is declarative in nature, i.e., the knowledge about transforms and algorithms is represented in the form of equations and rules. The framework enables the following: 1) The automatic generation of transform algorithms; 2) the concise symbolic representation of transform algorithms as formulas in the language SPL that we introduce; 3) the structural optimization of algorithms in their formula representation; and 4) the automated mapping into various code types, which is the subject of Section IV.

We divide the framework into the following parts: transforms, the language SPL, breakdown and manipulation rules, and ruletrees and formulas. Finally, we explain how the framework is implemented in the FORMULA...
A. Transforms

SPIRAL generates fast implementations for linear discrete signal processing (DSP) transforms. Although in the DSP literature transforms are usually presented in the form of summations, we express them equivalently as a matrix-vector multiplication \( \mathbf{y} = M \mathbf{x} \). In this equation, \( \mathbf{x} \) and \( \mathbf{y} \) are, respectively, the input and the output \( n \)-dimensional vectors (or signals) that collect the \( n \) signal samples, and \( M \) is the \( n \times n \) transform matrix. Usually, the transform \( M \) exists for every input size \( n \). An example is the discrete Fourier transform (DFT), which is defined, for input size \( n \), by the DFT matrix

\[
\text{DFT}_n = [\omega^{k\ell}e^{-2\pi i/n}]_{0 \leq k, \ell < n}, \quad \omega_n = e^{-2\pi i/n}, \quad i = \sqrt{-1}.
\]

In SPIRAL, a transform is a parameterized class of matrices. It is represented symbolically by a mnemonic name such as “DFT” and by a list of parameters, such as the size \( n \). By specifying the parameter(s), we obtain an instance of a transform, which we will also refer to as a transform. An example is \( \text{DFT}_8 \). Transforms are written using bold-faced type. Transform matrices, as well as the input and output vectors, can be real or complex valued.

At the time of this writing, SPIRAL contains 36 transforms (some of which are variants of each other).

Trigonometric transforms. We provide some important examples of DSP transforms for which SPIRAL can generate tuned code. We first consider the class of trigonometric transforms that, besides the DFT in (3), includes the following transforms: all the 16 types of discrete cosine and sine transforms (DCTs and DSTs), of which the most commonly used (e.g., in the JPEG and MPEG multimedia standards) are the DCTs of types 2, 3, and 4; the inverse modulated DCT (IMDCT), which is used in MPEG audio compression standards and is a rectangular transform; the real DFT (RDFT) that computes the DFT on a real input data set; the Walsh-Hadamard transform (WHT); and the discrete Hartley transform (DHT). Some of these transforms are defined as follows.

\[
\text{DCT-2}_n = \left[ \cos(k(2\ell + 1)\pi/2n) \right]_{0 \leq k, \ell < n}, \quad (4)
\]

\[
\text{DCT-3}_n = \text{DCT-2}_n^T \text{ (transpose)}, \quad (5)
\]

\[
\text{DCT-4}_n = \left[ \cos((2k + 1)(2\ell + 1)\pi/4n) \right]_{0 \leq k, \ell < n}, \quad (6)
\]

\[
\text{IMDCT}_n = \left[ \cos((2k + 1)(2\ell + 1 + n)\pi/4n) \right]_{0 \leq k < 2n, 0 \leq \ell < n}, \quad (7)
\]

\[
\text{RDFT}_n = \left[ r_{k\ell} \right]_{0 \leq k, \ell < n}, \quad r_{k\ell} = \begin{cases} 
\cos \frac{2\pi k\ell}{n}, & k \leq \lfloor \frac{n}{2} \rfloor \\
\sin \frac{2\pi k\ell}{n}, & k > \lfloor \frac{n}{2} \rfloor
\end{cases}, \quad (8)
\]

\[
\text{WHT}_n = \begin{bmatrix} \text{WHT}_{n/2} & \text{WHT}_{n/2} \\
\text{WHT}_{n/2} & -\text{WHT}_{n/2}
\end{bmatrix}, \quad \text{WHT}_2 = \text{DFT}_2, \quad (9)
\]

\[
\text{DHT} = \left[ \cos(2k\ell\pi/n) + \sin(2k\ell\pi/n) \right]_{0 \leq k, \ell < n}. \quad (10)
\]

Note that the Walsh-Hadamard transform in (9) is defined recursively.
Besides these trigonometric transforms, SPIRAL includes other transforms and DSP kernels. In fact, in SPIRAL, any linear operation on finite discrete sequences, i.e., matrix-vector multiplication, qualifies as a transform. In particular, this includes linear filters and filter banks.

Filters. We recall that a filter in DSP computes the convolution of two sequences: one is the signal being filtered, the input signal; the other is the sequence that characterizes the filter, its impulse response. As important examples, we consider finite impulse response (FIR) filters and the discrete wavelet transforms (DWTs).

Although we can represent FIR filters and the DWT as matrices, it is more convenient, and more common, to define them iteratively or recursively, as was the case with the WHT above. We start with the basic building block, the FIR filter transform. The filter’s output is the convolution of its impulse response and an infinite support input signal. The filter impulse response can be viewed as the column vector

\[ h = [h_l, \ldots, h_0, \ldots, h_{-r}]^T \]

of length \( l + r + 1 \), or as the \( z \)-transform polynomial \( h[z] \) (e.g., [30]),

\[ h[z] = \sum_{k=-r}^{l} h_k z^{-k}. \]

The output of the FIR filter for \( n \) output points is computed by multiplying the relevant (i.e., contributing to these outputs) finite subvector of length \( n + l + r \) of \( x \) by the FIR transform matrix \( \text{Filt}_n(h[z]) \) given by

\[
\text{Filt}_n(h[z]) = \begin{bmatrix}
    h_l & \cdots & h_{-r} \\
    h_l & \cdots & h_{-r} \\
    \vdots & \ddots & \vdots \\
    h_l & \cdots & h_{-r}
\end{bmatrix},
\]

(11)

In practice, signals are of finite duration \( n \). To account for boundary effects and to enable filtering, i.e., multiplying with (11), these signals are thus extended to the left (up) and to the right (below) to have length \( n + l + r \). Linear extensions can be also interpreted as matrix-vector multiplications with an \( (n + l + r) \times n \) matrix \( E_{n,l,r}^{f_l,f_r} \), where \( f_l \) and \( f_r \) specify the left and the right signal extension type, and \( l \) and \( r \) are the number of left and right extension points. Examples of extension types include: periodic (\( \text{per} \)), whole-point and half-point symmetric or antisymmetric (\( \text{ws/hs/wa/ha} \)), and zero-padding (\( \text{zero} \)). For example, in a \( \text{per} \) extension, the signal is extended by \( l \) points to the left and by \( r \) points to the right, by assuming that the signal is periodically repeated beyond its fundamental period, which is given by the actual available data. After extending the signal, we can define the extended FIR filter transform as the composition of both the FIR filter transform (11) and the extension transform:

\[
\text{Filt}_{n}^{f_l,f_r}(h[z]) = \text{Filt}_n(h[z]) \cdot E_{n,l,r}^{f_l,f_r},
\]

(12)

where the parameters \( l \) and \( r \) are implicitly given by \( h[z] \). For example, the matrix \( E_{n,l,r}^{f_l,f_r} \) for periodic signal extension, i.e., \( f_l = f_r = \text{per} \), is

\[
E_{n,l,r}^{\text{per,per}} = \begin{bmatrix}
    0 & I_l \\
    I_n & \text{I} \\
    I_r & 0
\end{bmatrix},
\]
Fig. 2. Filter bank interpretation of the DWT.

where $I_n$ denotes the $n \times n$ identity matrix.

**Discrete wavelet transform.** Many applications, such as JPEG2000 [31], make use of a 2-channel DWT, which is usually defined as the recursive bank of filters and downsamplers shown in Fig. 2.

The filters in the filter bank are linear, and hence is the DWT. In matrix form, the DWT is given by

$$
\text{DWT}_{n}^{h_l,g_r} (h[z], g[z]) = \begin{bmatrix}
(\downarrow n)_n \text{Filt}_{n}^{h_l,g_r} \left( \prod_{k=0}^{n-1} h[z^{2^k}] \right) \\
(\downarrow n/2)_n \text{Filt}_{n}^{h_l,g_r} \left( \prod_{k=0}^{n-2} g[z^{2^{n-1-k}}] h[z^{2^k}] \right) \\
\vdots \\
(\downarrow 8)_n \text{Filt}_{n}^{h_l,g_r} (g[z^4] h[z^2] h[z]) \\
(\downarrow 4)_n \text{Filt}_{n}^{h_l,g_r} (g[z^2] h[z]) \\
(\downarrow 2)_n \text{Filt}_{n}^{h_l,g_r} (g[z])
\end{bmatrix},
$$

where $(\downarrow k)_n$ is the $n/k \times n$ matrix that selects every $k$th element from its input, starting with the first. The matrix form (13) is obtained from Fig. 2 by observing that $\text{Filt}_{n/k} (h[z]) \cdot (\downarrow k)_n \cdot (\downarrow k)_n \cdot \text{Filt}_{n} (h[z])$. (Note that when stacking filters as in (13), the defining polynomials may need to be zero extended to equalize the sizes of the blocks.)

**B. SPL: Signal Processing Language**

The significance in digital signal processing (DSP) of the transforms introduced in Section III-A arises from the existence of fast algorithms to compute them. The term “fast” refers to the number of operations required to compute the transform: fast algorithms for transforms of size $n$ typically reduce the number of operations from $O(n^2)$ (as required by direct evaluation) to $O(n \log(n))$. Further, these algorithms are highly structured. To exploit the structure of the DSP transforms, SPIRAL represents these algorithms in a specially designed language—SPL (signal processing language)—which is described in this section. For example, an important element in SPL is the tensor or Kronecker product, whose importance for describing and manipulating DFT algorithms was already demonstrated in [32], [33]. After introducing SPL, we develop in Sections III-C and III-D the framework to efficiently generate
and manipulate algorithms for DSP transforms.

We start with a motivating example. Consider the discrete cosine transform (DCT) of type 2, defined in (4), given by the following $4 \times 4$ matrix, which is then factored into a product of three sparse matrices. We use the notation $c_k = \cos k\pi/8$.

$$
\text{DCT-2}_4 = \begin{bmatrix}
1 & 1 & 1 & 1 \\
c_1 & c_3 & c_5 & c_7 \\
c_2 & c_6 & c_6 & c_2 \\
c_3 & c_7 & c_1 & c_5
\end{bmatrix}
= \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0
\end{bmatrix}
\begin{bmatrix}
1 & 1 & 0 & 0 \\
c_2 & c_6 & 0 & 0 \\
0 & 0 & c_1 & c_3 \\
0 & c_3 & c_7
\end{bmatrix}
\begin{bmatrix}
1 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 \\
1 & 0 & 0 & -1 \\
0 & 1 & -1 & 0
\end{bmatrix}.
$$

(14)

The right hand side of equation (14) decomposes the matrix $\text{DCT-2}_4$ into a product of three sparse matrices. This factorization reduces the cost for computing the transform (the matrix-vector product) from 12 additions and 12 multiplications to 8 additions and 6 multiplications. To avoid a possible confusion, we emphasize again that this cost does not refer to multiplying the three sparse matrices together, but to the computation of the matrix-vector product $y = \text{DCT-2}_4x$ in three steps (corresponding to the three sparse matrices), and it is in this sense that (14) is considered as an algorithm for $\text{DCT-2}_4$. Equation (14) shows further that, besides their sparseness, the matrix factors are highly structured. Identifying this structure and then making use of it is a key concept in SPIRAL and provides the motivation for SPL.

SPL is a language suitable to express products of structured sparse matrices using a small set of constructs and symbols. However, as we will see, this set is sufficient to represent a large class of different transform algorithms. Table I provides a grammar for SPL in Backus-Naur form (BNF) [34] as the disjoint union of different choices of rules (separated by a vertical line “|”) to generate valid SPL expressions. Symbols marked by $(\cdot)$ are non-terminal, $(\text{spl})$ is the initial non-terminal, and all the other symbols are terminals. We call the elements of SPL formulas. The meaning of the SPL constructs is explained next.

<table>
<thead>
<tr>
<th>TABLE I</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEFINITION OF THE MOST IMPORTANT SPL CONSTRUCTS IN BACKUS-NAUR FORM; $n, k$ ARE POSITIVE INTEGERS, $\alpha, a_i$ REAL NUMBERS.</td>
</tr>
</tbody>
</table>

$$
\text{spl} ::= \text{general} \mid \text{symbol} \mid (\text{transform}) \mid 
\text{spl} \ldots \text{spl} \mid
\text{spl} \oplus \ldots \oplus \text{spl} \mid 
\text{spl} \otimes \ldots \otimes \text{spl} \mid 
I_n \otimes_k \text{spl} \mid I_n \otimes_k \text{spl} \mid 
(\text{spl}) \mid 
\ldots
$$

$(\text{general}) ::= \text{diag}(a_0, \ldots, a_{n-1}) \mid 
(\text{symbol}) ::= I_n \mid J_n \mid L_n^k \mid R_n \mid F_2 \mid 
(\text{transform}) ::= \text{DFT}_n \mid \text{WHT}_n \mid \text{DCT-2}_n \mid \text{Filt}_n (h[z]) \mid 
\ldots
$

**Generic matrices.** SPL provides constructs to represent generic matrices, generic permutation matrices, and generic sparse matrices. Since most matrices occurring within transform algorithms have additional structure, these constructs are rarely used with the exception of diagonal matrices. These are written as $\text{diag}(a_0, \ldots, a_{n-1})$, where
the argument list contains the diagonal entries of the matrix. Scalars, such as the numbers $a_i$, can be real or complex and can be represented in a variety of ways. Examples include rational, floating point, special constants, and *intrinsic* functions, such as $1.3/2, 1.23, 1.23e-04, \pi, \sqrt{2}$, and $\sin(3\pi/2)$.

**Symbols.** Frequently occurring classes of matrices are represented by parameterized *symbols*. Examples include the $n \times n$ identity matrix $I_n$; the matrix $J_n$ obtained from the identity matrix by reversing the columns (or rows); the $n \times n$ zero matrix $0_n$; the twiddle matrix

$$T^k_n = \text{diag}(\omega_n^{0}, \ldots, \omega_n^{(k-1)0}, \omega_n^{0}, \ldots, \omega_n^{(k-1)1}, \ldots, \omega_n^{0}, \ldots, \omega_n^{0}, \ldots, \omega_n^{0}, \ldots, \omega_n^{(k-1)(n/k-1)}, \omega_n^{(k-1)(n/k-1)});$$

the stride permutation matrix $L^k_n$, which reads the input at stride $k$ and stores it at stride 1, defined by its corresponding permutation:

$$L^k_n : i(n/k) + j \mapsto jk + i, \quad 0 \leq i < k, \quad 0 \leq j < n/k;$$

the $2 \times 2$ rotation matrix (with angle $\alpha$)

$$R_\alpha = \begin{bmatrix} \cos \alpha & \sin \alpha \\ -\sin \alpha & \cos \alpha \end{bmatrix};$$

and the butterfly matrix, which is equal to the $2 \times 2$ DFT matrix, but not considered a transform (i.e., it is terminal)

$$F_2 = \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}.$$

**Transforms.** SPL expresses transforms as introduced in Section III-A. Examples include $\text{DFT}_n, \text{DCT}-2_n, \text{Filt}_n(h[z])$. In our framework, transforms are fundamentally different from the symbols introduced above (as emphasized by bold-facing transforms), which will be explained in Sections III-C and III-D. In particular, only those formulas that do not contain transforms can be translated into code. Both, the set of transforms and the set of symbols available in SPL are user extensible.

**Matrix constructs.** SPL constructs can be used to form structured matrices from a set of given SPL matrices. Examples include the product of matrices $AB$ (sometimes written as $A \cdot B$), the sum of matrices $A + B$, and the direct sum $\oplus$ and the tensor or Kronecker product $\otimes$ of two matrices $A$ and $B$, defined, respectively, by

$$A \oplus B = \begin{bmatrix} A \\ B \end{bmatrix} \quad \text{and} \quad A \otimes B = [a_{k,\ell} B], \quad \text{where} \quad A = [a_{k,\ell}].$$

Two extensions to the tensor product in SPIRAL are the *row* and the *column overlapped tensor product*, defined
by

\[
I_n \otimes_k A = \begin{bmatrix}
A & A \\
A & \vdots \\
\vdots & \ddots \\
A & \vdots \\
\end{bmatrix}, \quad I_n \otimes^k A = \begin{bmatrix}
A & A \\
\vdots & \ddots \\
A & A \\
\end{bmatrix}.
\] (15)

On the left, \( \otimes_k \) overlaps the block matrices \( A \) by \( k \) columns, while \( \otimes^k \) overlaps the block matrices \( A \) by \( k \) rows. Note that the left operand in \( \otimes_k \) and \( \otimes^k \) has to be the identity matrix. SPIRAL also uses a similarly defined row and column overlapped direct sum \( \oplus_k \) and \( \oplus^k \), respectively.

Conversion to real data format (\( \gamma \)). Complex transforms are usually implemented using real arithmetic. Various data formats are possible when converting complex into real arithmetic, the most popular being probably the interleaved complex format, in which a complex vector is represented by alternating real and imaginary parts of the entries. To express this conversion in the mathematical framework of SPIRAL, we first observe that the complex multiplication \((u+iv)(y+iz)\) is equivalent to the real multiplication \([\begin{bmatrix} u & -v \\
v & u \end{bmatrix}] \begin{bmatrix} y \\ z \end{bmatrix}\). Thus, the complex matrix-vector multiplication \(Mx \in \mathbb{C}^n\) corresponds to \(\overline{M}x' \in \mathbb{R}^{2n}\), where \(\overline{M}\) arises from \(M\) by replacing every entry \(u+iv\) by the corresponding \(2 \times 2\) matrix above, and \(x'\) is in interleaved complex format. Thus, to translate complex formulas into real formulas in the interleaved format, SPL introduces the new operator \(\gamma\): \(M \mapsto \overline{M}\), where \(M\) is any SPL formula. Other formats can be handled similarly.

Examples. We now illustrate SPL using several simple examples. The full relevance of SPL will become clear in the next section.

- **DCT-2**. We return to the **DCT-2** factorization in (14). In SPL, it takes the concise form

\[
\text{DCT-2}_4 = L_4^2(\text{DCT-2} \oplus \text{DCT-4}_2)(F_2 \otimes I_2)(I_2 \oplus J_2).
\] (16)

The stride permutation \(L_2^4\) is the left matrix in the sparse factorization of (14) while the direct sum of the two DCTs in (16) is the middle matrix in (14). The last factor in (14) is split into the last two factors in (16).

- **Downsampling.** The downsampling-by-2 operator used, e.g., in the DWT transform (13) is given by

\[
(\downarrow 2)_n = [I_{n/2} \ 0_{n/2}] L_2^8.
\]

- **Transform definitions.** Using SPL, we can define some of the previously introduced transforms more concisely. Examples include the Walsh-Hadamard transform in (9) and the filter transform in (11), which become

\[
\text{WHT}_{2^k} = F_2 \otimes \ldots \otimes F_2, \quad (k\text{-fold}),
\]

\[
\text{Filt}_n (h[z]) = I_n \otimes_{l+r} [h_l \ldots h_0 \ldots h_{-r}] .
\] (17) (18)

- **Multidimensional transforms.** If \( T_n \) is a transform, then its \( m \)-dimensional counterpart \( mD \cdot T_{n_1 \times \ldots \times n_m} \) for
an \( n_1 \times \cdots \times n_m \) input array, arranged lexicographically into a vector, is the \( m \)-fold tensor product 

\[
\mathbf{mD} - \mathbf{T}_{n_1 \times \cdots \times n_m} = \mathbf{T}_{n_1} \otimes \cdots \otimes \mathbf{T}_{n_m}.
\]  

(19)

For example, \( \mathbf{2D} - \mathbf{DFT}_{n_1 \times n_2} = \mathbf{DFT}_{n_1} \otimes \mathbf{DFT}_{n_2} \) is the two-dimensional DFT on an \( n_1 \times n_2 \) input array arranged into a vector in row-major order.

C. Rules

We have indicated before that the language SPL was introduced to represent transform algorithms. In this section we present the framework to capture and generate these algorithms using rules. As we mentioned in Section II, SPIRAL has two types of rules, breakdown rules and manipulation rules, which have different purposes. Breakdown rules are used by the FORMULA GENERATION block (see Fig. 1) to generate algorithms, represented as SPL formulas. Manipulation rules are used by the FORMULA OPTIMIZATION block to optimize algorithms. We discuss both types in detail below.

Breakdown rules. A breakdown rule is a decomposition of a transform into a product of structured sparse matrices that may contain other, usually smaller, transforms. We showed earlier an example for the \( \mathbf{DCT-2}_4 \) in (16). Formally, a breakdown rule is an equation of matrices, in which the left hand side is a transform and the right hand side is an SPL formula. We use \( \rightarrow \) instead of \( = \) to emphasize that it is a rule. A small subset of the rules for trigonometric transforms, available in SPIRAL’s rule database, are listed here.

Breakdown rules: trigonometric transforms.

\[
\begin{align*}
\text{DFT}_n & \rightarrow (\text{DFT}_k \otimes \mathbf{I}_m) \mathbf{T}_m^n (\mathbf{I}_k \otimes \text{DFT}_m) \mathbf{L}_k^n, \quad n = km \\
\text{DFT}_n & \rightarrow P_n (\text{DFT}_k \otimes \text{DFT}_m) Q_n, \quad n = km, \quad \gcd(k, m) = 1 \\
\text{DFT}_p & \rightarrow R_p^T (\mathbf{I}_1 \otimes \text{DFT}_{p-1}) D_p (\mathbf{I}_1 \otimes \text{DFT}_{p-1}) R_p, \quad p \text{ prime} \\
\text{DCT-3}_n & \rightarrow (\mathbf{I}_m \otimes \mathbf{J}_m) \mathbf{L}_m^n \left( \mathbf{DCT-3}_m(1/4) \otimes \mathbf{DCT-3}_m(3/4) \right) \\
\text{DCT-4}_n & \rightarrow S_n \text{DCT-2}_n \text{diag}_{\leq k < n} \left( 1/(2 \cos((2k+1)\pi/4m)) \right) \\
\text{IMDCT}_{2m} & \rightarrow (\mathbf{J}_m \otimes \mathbf{I}_m \otimes \mathbf{I}_m) \left( \left[ \begin{array}{c} 1 \\ -1 \end{array} \right] \otimes \mathbf{I}_m \right) + \left( \left[ \begin{array}{c} -1 \\ -1 \end{array} \right] \otimes \mathbf{I}_m \right) J_{2m} \text{DCT-4}_{2m} \\
\text{WHT}_{2^k} & \rightarrow \prod_{i=1}^{t} \left( \mathbf{L}_{2^{k_1}+\cdots+k_{i-1}} \otimes \text{WHT}_{2^{k_i}} \otimes \mathbf{L}_{2^{k_{i+1}+\cdots+k_t}} \right), \quad k = k_1 + \cdots + k_t
\end{align*}
\]

(20) Rule (20) is the Cooley-Tukey FFT rule. Rule (21) is the prime-factor FFT from Good-Thomas; \( P_n, Q_n \) are permutations (see [33], [35] for details). Rule (22) is Rader’s FFT algorithm (see [35]) and is used for prime sizes; \( R_p \) is a permutation and \( D_p \) is the direct sum of a \( 2 \times 2 \) matrix and a diagonal. Rule (23) was recently derived [36]. Note that transposition of this rule yields a rule for \( \text{DCT-2}_n \). Finally, (26) is an iterative rule for the WHT.
Next, we consider rules for the filter and the discrete wavelet transforms.

**Breakdown rules: filter transform and DWT.** Filter banks can be represented by matrices of filters, [37]. For example, for two FIR filters given by \( h[z] \) and \( g[z] \), one stage of a corresponding filter bank is given by the transform

\[
\text{Filt}_n \left( \begin{bmatrix} h[z] \\ g[z] \end{bmatrix} \right) = \begin{bmatrix} \text{Filt}_n (h[z]) \\ \text{Filt}_n (g[z]) \end{bmatrix}.
\]  

(27)

This will be used in the following breakdown rules for filter transforms and for the discrete wavelet transform DWT.

\[
\text{Filt}_n (h[z]) \rightarrow I_s \otimes_{l+r} \text{Filt}_{n/s} (h[z]), \quad h[z] = \sum_{k=-r}^{l} h_k z^{-k}
\]  

(28)

\[
\text{Filt}_{n}^{\per, \per} (h[z]) \rightarrow \text{DFT}_n^{-1} \text{diag}_{0 \leq k < n} (a_k) \text{DFT}_n, \quad (a_0, \ldots, a_{n-1})^T = \text{DFT}_n \hat{h}
\]  

(29)

\[
\text{DWT}_{n}^{f_i, f_r} (h[z], g[z]) \rightarrow \left( \text{DWT}_{n/2}^{f_i, f_r} (h[z], g[z]) \oplus I_{n/2} \right) \begin{bmatrix} h[z] \\ g[z] \end{bmatrix}
\]  

(30)

\[
\text{DWT}_{n}^{f_i, f_r} (h[z], g[z]) \rightarrow \left( \text{DWT}_{n/2}^{f_i, f_r} (h[z], g[z]) \oplus I_{n/2} \right) \begin{bmatrix} I_{n/2} \otimes_{l+r-1} [h_l \cdots h_0 \cdots h_{-r}] \\ I_{n/2} \otimes_{l+r-1} [g_l \cdots g_0 \cdots g_{-r}] \end{bmatrix} \text{E}_{n,l,r}^{f_i, f_r}
\]  

(31)

\[
\text{DWT}_{n}^{f_i, f_r} (h[z], g[z]) \rightarrow \left( \text{DWT}_{n/2}^{f_i, f_r} (h[z], g[z]) \oplus I_{n/2} \right) \text{Filt}_{n}^{f_i, f_r} \begin{bmatrix} h_{\text{even}}[z] \\ h_{\text{odd}}[z] \\ g_{\text{even}}[z] \\ g_{\text{odd}}[z] \end{bmatrix} \text{L}_2^n
\]  

(32)

Rule (28) is the overlap-save convolution rule [30]. Rule (29) arises from the convolution theorem of the DFT [30]. Elements of the diagonal matrix are the DFT coefficients of \( \hat{h} \) where \( \hat{h}[z] = h[z] \mod (z^n - 1) \). Rule (30) represents Mallat’s algorithm for computation of the DWT (e.g., [38]) and could also be used to define the DWT. Rule (31) is similar to (30) but the downsampling operator is fused into the filter matrix to save half of the number of operations. Rule (32) is the polyphase decomposition for the DWT [38] and requires \( f_i, f_r \in \{ \text{per}, \text{zero} \} \). There are many other breakdown rules for the DWT included in SPIRAL, most notably the *lifting rule* that decomposes polyphase filter banks into lifting steps [39].

**Terminal breakdown rules.** Finally, we also use rules to terminate base cases, which usually means transforms of size 2. The right hand side of a *terminal rule* does not contain any transform. Examples include for the trigonometric transforms

\[
\text{DFT}_2 \rightarrow F_2, \quad \text{DCT-}2 \rightarrow \text{diag}(1, 1/\sqrt{2})F_2, \quad \text{DCT-}4 \rightarrow J_2 R_{13\pi/8},
\]  

(33)

and for the DWT

\[
\text{DWT}_{2}^{f_i, f_r} (h[z], g[z]) \rightarrow \begin{bmatrix} h_l \cdots h_0 \cdots h_{-r} \\ g_l \cdots g_0 \cdots g_{-r} \end{bmatrix} \text{E}_{2,l,r}^{f_i, f_r}
\]

The above breakdown rules, with the exception of (23), are well known in the literature; but they are usually expressed using elaborate expressions involving summations and with complicated index manipulations. In contrast, equations (20) to (32) are not only compact but also clearly exhibit the structure of the rules. Although these rules are very different from each other, they only include the few constructs in SPL, which makes it possible to translate...
the algorithms generated from these rules into code (see Section IV). As a final note, we mention that SPIRAL’s
database includes over one hundred breakdown rules.

**Manipulation rules.** A manipulation rule is a matrix equation in which both sides are SPL formulas, none of
which contains any transforms. These rules are used to manipulate the structure of an SPL formula that has been
fully expanded using breakdown rules. Examples involving the tensor product include

\[
A_m \otimes B_n \rightarrow (A_m \otimes I_n) (I_m \otimes B_n) \tag{34}
\]

\[
(B_n \otimes A_m) \rightarrow L_{mn}^{mn} (A_m \otimes B_n) L_{mn}^{mn} \rightarrow (A_m \otimes B_n) L_{mn}^{mn} \tag{35}
\]

where \((A_m \otimes B_n) L_{mn}^{mn}\) is the notation for *matrix conjugation* defined in this case by the middle term of equation (35).

Rule (34) is referred to as the multiplicative property of the tensor product. These are some of the manipulation
rules available for the tensor product see [40].

Manipulation rules for the stride permutation [32] include the following

\[
(L_{mn})^{-1} \rightarrow L_{mn} \tag{36}
\]

\[
L_{kmn}^{kmn} L_{mn}^{kmn} \rightarrow L_{kmn}^{kmn} L_{mn}^{kmn} \rightarrow L_{kmn}^{kmn} \tag{37}
\]

\[
L_{mn}^{kmn} \rightarrow (L_{mn}^{kn} \otimes I_m) (I_k \otimes L_{mn}^{kmn}) \tag{38}
\]

\[
L_{kmn}^{kmn} \rightarrow (I_k \otimes L_{mn}^{kmn}) (I_k \otimes I_m) \tag{39}
\]

We introduced in Subsection III-B the operator \([\overline{\cdot}]\) that we used to translate complex formulas into real formulas
in the complex interleaved format. Manipulation rules for this construct include

\[
\overline{A} \rightarrow A \otimes I_2, \text{ for } A \text{ real}
\]

\[
\overline{AB} \rightarrow \overline{A} \oplus \overline{B}
\]

\[
\overline{A} \oplus \overline{B} \rightarrow \overline{A} \oplus \overline{B}
\]

\[
\overline{I_m} \otimes \overline{A} \rightarrow I_m \otimes \overline{A}
\]

\[
\overline{A} \otimes I_m \rightarrow (I_n \otimes L_{mn}^{2m}) (\overline{A} \otimes I_m) (I_n \otimes L_{mn}^{2m})
\]

A different data format for complex transforms leads to a different operator \([\overline{\cdot}]\) and to different manipulation rules.

SPIRAL uses currently about 20 manipulation rules; this number will increase as SPIRAL evolves.

**D. Rul etree and Formulas**

**Rul etree.** Recursively applying rules to a given transform to obtain a fully expanded formula leads conceptually
to a tree, which in SPIRAL we call a *rul etree*. Each node of the tree contains the transform and the rule applied
at this node. As a simple example, consider the **DCT-2**₄, expanded first as in (16) and then completely expanded
using the base case rules (33). The corresponding tree (with the rules omitted) is given by

```
   DCT-2₁
     /   \
DCT-2₂  DCT-4₂
```

(40)

We always assume that a ruletree is fully expanded. A ruletree clearly shows which rules are used to expand the transform and, thus, uniquely defines an algorithm to compute the transform. We will see in Section III-B that, by labeling with tags specific components of the trees, the ruletree also fixes implementation degrees of freedom. Ruletrees are a convenient representation of the SPL formulas they represent: they keep the relevant information for creating the formula, they are storage efficient, and they can be manipulated easily, e.g., by changing the expansion of a subtree. All these issues, particularly the last one, are very important for our search methods, see Section VI-A, since they require the efficient generation of many ruletrees for the same transform. We also use the ruletree representation for defining “features” of a formula to enable learning methods, see Section VI-B. However, when translating a formula into code, it is necessary to convert the ruletree into an explicit SPL formula.

Formulas. Expanding a ruletree by recursively applying, top-down, the specified rules, yields a completely expanded (SPL) formula, or simply a formula. Both, the ruletree and the formula specify the same fast algorithm for the transform, but in a different form. The information about the intermediate expansions of the transform is lost in the formula, but the formula captures the structure and the dataflow of the computation, which is crucial for mapping it into code. As an example, the completely expanded formula corresponding to (14), (16), and (40) is given by

\[
\text{DCT-2}_1 = \mathbf{L}_2^2 \left( \text{diag}(1, 1/\sqrt{2}) \mathbf{F}_2 \oplus \mathbf{J}_2 \mathbf{R}_{13\pi/8} \right) (\mathbf{F}_2 \oplus \mathbf{I}_2)(\mathbf{I}_2 \oplus \mathbf{J}_2).
\]

(41)

The formula in (16) cannot be translated into code in SPIRAL because it is not fully expanded: its right hand side contains the transforms \text{DCT-2}_2 and \text{DCT-4}_2, which are non-terminals. In contrast, (41) is a fully expanded formula since it expresses \text{DCT-2}_1 exclusively in terms of terminal SPL constructs, and thus can be translated into code.

The above rule framework defines a formal language that is a subset of SPL. The non-terminal symbols are the transforms, the rules are the breakdown rules available in SPIRAL, and the generated language consists of those formulas that are fast algorithms for the transforms.

Alternatively, we can regard this framework as a term rewriting system [41]. The terms are the formulas, the variables are the transform sizes (or, more general, the transform parameters), the constants all other SPL constructs, and the rules the breakdown rules. The transform algorithms are those formulas in normal form. If we consider only rules that decompose a transform into smaller transforms such as (20) or that terminate transforms such as (33), then it is easy to prove that formula generation terminates for a given transform. However, the existence of translation rules such as (24) may introduce infinite loops. In practice, we make sure that we only include translation rules that translate transforms of higher complexity into transforms of lower complexity to ensure termination. Obviously, the
rewriting system is not confluent—and it is not meant to be—since the purpose is to combine the various rules to generate many different algorithms for each transform.

**Formula space \( F \).** In general, there are few rules (say less than 10) per transform, but the choices during the recursive expansion lead to a large number of different formulas. These choices arise from the choice of rule in each step, but also, in some cases, from different instantiations of one rule (e.g., rule (20) has a degree of freedom in factoring the transform size). When a formula is recursively generated, these choices lead to a combinatorial explosion and, in most cases, to an exponentially growing number of formulas for a given transform. The different formulas for one transform all have similar arithmetic cost (number of additions and multiplications) equal or close to the best known (due to the choice of “good” or “fast” rules), but differ in dataflow, which in turn leads to a usually large spread in runtime. Finding the best formula is the challenge.

The set of alternative formulas that can be generated by recursive application of applicable rules constitute the set of formulas \( F \). Even though this set is very large, its recursive structure allows search methods such as dynamic programming and evolutionary search, see Section VI-A, to operate quite efficiently.

**E. Formula Generation**

The framework presented in the previous section provides a clear road map on how to implement the **FORMULA GENERATION** block in SPIRAL (see Fig. 1). The block needs three databases to generate the formula space: one defines the transforms and the other two define the breakdown and manipulation rules, respectively. Information about transforms include their definition (for verification of formulas and code), type and scope of parameters (at least the size), and how to formally transpose them. Information provided for rules includes their applicability (i.e., for which transform and parameters), children, and the actual rule. Ruletrees and formulas are both implemented as recursive data types. A more detailed description can be found in [42], [43].

We used the GAP 3 [44] computer algebra system to implement the high-level components of SPIRAL including the **FORMULA GENERATION**, the **FORMULA OPTIMIZATION**, the **SEARCH** and the user interface. GAP was chosen for the following reasons: 1) GAP provides data types and functions for symbolic computation, including exact arithmetic for rational numbers, square roots of rational numbers, roots of unity, and cosine and sines of angles \( r \pi \), where \( r \) is a rational number. These are sufficient to represent most transforms and rules, and *exact* arithmetic can be used to formally verify rules and formulas (see Section V-B); 2) GAP can be easily extended; and 3) GAP is easy to interface with other programs and the GAP kernel can be modified when necessary since the full source code is available.

**IV. FROM SPL FORMULAS TO CODE**

In this section, we discuss the second level in SPIRAL, the **IMPLEMENTATION LEVEL** (see Fig. 1), which comprises the two blocks **IMPLEMENTATION** and **CODE OPTIMIZATION**. We also refer to this level as the **SPL COMPILER**, since its purpose is to translate SPL formulas into code. By generating code for a formula \( A \), we mean
generating code for the matrix vector multiplication $y = Ax$, where $x$ and $y$ are input and output vectors of suitable size.

Up to this point, the motivation to consider the formula representation of transforms has been purely mathematical: SPL is a natural representation of algorithms from the algorithms expert’s point of view, and SPL enables the generation of many alternative formulas for the same transform. However, as we will see in this section, SPL’s ruletrees and formulas also retain the necessary information to translate formulas into efficient code, including vector and parallel code. Furthermore, SPL facilitates the manipulation of algorithms represented as formulas, using rules, such as those from Section III-C. Manipulation of the algorithms enables SPIRAL to optimize data flow patterns at the high, mathematical level. Current compilers strive to accomplish such optimizations on the code level but, in the domain of transforms, very often fail or optimize only to a rather limited degree. In Section VII, we will show experiments that demonstrate this problem.

In the following, we first slightly extend the language SPL as introduced in Section III-B through the notion of tags that fix implementation choices when SPL is translated into code. Then, we introduce a major concept in SPL—the template mechanism, which defines the code generation. Finally, we explain standard (scalar) code generation, and, with less detail, vector code generation and the first experiences in SPIRAL with parallel code generation.

A. SPL and Templates

As introduced in Section III-B, Table I, SPL describes transform algorithms as formulas in a concise mathematical notation.

**Implementation choices: tags.** Besides formula constructs, SPL supports tags in ruletrees and the corresponding formulas. The purpose of these tags is to control implementation choices, i.e., to instruct the compiler to choose a specific code generation option, thus fixing the degrees of freedom in the compiler. In the current version of SPIRAL, the most important considered implementation choice is the degree of unrolling, which can be controlled either globally or locally. The global unrolling strategy is determined by an integer threshold that specifies the smallest size of (the matrix corresponding to) a subformula to be translated into loop code. This threshold may be overridden by local tags in the formula that allow a finer control. Experiments have shown that a global setting is sufficient in most cases [43]. Tags will most likely become even more relevant in future versions of SPIRAL when more implementation strategies with indeterminate outcome are included.

**Templates.** The translation of SPL formulas to code is defined through templates. A template consists of a parameterized formula construct $A$, a set of conditions on the formula parameters, and a C-like code fragment. Table II shows templates for several SPL symbols, the stride permutation $L_{mn}^m$, the $J_n$ matrix, the butterfly matrix $F_2$, and a generic diagonal matrix $D$. Table III shows templates for several matrix constructs.

Templates serve four main purposes in SPIRAL: 1) they specify how to translate formulas into code; 2) they are a tool for experimenting with different ways of mapping a formula into code; 3) they enable the extension of SPL with additional constructs that may be needed to express new DSP algorithms or transforms not yet included in
SPIRAL; and 4) they facilitate extending the SPL compiler to generate special code types such as code with vector instructions (see Section IV-E).

Each template is written as a separate function implementing a parameterized SPL construct with its own scope for variables. However, when incorporated into the generated code, the variables local to different templates are given unique names to disambiguate them and to incorporate them into one common name space. The template code is specialized by substituting all of the template parameters (e.g., \( \text{size} \) and \( \text{str} \) in \( L_{\text{size}}^{\text{str}} \)) by their respective values.

Although the template specialization step is similar to partial evaluation described in [45], it does not require complicated binding-time analysis, because the only control flow statements in the codes generated from formulas are loops with known bounds. This is because currently SPIRAL does not generate code for parameterized transforms, but only for instantiations, i.e., with transform size and other parameters already fixed in the formula generation process. This makes the specialization of the initial code generated from the formula straightforward.

### B. Standard Code Generation

The SPL compiler translates a given SPL program describing a formula into C (or Fortran) code. This translation is carried out in several stages shown in Fig. 3.

**Intermediate Code Generation.** The first stage of the compiler traverses the SPL expression tree top-down, recursively matches subtrees with templates, and generates C-like intermediate code from the corresponding template by specializing the template parameters with the values obtained from the formula.

Next, based on the local unrolling tags and the global unrolling threshold, the compiler determines which loops should be unrolled and marks them accordingly in the intermediate representation.

Constructs like “\( \text{diag} \)” or other generic matrices allow lists of constant scalar values as arguments. Constants are saved in constant tables, \( \text{matN} \), to enable looping. These tables are used in the subsequent compiler stages. If the
### TABLE III

**Examples of templates for SPL constructs: Matrix constructs.**

<table>
<thead>
<tr>
<th>A (\otimes) B</th>
<th>I(_n) (\otimes) A</th>
</tr>
</thead>
</table>
| deftemp t Rows(B)  
call B(t, x)  
call A(y, t) | do i0 = 0..n-1  
call A(subvec(y, i0*Rows(A), (i0+1)*Rows(A)-1)),  
subvec(x, i0*Cols(A), (i0+1)*Cols(A)-1)); |

**Commonly used key words:**

- `call A(y, x)`: inserts code for block A with input x and output y
- `subvec(v, start, end)`: returns a subvector of v
- `deftemp v N`: defines a new temporary vector v of N elements
- `Rows(A)`: returns row dimension of A
- `Cols(A)`: returns column dimension of A

**Fig. 3.** The SPL compiler.

Loop unrolling. Loops marked for unrolling are fully unrolled; currently, the SPL compiler does not support partial unrolling. A reasonably large degree of unrolling is usually very beneficial, as it creates many opportunities for optimizations. As a simple example, consider the rotation matrix

\[
R_{\pi/8} = \begin{bmatrix}
\cos(\pi/8) & \sin(\pi/8) \\
-\sin(\pi/8) & \cos(\pi/8)
\end{bmatrix}.
\]

Since there is no special template for a rotation, the compiler generates a regular matrix multiplication block with two nested loops, and a separate data table `mat0` to contain the elements of the matrix. This code and the resulting unrolled code is shown below.
As this example shows, full unrolling enables constant table references to be inlined and additional optimizations to be performed. In this case all additions of zero can be eliminated.

**Precomputation of intrinsics.** Besides constants, the code may call predefined transcendental functions such as $\sin(\cdot)$ to represent scalars. These functions are called *intrinsic*, because the compiler has special support for handling them.

When the compiler encounters an intrinsic function, the function call is not inserted in the target code. Instead, all possible arguments to the function are computed by the compiler. This is possible since all loop bounds are known at compile time. The compiler will then replace the original expressions by references to tables of constants whose values are either computed at compile time or initialized at runtime, depending on the compiler configuration. In the case they are initialized at runtime, the compiler produces an initialization function.

**Optimization.** The optimization stage performs dead code and common subexpression elimination, strength reduction, copy propagation, and conversion to scalars of temporary vector references with constant indices. This stage will be discussed in detail in the next subsection.

**Target code generation.** In the last stage, the compiler produces the target code. The target code is customizable with the following options.

*Standard code generation backends* generate standard C and Fortran code including the required function declaration, constant tables, and the initialization function for precomputing intrinsics. We focus our discussion on C code generation. The FMA (fused multiply-add) backend performs an instruction selection to produce C code that utilizes fused-multiply add instructions available on some platforms. The multiplierless backend decomposes constant multiplications into additions, subtractions, and shifts.

*Graphical backends* produce transform data-flow graphs. These graphs are useful to visualize, analyze, and compare different code options.

*Statistical backends* output statistics of the generated code, rather than the code itself. Examples include the arithmetic cost, the FMA arithmetic cost, the size of the intermediate storage required, or the estimated accuracy. These statistics can be used as alternatives to runtime for the optimization criteria used by SPIRAL (see Section V-C). The arithmetic cost backend, for instance, enables SPIRAL to search for formulas that implement the transform with the minimal number of arithmetic operations.

### C. Code Optimization

In this section, we provide further detail on the optimization stage of the SPL compiler, the fourth block in Fig. 3. The reason why the SPL compiler performs these optimizations rather than leaving them to the C/Fortran compiler is...
that practically all of the commonly used compilers do not optimize well machine generated code, in particular, large segments of straightline code, see [11], [19], [46], [47]. The performed optimizations include array scalarization, algebraic simplification, constant and copy propagation, common subexpression elimination (CSE), and dead code elimination. The first four optimizations will be investigated in more detail below. Dead code elimination will not be discussed, as there are no unusual details of our implementation that impact performance. Finally, we briefly discuss FMA code generation.

**Static single assignment.** All of the optimizations considered are scalar optimizations that operate on code converted to static single assignment (SSA) form, in which each scalar variable is assigned only once to simplify the required analysis.

**Array scalarization.** C compilers are very conservative when dealing with array references. As can be seen from the compilation example in the previous section, the loop unrolling stage can produce many array references with constant indices. During array scalarization, all such occurrences are replaced by scalar temporary variables.

**Algebraic simplification.** This part of the optimizer performs constant folding and canonicalization, which support the efforts of other optimization passes.

Constants are canonicalized by converting them to be non-negative and by using unary negation where necessary. Expressions are canonicalized similarly by pulling unary negation as far out as possible. For example, \(-x - y\) is translated to \(-(x + y)\), and \((-x) \ast y \rightarrow -(x \ast y)\). Unary operators will usually combine with additive operators in the surrounding context and disappear through simplification.

These transformations, in conjunction with copy propagation, help create opportunities, previously unavailable, for common subexpression elimination (CSE) to further simplify the code.

**Copy propagation.** Copy propagation replaces occurrences of the variable on the left hand side of a given “simple” assignment statement with the right hand side of that assignment statement, if the right hand side is either a constant, a scalar, or a unary negation of a scalar or a constant.

Recall that unary negation expressions are often created during algebraic simplification due to canonicalization. Copy propagation will move them so that they can combine with additive operators in the new context during further algebraic simplification.

**Common subexpression elimination.** Common subexpression elimination tries to discover multiple occurrences of the same expression; it makes sure that these are computed only once. Our implementation treats subscripted array references as expressions and, therefore, as eligible for elimination.

**Optimization strategy.** The different optimizations described above have mutually beneficial relationships. For instance, algebraic simplification can bolster copy propagation, and copy propagation can then create new opportunities for algebraic simplification. Alternating between these two optimization passes, the code will eventually reach a fixed point, where it is changed no further.

Our implementation strategy is to loop over these different optimization passes in the manner prescribed, and to terminate once an entire iteration fails to change the code.

**Impact of the optimizations.** Merely scalarizing arrays provides a sizable performance benefit as seen in Fig. 4.
These graphs depict the execution time (lower is better) of the codes generated for 45 SPIRAL generated formulas for a DFT$_{32}$ on two different platforms. The line marked with stars and labeled “SPARC” in Fig. 4(a), respectively “MIPS” in Fig. 4(b), shows the execution times achieved by the native SPARC (MIPS) compiler alone. The line marked with triangles and labeled “Scalarized” shows that every formula is improved by scalarizing the C code before sending it to the native compiler on both platforms. Note that we performed our MIPS experiments on an R12000 with the MIPSpro compiler. See [46] for a case where the same experiments were performed with the same compiler on an R10000, but with different results. In that case, the MIPSpro compiler already achieved good performance without scalarizing or optimizing the code first. The line marked with bullets and labeled “Optimized” in both graphs of Fig. 4 represents the performance of the DFT codes after the entire optimization following the strategy described above. We observe that the additional optimizations beyond array scalarization significantly improve the code on SPARC, but not on MIPS.

**FMA code generation.** Some architectures, including Itanium 1/2 and Motorola G4/G5, offer fused multiply add (FMA) instructions, which perform an instruction of the form

\[ y \leftarrow \pm ax \pm b \]

as fast as a single addition or multiplication. Most standard compilers cannot generate the optimal FMA code as it may require changing the algorithm and/or the order of computation.

To generate explicit FMA code, we use an algorithm that traverses the data flow graph propagating multiplications, and fusing them with additions where possible [48]. The algorithm has the property that the number of multiplications left “unfused” is at most the number of outputs of the transform. We implemented the algorithm by extending the iburg instruction selection framework for expression trees [49]. Unlike standard compilers, this algorithm can
produce code that matches the best published FMA arithmetic cost for many transforms, including the DFT [50], [51].

Our FMA generation algorithm can also be performed more concisely at the formula level (similar to the vector code generation discussed below) rather than at the code level. This method is currently being integrated into SPIRAL.

D. Compilation Example.

To demonstrate the most important stages of the compiler, we discuss the compilation of the SPL formula in (41). The size of the formula is 4, which is smaller than the default global unrolling threshold 16. Thus, the generated code will be completely unrolled. In the unrolled code, all references to precomputed coefficient tables and transcendental functions will be inlined during the unrolling stage, and the intrinsic precomputation stage will be omitted.

We look at the output of all the stages of the compiler for this expression.

Intermediate code generation from SPL templates. The initial stage of the compiler converts the SPL expression tree for (41) into the looped intermediate code (Table IV, left). The generated code is annotated with formula fragments to show the origin of the code.

Loop unrolling. All of the loops generated in the previous stage are unrolled because of the small transform dimension $n = 4 < 16$, where 16 is the default setting as mentioned. After full unrolling, the tables $matN$ are no longer needed, and the compiler directly substitutes the computed values (Table IV, right).

Scalar optimization and target code generation. Loop unrolling usually creates many opportunities for scalar optimizations, and also creates unnecessary temporary arrays (t0, t1, t2, t3, t4 in Table IV, right). Array scalarization converts redundant temporary arrays into scalars, and then the code is converted into SSA form (i.e., each scalar variable is assigned only once). As was mentioned earlier, this simplifies the analysis required for further optimization.

After the code optimization, the compiler outputs the target code including the transform function declaration and an initialization function. Since our unrolled code does not use any tables, the initialization function is empty. The resulting code is shown in Table V, left. Further optional FMA optimization saves two instructions (Table V, right).

Fig. IV-D shows the two data flow graphs, produced by the graphical backend, for the codes in Table V. Each internal node in the graph represents either an addition (light gray circle), a multiplication by a constant (dark gray circle), or an FMA instruction (dark gray rectangle). For the latter, the input being multiplied is marked with a bold edge.

E. Vector Code Generation

Most modern processors feature short vector SIMD (single instruction, multiple data) extensions. This means the architecture provides data types and instructions to perform floating point operations on short vectors at the same
TABLE IV
Code generation for formula (41). Left: initial code generation; and right: after unrolling and inlining constants.

<table>
<thead>
<tr>
<th>Formula</th>
<th>Left Code</th>
<th>Right Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sum_{i=0}^{1} J_2$</td>
<td>for (i0 = 0; i0 &lt; 2; i0++) { t2[i0] = x[i0]; } for (i0 = 0; i0 &lt; 2; i0++) { t2[i0+2] = x[-i0+3]; }</td>
<td>for (i0 = 0; i0 &lt; 2; i0++) { t2[i0] = t2[i0] - t2[i0+2]; t2[i0] = t2[i0] + t2[i0+2]; }</td>
</tr>
<tr>
<td>$F_2 \otimes J_2$</td>
<td>for (i0 = 0; i0 &lt; 2; i0++) { t1[i0+2] = t2[i0] + t2[i0+2]; } diag(1, $\sqrt{2}/2$) F2 @ ...</td>
<td>t3[1] = t1[0] - t1[1]; t3[0] = t1[0] + t1[1]; for (i0 = 0; i0 &lt; 2; i0++) { t0[i0] = mat0[i0] * t3[i0]; }</td>
</tr>
<tr>
<td>$L_2^4$</td>
<td>for (i0 = 0; i0 &lt; 2; i0++) { for (i1 = 0; i1 &lt; 2; i1++) { y[2<em>i0+i1] = t0[i0+2</em>i1]; } }</td>
<td>for (i0 = 0; i0 &lt; 2; i0++) { for (i1 = 0; i1 &lt; 2; i1++) { f0 = mat1[i0*2 + i1] * t1[i1+2]; t4[i0] = t4[i0] + f0; } }</td>
</tr>
</tbody>
</table>

TABLE V
Final generated code for the formula (41). Left: standard C code; right: FMA code.

```c
void sub(double *y, double *x) {
    double f0, f1, f2, f3, f4, f7, f8, f10, f11;
    f0 = x[0] - x[3];
    f1 = x[0] + x[3];
    f2 = x[1] - x[2];
    f3 = x[1] + x[2];
    f4 = f1 - f3;
    y[0] = f1 + f3;
    y[2] = 0.7071067811865476 * f4;
    f7 = 0.9238795325112867 * f0;
    f8 = 0.3826834323650898 * f2;
    y[1] = f7 + f8;
    f10 = 0.3826834323650898 * f0;
    f11 = -0.9238795325112867 * f2;
    y[3] = f10 + f11;
    void init_sub() { }
}
```
speed as a single, scalar operation. The short vector extensions have different names for different processors, have different vector lengths $\nu$, and operate in single or double precision. An overview is provided in Table VI.

<table>
<thead>
<tr>
<th>Vendor</th>
<th>Name</th>
<th>$\nu$-way</th>
<th>Precision</th>
<th>Processor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intel</td>
<td>SSE</td>
<td>4-way</td>
<td>single</td>
<td>Pentium III</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Pentium 4</td>
</tr>
<tr>
<td>Intel</td>
<td>SSE2</td>
<td>2-way</td>
<td>double</td>
<td>Pentium 4</td>
</tr>
<tr>
<td>Intel</td>
<td>SSE3</td>
<td>4-way</td>
<td>double</td>
<td>Pentium 4</td>
</tr>
<tr>
<td>Intel</td>
<td>IPF</td>
<td>2-way</td>
<td>single</td>
<td>Itanium</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Itanium 2</td>
</tr>
<tr>
<td>AMD</td>
<td>3DNow!</td>
<td>2-way</td>
<td>single</td>
<td>K6</td>
</tr>
<tr>
<td>AMD</td>
<td>Enhanced 3DNow!</td>
<td>2-way</td>
<td>single</td>
<td>K7, Athlon XP</td>
</tr>
<tr>
<td>AMD</td>
<td>Professional</td>
<td>4-way</td>
<td>single</td>
<td>Athlon MP</td>
</tr>
<tr>
<td>AMD</td>
<td>AMD64</td>
<td>2-way</td>
<td>single</td>
<td>Athlon 64</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4-way</td>
<td>single</td>
<td>Opteron</td>
</tr>
<tr>
<td>Motorola</td>
<td>AltVec</td>
<td>4-way</td>
<td>single</td>
<td>MPC 74xx G4</td>
</tr>
<tr>
<td>IBM</td>
<td>AltVec</td>
<td>4-way</td>
<td>single</td>
<td>PowerPC 970 G5</td>
</tr>
<tr>
<td>IBM</td>
<td>Double FPU</td>
<td>2-way</td>
<td>double</td>
<td>PowerPC 440 FP2</td>
</tr>
</tbody>
</table>

Short vector instructions have the potential to speed-up considerably a program, provided the program’s data flow exhibits the fine-grain parallelism necessary for their application. Since vector instructions are beyond the standard C/Fortran programming model, it is natural to leave the vectorization to a vectorizing compiler. Unfortunately, to date, compiler vectorization is very limited; it fails, in particular, for the complicated access patterns usually found in transform formulas. In Section VII, for example, we will show that compiler vectorization, when used in tandem with SPIRAL, can, for the DFT, achieve moderate speed-ups (about 50%), whereas the best possible code is at least a factor of 2 faster.

As a consequence, when striving for highest performance, the common current practice is to hand-code vector instructions, which can be done at the C level through the use of “intrinsics” provided by the respective architecture vendors. This poses major challenges to software developers: 1) each vector extension provides different functionality
and the intrinsics interface is not standardized, neither across platforms, nor across compilers, making the written
code non-portable; 2) the performance of vector instructions is very sensitive to the data access; a straightforward
use often 

deteriorates

performance instead of improving it; and 3) in a library of many transforms, each transform
needs to be hand-coded individually. In the following, we give an overview of how we overcome these problems by
extending SPIRAL to automatically generate optimized vector code. We note that by extending SPIRAL to handle
vectorization, the third difficulty is immediately taken care of. For a more detailed description, we refer to [52]–[54]
and to [55] in this special issue.

Our approach to vector code generation for SPL formulas consists of two high-level steps.

- We identify which basic SPL formulas or structures within formulas can be naturally mapped into vector code;
  then we derive a set of manipulation rules that transform a given SPL formula into another formula that can
  be better vectorized. These manipulations are incorporated into the FORMULA OPTIMIZATION block in Fig. 1
  and can overcome compiler limitations since they operate at the “high” mathematical level. The manipulation
  rules are parameterized by the vector length \( \nu \).

- We define a short vector API on top of all current vector extensions, which is sufficient to vectorize a large
  class of SPL formulas. The API is implemented as a set of C macros. The SPL compiler is then extended to
  map vectorizable formulas into vector code using this API.

**Formula manipulation.** We start by identifying formulas that can be naturally mapped into vector code. The
list is by no means exhaustive, but, as it turns out, is sufficient for a large class of formulas. We assume that the
formula is real valued, i.e., if the original formula is complex, we first convert it into a real formula using the
conversion operator \( (\cdot) \) and the manipulation rules introduced in Section III-C. Further, we denote by \( \nu \) the vector
length; on current platforms, only \( \nu = 2, 4 \) are available (see Table VI). We refer to a vector instruction for vectors
of lengths \( \nu \) also as a \( \nu \)-way vector instruction.

The most basic construct that can be mapped exclusively into vector code is the tensor product

\[
A \otimes I_\nu,
\]

where \( A \) is an arbitrary formula. The corresponding code is obtained by replacing each scalar operation in the code
for \( y = Ax \) by the corresponding \( \nu \)-way vector instruction. This is best understood by visualizing the structure of
\( A \otimes I_\nu \); the example \( F_2 \otimes I_4 \) for \( \nu = 4 \) is provided in Table VII.

Further, the following structured matrix \( S \)

\[
S = \begin{bmatrix}
\text{diag}(a_0, \ldots, a_{\nu-1}) & \text{diag}(b_0, \ldots, b_{\nu-1}) \\
\text{diag}(c_0, \ldots, c_{\nu-1}) & \text{diag}(d_0, \ldots, d_{\nu-1})
\end{bmatrix} = L_{2^\nu}^{2^\nu} \left( \bigoplus_{0 \leq i < n} \begin{bmatrix}
a_i & b_i \\
c_i & d_i
\end{bmatrix} \right)
\]

(43)

can be mapped into 4 vector multiplications and 2 vector additions. The sparse structure of \( S \) in (43) is equivalent
to the structure of (42), only the actual values of the entries differ. The matrix \( S \) appears often in DSP transforms,
for example, in the DFT when converting the complex twiddle factors into a real matrix using the \( (\cdot) \) operator.

Finally, we need vectorizable permutations. Clearly, permutations of the form \( P \otimes I_\nu \) match (42) and are thus
naturally mappable into vector code. Another important class consists of permutations that can be vectorized using a small number of in-register data reorganization instructions. The permutations

\[ P \in \{ L_2^\nu, L_2^{2\nu}, L_\nu^{2\nu} \} \]  

(44)

are of that type and play an important role in the vectorization of DFT algorithms based on the Cooley-Tukey rule (20). The actual implementations of these instructions differ across short vector architectures; however, they share the characteristics that they are done fully in-register, using only a few vector reorder instructions.

Further, if \( P \) is a vectorizable permutation of the form (42) or (44), then the same holds for \( I_n \otimes P \). Finally, for \( \nu = 4 \), we also consider permutations of half-vectors, namely of the form \( P \otimes I_2 \). These permutations reorganize complex numbers into the interleaved complex format and are thus important for complex transforms. For example, Intel’s SSE vector extension provides memory access instructions for these permutations.

Building on the above introduced constructs, we can completely vectorize any expression of the form

\[ \prod_i P_i D_i (A_i \otimes I_\nu) E_i Q_i, \]  

(45)

where \( P_i, Q_i \) are vectorizable permutations, and \( D_i, E_i \) are direct sums of matrices of the form (43). The class of formulas in (45) is general enough to cover the DFT formulas based on the Cooley-Tukey breakdown rule (20), the WHT formulas based on (26), and the higher-dimensional transforms (19).

We briefly illustrate the vectorization manipulations with the Cooley-Tukey rule (20). To manipulate a given formula into the form (45), we use manipulation rules including equations (35) to (39). Using these manipulations, we can vectorize every Cooley-Tukey rule based formula, provided that, for \( n = km \) in (20), \( \nu \mid k, m \), which implies \( \nu^2 \mid n \). In this case the manipulated formula takes the following form,

\[
\text{DFT}_{mn} = (I_{mn} \otimes L_\nu^{2\nu}) \left( \text{DFT}_{m} \otimes I_{n} \right. \left. \otimes I_\nu \right) T_{mn} \left( I_{mn} \otimes (L_\nu^{2n} \otimes I_\nu) \left( I_{mn} \otimes L_\nu^{2\nu} \right) \left( \text{DFT}_{n} \otimes I_\nu \right) \left( I_{mn} \otimes L_\nu^{2\nu} \right) \right),
\]  

(46)

where \( T_{mn} \) is a direct sum of matrices \( S \) shown in (43). The operator \( \cdot \) is as defined in Section III-B. Note that (46) matches (45) and is, hence, completely vectorizable, independently of the further expansion of the smaller occurring DFTs. This is crucial for obtaining a searchable formula space where formulas in this space exhibit
different data flows. 

**Code mapping.** After a formula is vectorized by the means of formula manipulation, the parts of the formula matching the pattern in (45) are mapped into vector code; the remaining part of the formula is mapped into scalar code using the standard SPL compiler. For a formula matching (45), first, vector code is generated for \( A_i \otimes I_v \) by generating scalar code for \( A_i \) and replacing the scalar operations by the corresponding \( v \)-way vector operations (e.g., \( t=a+b \) is replaced by \( \text{VEC_ADD}(t, a, b) \)), and by replacing array accesses by explicit vector load and store instructions. Next, the permutations \( P_i \) and \( Q_i \) are implemented by replacing the vector loads and stores by combined load/store-and-permute macros provided by our short vector API. In the final step, the arithmetic operations required by \( D_i \) and \( E_i \) are inserted between the code for \( A \otimes I_v \) and the vector memory access and permutations introduced in the previous step.

As a small example, we show a vector store fused with \( L_{8}^{4} \), provided by our API, and implemented in SSE using the Intel C++ compiler intrinsics. It is one of the cases in (44) for \( \nu = 4 \).

```c
#define STORE_L_8_4(v, w, p, q) {
    __m128 t1,t2;
    s = _mm_unpacklo_ps(v, w);
    t = _mm_unpackhi_ps(v, w);
    _mm_store_ps(p, s);
    _mm_store_ps(q, t);
}
```

In this example, \( v, w, s, t \) are vectors of length 4 and the permutation is performed with the first two instructions. Assuming the vectors are indexed with 0,1,2,3, it is \( s = (v_0, w_0, v_1, w_1) \) and \( t = (v_2, w_2, v_3, w_3) \).

**F. Code Generation for Parallel Platforms**

In many situations, parallel processing may be needed due to real-time constraints or when a large amount of data needs to be processed. Despite tremendous advances, parallelizing compilers, similar to vectorizing compilers, cannot compete with the best possible hand-optimized code, even for relatively simple programs [56], [57]. In this section we show a first step towards generating parallel code using SPIRAL. The high-level approach is similar to vector code generation (see Section IV-E): 1) identify constructs that can be mapped into parallel code; 2) manipulate a given formula into these parallelizable constructs; and 3) map the manipulated formula into efficient code.

SPIRAL’s constructs, in particular the tensor product and direct sum, have natural interpretations for parallel computation [32] and many of the traditional optimizations used to achieve better granularity, locality, and load balance can be achieved through formula manipulation. Using formula manipulation, SPIRAL can explore alternate formulas that may exhibit explicitly parallelizable subcomponents. Parallel implementations are obtained using parallel directives/functions in the templates for these constructs. Search can be used to find the best combination of parallel and sequential code, which minimizes parallel overhead and achieves good processor utilization.

Relatively simple extensions to the code generator can be utilized to produce parallel code for both symmetric multi-processors (SMP), where multiple processors share a common memory with uniform access time, and
distributed-memory parallel computers, where remote memory is accessed over an interconnect with non-uniform memory access. For distributed-memory computers, code can be produced by using a shared-memory programming model where remote memory is accessed implicitly, or by using a distributed-memory programming model, where explicit message passing is required. In either approach, alternate formulas for the same transform may access memory in different patterns leading to more or less remote memory accesses.

We realized these ideas in preliminary experiments with the WHT on both shared-memory multiprocessors [58] and distributed-memory computers [59]. The parallel code was generated using OpenMP [60] for shared-memory parallelism and MPI [61] for distributed-memory parallelism. We performed additional experiments using a special-purpose distributed-memory parallel computer designed for the computation of the DFT and WHT [62]. In this case, a search over a family of related formulas was used to minimize the number of remote memory accesses.

Rule (26) decomposes the WHT into a sequence of factors of the form \((I_m \otimes \text{WHT}_{2^k} \otimes I_n)\) containing \(mn\) independent computations of \(\text{WHT}_{2^k}\), at stride \(n\), which can be computed in parallel. A barrier synchronization must be inserted between the factors. The strided access patterns may prevent prefetching associated with cache lines and may introduce false sharing where different processors share a common cache line even though they do not access common data elements [58]. Thus, rule (26) only serves as a starting point to optimize the WHT structure for parallel target platforms.

**Formula manipulation.** Using the manipulation rules from Section IV-E, (26) can be modified to obtain the different structure

\[
\text{WHT}_{2^k} = \prod_{i=1}^{t} P^{-1}_i (I_{2^k - k_i} \otimes \text{WHT}_{2^{k_i}}) P_i, \tag{47}
\]

where \(P_i\) is a sequence of permutations. One possibility is to choose \(P_i = L_{2^k_i}\). There are also other choices, since the sequence of permutations \(P_i\) is not unique. When \(t = 2\) and the permutations are computed at runtime, the algorithm of [25] is obtained. This variant can lead to better performance on SMPs due to reduced cache misses and bus traffic. In a distributed memory environment, different sequences of permutations lead to different locality and the SPIRAL search engine can be used to determine the sequence with the minimal number of remote memory accesses.

Further manipulation can be used to combine adjacent permutations to obtain

\[
\text{WHT}_{2^k} = \left( \prod_{i=1}^{t} Q_i (I_{2^k - k_i} \otimes \text{WHT}_{2^{k_i}}) \right) P_i, \tag{48}
\]

where \(Q_i = P_{i-1}^{-1} P_i^{-1}\) (where we assume \(P_0 = I_{2^k}\)). This has the benefit of reducing the amount of message passing in a distributed-memory environment. Further factorization of the permutations \(Q_i\) can be used to obtain formulas that block the data in larger blocks, which can both reduce communication cost and better utilize cache.

**Code generation.** Parallel code for SMPs can be generated for SPL programs through the use of parallel directives in the templates for parallel constructs such as the tensor product. It is straightforward to insert parallel loops whenever \(I_n \otimes A\) occurs in a formula; however, in order to obtain good parallel efficiency, we should only introduce
parallelism when it improves performance; further, it is important to avoid creating and deleting threads multiple
times. It is best to create a parallel region and introduce explicit scheduling and synchronization as needed for the
different constructs. Table VIII (left) shows the parallel code for an SMP implementation of the iterative rule of the
WHT in equation (26); the notation $x_{b,s}^n$ indicates a subvector of $x$ of size $n$ equal to $(x(b), x(b + s), \ldots, x(b + (n - 1) * s))$. While the code was created by using formula manipulation and the techniques of Section IV-A, the
code involves features not currently supported by SPIRAL, such as variable loop bounds and in-place computation.
We made experiments with this and other parallel code with a special package for computing the WHT [26], [58], [59].

Code generation for distributed memory machines is more involved. Data must be distributed amongst the
processors, locality maximized, and communication minimized. If a distributed shared-memory programming model
is used, explicit communication is not required; however, data access patterns must be organized to minimize remote
memory access. Since SPIRAL can make modifications at the formula level, alternate data access patterns can be
automatically explored and optimized. In a distributed memory programming model, explicit send/receive operations
must be inserted, taking into account the data distribution. For the WHT, where the data size is a power of two,
data can be distributed using the high-order bits of the data address as a processor identifier and the low-order
bits as an offset into the processors local memory. In this case, communication arises from permutations in the
formula, and these permutations can be automatically converted to message-passing code (see Table VIII, right, for
an example). Additional details are available in [59].

V. Evaluation

After formula generation and code generation, the third conceptual key block in SPIRAL is the Evaluation
Level block, which is responsible for measuring the performance of the generated code and for feeding the result
into the Search/Learning block.

The Evaluation Level block fulfills three main functions: 1) compilation of the source code into machine
code; 2) optional verification of the generated code; and 3) measurement of the performance of the generated code.
The performance metric can be the runtime of the compiled code, or it can be some other statistics about the code
such as the number of arithmetic operations, the instruction count, the number of cache misses, or the number of
FMA instructions. Other performance measures such as numerical accuracy or code size can also be used. The
performance evaluation block makes it easy to switch between performance measures or to add new ones.

A. Compilation

To obtain the performance, such as runtime, the code generated by SPIRAL is compiled, linked with the
performance measuring driver, and then the resulting executable is executed. At installation time, SPIRAL detects
the machine configuration and the available compilers, by default preferring vendor compilers if available such as
the Intel compiler for Pentium-based platforms.
### TABLE VIII

**Left:** Pseudo-code for an SMP implementation of the WHT of size \( n = 2^k \); **Right:** Distributed-memory pseudo-code for the stride permutation.

```plaintext
#begin parallel region
r = n; s = 1; id = get_thread_id();
num = get_total_thread();
for i = 1, \ldots, t
  r = r / n_i;
  for id = id, \ldots, r * s - 1, step = num
    j = id / s;
    k = id mod s;
    x_{n_i j} n_i j + k, s = \text{WHT}_{n_i} x_{n_i j} n_i j + k, s;
    s = s * n_i;
#parallel barrier
#end parallel region
/* Step 1: Construction of MPI data type */
Arguments: localN, totalRank, stride
block = stride / totalRank
localS = localN / stride
MPI_Type_vector(block, localS, localS*totalRank, DOUBLE, &NEW_TYPE)
MPI_Type_commit(&NEW_TYPE)
for (round = 0; round < totalRank; ++ round)
/* Step 2: Local data rearrangement */
id = handshake[round]
k = 0
offset_s = id * block
for (i = offset_s; i < (block + offset_s); ++ i)
  for (j = i; j < localSize; j += stride)
    buffer[k++] = x[j]
/* Step 3: Global communication */
offset_r = id * localS
MPI_Sendrecv(buffer, localN/totalRank, DOUBLE,
  id, 0, y+offset_r, 1, NEW_TYPE, id, 0,
  MPI_COMM_WORLD, &status)
```

Interfacing external programs, like C compilers, portable across platforms and operating systems, and integrating different performance measures is a non-trivial problem. In SPIRAL we have implemented a library we call “sysconf” to provide a portable and flexible solution. For example, the sysconf library stores the information about compilers available on the machine in a set of configuration *profiles*. Each profile includes the path to the compiler and to the linker, the target language (C or Fortran) and object file extensions, the compiler invocation syntax, the compiler and linker flags, the required libraries, and the test driver execution syntax. Profiles can be nested in order to create groups; for example, if the “c.gcc” profile includes all the information necessary to use gcc, “c.gcc.opt1” and “c.gcc.opt2” may be created to differentiate between option sets with different optimization levels. Configuration profiles are very useful for benchmarking different compilers, and for evaluating the effects of different compiler options. Further, profiles can be configured for cross-compilation and remote-execution on a different platform including embedded processors. For example, this capability is used to produce the IPAQ results shown in Section VII. Also, additional C-to-C optimization passes are easily incorporated into a profile to accommodate various research tools. Finally, profiles allow the execution of other programs to compute other performance measures, e.g., obtained by statically analyzing the C or compiled code.
B. Verification

SPIRAL provides several modes of (optional) verification for its automatically generated code: 1) rule verification; 2) formula verification; 3) code verification; and 4) recursive code verification. We briefly discuss these modes.

Rule verification. SPIRAL requires all transforms to have a definition, which is a function that constructs the transform matrix given its parameters. Since rules decompose transforms into other transforms, each rule can be verified for fixed parameter choices. Namely, the rule is applied to the transform once, and the resulting formula, in the formula generator, is converted into a matrix and compared to the original transform. This type of verification is usually exact, since most transforms and their formulas have exact representations due to the symbolic computation environment provided by GAP (see Section III-E).

Formula verification. A fully expanded formula is verified similarly to a rule by converting it into the represented matrix and comparing it to the original transform. Again, this verification is usually exact.

Both, rule verification and formula verification are performed exclusively at the formula level, i.e., no code is generated. Their purpose is verify transform algorithms and to debug the formula generator. Code verification is discussed next.

Code verification. For the verification of the generated code, SPIRAL provides a variety of tests.

The most important test applies the generated code to an input vector $x$ and compares the output vector $y$ to the correct result $\hat{y}$ obtained by computing it by definition (the code for computing a transform by definition is also generated by SPIRAL). The norm of the error $\|y - \hat{y}\|$ (different norms are available) is returned, and has to be below a threshold. Two modes are available. The first mode performs this comparison on the entire set of (standard) base vectors. The correct outputs need not be computed in this case, since they are the columns of the transform matrix. For a transform of size $n$, the algorithms are typically $O(n^2 \log(n))$; thus, this verification is $O(n^2 \log(n))$.

The second mode performs this comparison only on one or several random vectors $x$. Here the cost is $O(n^2)$ for computing the correct outputs by definition.

As a variant of the above tests, two generated codes can be compared against each other on the standard basis or on a set of random vectors.

The verification on the basis described above can be extended further to obtain an actual proof of correctness. Namely, the code generated by SPIRAL contains only additions and multiplications by constants as arithmetic operations. Thus, the entire program has to encode a linear function provided all the arrays are accessed within their allows index range (which can be tested). If two linear functions coincide on a basis they must coincide for each input vector, which proves correctness (up to a numerical error margin).

Other verification methods we have experimented with include tests for transform specific properties, such as the convolution property of the DFT [63], [64].

In practice, because of the speed, we use the verification on one random vector, which usually proves to be sufficient. By including this verification in a loop that generates random transforms, random formulas, and random implementation options, bugs in SPIRAL can be found efficiently. Once a bug in the generated code is found, another routine recursively finds the smallest subformula that produces erroneous code to facilitate debugging.
C. Performance/Cost Measures

By default, SPIRAL uses the runtime of the generated code as a performance measure, but other measures can be chosen, which make SPIRAL a versatile tool that can be quickly adapted or extended to solve different code optimization problems in the transform domain. Examples of considered performance measures, besides runtime, include accuracy, operation count, and instruction count. We also started preliminary work on performance models that can be applied at the algorithmic level without compiling and executing the generated code.

**Runtime.** There are various ways of measuring the runtime; obtaining accurate and reproducible results is a non-trivial problem. A portable way of measuring runtime uses the C clock() and computes the runtime as an average over a large number of iterations. This implies that, for small transform sizes, the runtimes do not reflect any compulsory cache misses arising from loading the input into cache. Where possible, SPIRAL uses the processor’s built-in cycle counters, which are of higher resolution and thus allow for much faster measurement as only a few iterations need to be timed. Depending on the precision needed (for instance timing in the search requires less precision than timing the final result), SPIRAL may need to run such measurement multiple times and take the minimum. Taking the minimum over multiple measurements and keeping the number of repetitions within one measurement low reduces as much as possible nondeterministic effects such as the influence of other running processes and unknown cache states.

**Operations count.** For theoretical investigations (and some applications as well) it is desirable to know the formula requiring the fewest number of operations. Most formulas that SPIRAL generates, have, by construction, minimal known (or close to minimal) operation count, however, there are a few exceptions.

The first example is the class of Winograd algorithms [65] for small convolutions and small DFT sizes, which exhibit a large spread in operation counts. We have used SPIRAL to search this space for close to optimal solutions [66].

The second example arises when generating formulas using fused multiply-add (FMA) instructions (Section IV-B), since known FMA algorithms for transforms are usually hand-derived and are only available for a few transforms, e.g., [50], [51], [67]. Using SPIRAL we obtain FMA code automatically; in doing this, we found most of the published algorithms automatically and generated many new ones for the transforms contained in SPIRAL.

**Accuracy.** For many applications, and in particular for those using fixed point code, numerical accuracy may be of greater importance than fast runtime. SPIRAL can be easily extended to search for accurate code, simply by adding a new cost function for accuracy.

Let $A$ be a formula for the exact transform $T = A$. When implemented in $k$-bit fixed point arithmetic, this formula represents an approximation of the matrix $T$, i.e., $A_{k\text{-bit}} \approx T$. Thus, as a measure of accuracy of the formula $A$, we use

$$N_k(A) = \| A - A_{k\text{-bit}} \|,$$

where $\| \cdot \|$ is a matrix norm. There are several norms possible; good choices are the matrix norms $\| \cdot \|_p$ that are subordinate to the vector norms $\| \cdot \|_p$ (see [68] for more details on norms). Given $N_k(A)$, input dependent
error bounds can be derived by assuming an input $x$ and setting $y = Ax$ (the exact result) and $	ilde{y} = A_{k\text{-bit}}x$ (the approximate result) to get

$$||y - \tilde{y}||_\infty \leq ||A - A_{k\text{-bit}}||_\infty ||x||_\infty = N_k(A)||x||_\infty.$$ 

For fast evaluation, we choose as matrix norm $||M||_\infty = \max_i \left\{ \sum_j |M_{i,j}| \right\}$.

**Cost functions for multiplierless implementations.** On platforms where multiplications are significantly more expensive than additions (e.g., ASICs, but possibly also fixed point only processors), *multiplierless* implementations of small transform kernels become viable candidates. “Multiplierless” means multiplications by constants are first represented in a fixed point format and then replaced by additions and shifts. For example, a constant multiplication $y = 5x$ is replaced by $y = (x \ll 2) + x$. Since DSP transforms are linear, i.e., consist exclusively of additions and multiplications by constants, this procedure produces a program consisting of additions and shifts only. The problem of finding the least addition implementation for one given constant is NP-hard [69]. We have reimplemented and extended the best known method [70] and included it as a backend into SPIRAL to generate multiplierless code for a given formula and for user-specified constant precisions. Clearly, the smaller the desired precisions, or bit-widths, for the constant multiplications, the smaller the arithmetic cost (measured in additions) of the resulting implementation. This leads to the following optimization problem: for a given transform $T$, find the formula $A$ with the least number of additions that still satisfies the given accuracy threshold $q$ with respect to the given accuracy measure $N$, i.e., $N(A) \leq q$.

We solve this problem automatically by using SPIRAL in the following high-level steps (see [71], [72] for more details):

- Generate a numerically accurate formula $A$ for $T$ as described in Section V-C.
- Find the best assignment of bit-widths to the occurring constants in $A$ such that the threshold $q$ holds. We have solved this problem using a greedy or evolutionary search. The code was assumed to be completely unrolled so that the bit-widths could be chosen independently for each constant.

In this optimization problem, we have considered several target accuracy measures $N(\cdot)$ including numerical error measures such as (49), and also application driven measures. An example of the latter is the optimization of the IMDCT and the DCT of type 2 in an MP3 audio decoder, [73]. Here, we chose the compliance test defined by the MP3 standard as accuracy threshold. The evaluation was done by inserting the generated code into an actual MP3 implementation.

**Performance modeling.** SPIRAL generally uses empirical runtimes and searches to find efficient implementations. It is beneficial, both in terms of understanding and in reducing search times, to utilize performance models and analytically solve the optimization problems for which SPIRAL finds approximate solutions. Unfortunately, determining models that accurately predict performance is very difficult because modern processors have many interacting features that affect performance. Nonetheless, it is possible to obtain analytical results for restricted classes of formulas using simplified performance models, see [62], [74]–[76] for results applicable to the WHT and the DFT. While these results do not accurately predict performance, they give insight into the search space.
and provide heuristics that may reduce the search time. Moreover, they can be used to explore performance on processors that are not currently available.

To illustrate the results obtained and their limitations, consider the factorization of the WHT in equation (26). The formula can be implemented with a triply nested loop, where the outer loop iterates over the product and the inner two loops implement the tensor product. The recursive expansions of $\text{WHT}_{2^k}$ are computed in a similar fashion. Even though the current version of the SPIRAL system cannot produce code with recursive calls, it is still possible to implement this formula with a recursive function (see [26]), where the recursive expansions of $\text{WHT}_{2^k}$ are computed with recursive calls to the function, and, in the base case, are computed with straight-line code generated by SPIRAL. In this implementation, different instantiations of the rule, corresponding to different decompositions $k = k_1 + \cdots + k_t$, will lead to different degrees of recursion and iteration, which implies that the code may have different numbers of machine instructions even though all algorithms have the exact same arithmetic cost.

Let $W_{2^k}$ be one such WHT formula and let $A(n)$ the number of times the recursive WHT procedure is called, $A_l(k)$ the number of times a base case of size $2^l$ (here it is assumed that $l < 8$) is executed, and $L_1(k), L_2(k),$ and $L_3(k)$ the number of times the outer, middle, and inner loops are executed throughout all recursive calls. Then the total number of instructions required to execute $W_{2^k}$ is equal to

$$\alpha A(k) + \sum_{l=1}^{8} \alpha_l A_l(k) + \sum_{i=1}^{3} \beta_i L_i(k), \quad (50)$$

where $\alpha$ is the number of instructions for the code in the compiled WHT procedure executed outside the loops, $\alpha_l$, is the number of instructions in the compiled straight-line code implementations of the base case of size $l$, and $\beta_i, i = 1, 2, 3$ is the number of instructions executed in the outer-most, middle, and inner-most loops in the compiled WHT procedure. These constants can be determined by examining the generated assembly code. Suppose $k = k_1 + \cdots + k_t$ is the composition of $k$ corresponding to the factorization in equation (26); then the functions $A(k), A_l(k), L_i(k)$ satisfy recurrence relations of the form $F(k) = \sum_{i=0}^{t} \{2^{k_i} F(k_i) + f(i)\}$, where $f(i)$ depends on the function and is equal to $1/t$, 0, 1, $2^{k_i+t}$, $2^{k_1+\cdots+k_{i-1}}$, respectively. While it is not possible to obtain a closed-form solution to all of the recurrences, it is possible to determine the formula with minimal instruction count, compute the expected value and variance for the number of instructions, and calculate the limiting distribution [77], [78].

The problem with these results is that the instruction count does not accurately predict performance on modern heavily pipelined superscalar processors with deep memory hierarchies, and that it is not clear how to extend the results to more general classes of formulas. While additional results have been obtained for cache misses, a general analytic solution has only been obtained for direct-mapped caches. Additional challenges must be overcome to obtain more general analytic results and incorporate the insights obtained into the SPIRAL system.

VI. FEEDBACK OPTIMIZATION: SEARCH AND LEARNING

One of the key features of the SPIRAL architecture (see Fig. 1) is the automated feedback loop, which enables SPIRAL to autonomously explore algorithm and implementation alternatives. Intuitively, this feedback loop provides SPIRAL with the “intelligence” that produces very fast code. Since the algorithm and implementation space is too
large for an exhaustive enumeration and testing, this feedback loop needs to be controlled by empirical strategies that can find close to optimal solutions while visiting only a fraction of the possible alternatives. These strategies have to take advantage, as the SPL compiler, of the particular structure of the algorithms.

We consider two fundamentally different strategies, as indicated already by the name of the Search/Learning block in Fig. 1:

- **Search** controls at code generation time the enumeration of algorithms and implementations and guides this process towards finding a fast solution. Search is the method implemented in the current SPIRAL system.
- **Learning** methods operate differently. Before the actual code generation (offline), a set of random formulas including their runtimes are generated. This set constitutes the data from which the Learning block learns, i.e., extracts the knowledge of how a fast formula and implementation are constructed. At code generation time, this knowledge is used to generate deterministically the desired solution. We have implemented a prototype of this approach for a specific class of transforms including the DFT.

In the following, we explain the Search/Learning in greater detail.

### A. Search

The goal of the Search block in SPIRAL (see Fig. 1) is to control the generation of the formulas and the selection of implementation options, which, in the current version, is the degree of unrolling. The search has to be able to: 1) modify previously generated formulas; and 2) should be transform independent in the sense that adding a new transform and/or new rules requires no modification of the search. To achieve both goals, the search interfaces with the rul etree representation of formulas and not with the formula representation (see Section III).

The current SPIRAL system features five search methods.

- **Exhaustive search** enumerates all formulas in the formula space $F$ and picks the best. Due to the large formula space $F$, this is only feasible for very small transform sizes.
- **Random search** enumerates a fixed number of random formulas and picks the best. Since fast formulas are usually rare, this method is not very successful.
- **Dynamic programming** lends itself as a search method due to the recursive structure of the problem. For most problems it is our method of choice.
- **Evolutionary search** uses an evolutionary algorithm to find the best implementation. This method is particularly useful in cases where dynamic programming fails.
- **Hill climbing** is a compromise between random search and evolutionary search and has proven to be inferior to the latter. See [43] for an explanation of this technique in the context of SPIRAL.

We explain dynamic programming and the evolutionary search in greater detail.

**Dynamic programming.** The idea of dynamic programming (DP) is to recursively construct solutions of large problems from previously constructed solutions of smaller problems. DP requires a recursive problem structure and, hence, is perfectly suited for the domain of transform algorithms.
We have implemented the DP search in a straightforward way as follows. Given a transform $T$, we expand $T$ one step using all applicable rules and rule instantiations (for parameterized rules). The result is a set $\{RT_k | k = 1, \ldots, m\}$ of $m$ ruletrees of depth 1 (as (40)) or 0 (if the rule is a terminal rule). For each of these ruletrees $RT_k$ the set of children $\{C_i | i = 1, \ldots, j_k\}$ (the $C_i$ are again transforms) is extracted, and for each of these children $C_i$, DP is called recursively to return a ruletree $RC_i$, which is fully expanded. Inserting the ruletrees $RC_i$ into $RT_k$ (that means replacing $C_i$ by $RC_i$ in $RT_k$), for $i = 1, \ldots, j_k$, yields a fully expanded ruletree $RT'_k$ for $T$. Finally the best (minimal cost) ruletree among the $RT'_k$ is returned as the result for $T$.

To see how DP reduces the search space consider a DFT of size $2^n$ and only the Cooley-Tukey rule (20). Using recurrences, one can show that the number of formulas is $O(4^n/n^{3/2})$ (the number of binary trees by using Stirling’s formula, [79, pp. 388–389]), whereas DP visits only $O(n^2)$.

The inherent assumption of DP is that the best code for a transform is independent of the context in which it is called. This assumption holds for the arithmetic cost (which implies that DP produces the optimal solution), but not for the runtime of transform algorithms. For example, the left smaller transform (child) in the DFT rule (20) is applied at a stride, which may cause cache thrashing and may impact the choice of the optimal formula. However, in practice, DP has proven to generate good code in reasonably short time [43] and thus is the default search method in the current version of SPIRAL.

Finally, we note that the vector extension of SPIRAL requires a special version of DP, which is motivated by the manipulated formula (46). As explained above, the first expansion (shown in (46)) is vectorized, whereas the smaller occurring DFTs can be expanded arbitrarily since their context is $\otimes I_n$, which ensures they are vectorizable (matching (42)). To account for the conceptual difference between the first and the remaining expansions we need a variant of DP, which we introduced in [53].

**Evolutionary search.** It is valuable to have another search method available to evaluate DP and overcome its shortcomings if necessary, particularly in view of the growing number of applications of SPIRAL (e.g., Sections III and V-C). Evolutionary search operates in a mode that is entirely different from the DP mode; it attempts to mimic the mechanics of evolution, which operates (and optimizes in a sense) through cross-breeding, mutation, and selection [80].

For a given transform, the evolutionary search generates an initial population $P_1$ of a fixed size $n$ of randomly selected ruletrees. Then, the population is increased using cross-breeding and mutation. Cross-breeding is implemented by swapping subtrees with the same root (transform) of two selected ruletrees in $P_1$ (see Fig. 6, left). Three different types of mutations are used: 1) regrow expands a selected node using a different subruletree; 2) copy copies a selected subruletree to a different node representing the same transform; and 3) swap exchanges two subruletrees belonging to the same transform. See Fig. 6 for an illustration. The trees that undergo cross-breeding and mutation are randomly selected, and the number of those trees is a parameter. Finally, the increased population is shrunk to a size smaller than $n$ by removing the slowest trees. Then the population is increased to the original size $n$ by adding random trees to yield the population $P_2$. This process is repeated for a given number of iterations or until the best member of the population does not improve the minimization any further. For a more detailed discussion
and evaluation of the evolutionary search, we refer to [43], [81].

The problem with evolutionary search (in general) is that it may converge to solutions that are only locally optimal.

B. Learning

Search becomes more difficult as the number of possible ruletrees increases. However, it is easy to collect a set of runtimes for random implementations of a given transform. This data could be used to learn how to construct a fast ruletree for that transform. Further, we have found that this knowledge can be applied to generate fast implementations of different sizes of a given transform, even when the knowledge was gathered from only a single transform size.

Our approach consists of two stages.

- **Modeling Performance of Individual Nodes.** The first step begins by collecting timing information for each individual node in a set of random ruletrees. From this data, we then learn how to construct a model that accurately predicts the runtimes for nodes in ruletrees. This effort requires a well-chosen set of features that describe a node and its context within the larger ruletree.

- **Generating Fast Implementations.** The second step uses the model developed in the first step to then generate ruletrees that have fast running times.

Our discussion will focus on the WHT and the DFT. For the WHT we consider only ruletrees based on rule (26) with the restriction $t = 2$ (2 children); for the DFT we consider only ruletrees based on the Cooley-Tukey rule (20). Both rules have similar structure, in particular, for a DFT or a WHT of size $n$, and $n = km$, the left child $T_k$ in both cases appears in a tensor product of the form $T_k \otimes I_m$, which means $T_k$ is computed $m$ times at stride $m$.

In the following, we call $m$ the stride of the ruletree node $T_k$. As a transform is recursively expanded, the strides accumulate, e.g., for $n = km$, $m = k'm'$, two applications of the rule lead to a left child with stride $m + m'$. The focus in this section are large transform sizes. Thus, to further restrict the algorithm space, we used SPIRAL to pregenerate straightline code implementations of WHTs and DFTs of sizes $2^1, \ldots, 2^7$. These are used as leaves in the ruletrees. This means, if the ruletree is generated, in each step either a rule is applied or, if the node is small enough, a leaf can be chosen to terminate.

**Modeling Performance.** It is possible to carefully time each individual node of a ruletree as it runs. The runtime for an internal node is calculated by subtracting off the runtimes of the subtrees under the node from the total runtime.
runtime for the tree rooted at the given internal node. To allow our methods to learn across different transform sizes, we divide the actual runtimes by the size of the overall transform and learn on these values.

In order to learn to model the runtimes for different nodes, we must define a set of features that describe nodes in ruletrees. To allow the modeling to generalize to previously unseen ruletrees, we need the features not to be so broad as to completely describe the ruletree in which the node is located. However, a single simple feature such as the node’s size may not provide enough context to allow for an accurate model to be learned. Intuitively, our features are chosen to provide to our method the domain knowledge about the transform algorithms.

Clearly the size of the transform at the given node is an important feature as the size indicates the amount of data that the node must process. The node’s position in the ruletree is also an important factor in determining the node’s runtime. This position often determines the stride at which the node accesses its input and output as well as the state of the cache when the node’s computation begins. However, it is not as easy to capture a node’s position in a ruletree as it is to capture its size.

A node’s stride can be easily computed and provides information about the node’s position in a ruletree and also about how the node accesses its input and output.

To provide more context, the size and stride of the parent of the given node can also be used as features. These features provide some information about how much data will be shared with siblings and how that data is laid out in memory. Further, for internal nodes the sizes and strides of the children and grandchildren of a node may also be used. These features describe how the given node is initially split. If a node does not have a given parent, child, or grandchild, then the corresponding features are set to $-1$.

Knowing the last leaf to compute prior to computation beginning on a given node may provide information about what data is in memory and its organization. Let the common parent be the first common node in the parent chains of both a given node and the last leaf to compute prior to the given node beginning its computation. The size and stride of this common parent actually provides the best information about memory prior to the given node beginning execution. The common parent’s size indicates how much data has been recently accessed by the previous leaf and at what stride the data has been accessed.

Thus, we use the following features:

- Size and stride of the given node.
- Size and stride of the given node’s parent.
- Size and stride of each of the given node’s children and grandchildren.
- Size and stride of the given node’s common parent.

For the WHT, all of the work is performed in the leaves with no work being done in the internal nodes, so the features for the children and grandchildren were excluded for the WHT since the leaves were the only interesting nodes to consider. However, internal nodes in an DFT ruletree do perform work and thus the full set of features was used for the DFT.

Given these features for ruletree nodes, we can now use standard machine learning techniques to learn to predict runtimes for nodes. Our algorithm is as follows for a given transform:
1) Run a subset of ruletrees for the given transform, collecting runtimes for every node in the ruletree.
2) Divide each of these runtimes by the size of the overall transform.
3) Describe each of the nodes with the features outlined earlier.
4) Train a function approximation algorithm to predict for nodes the ratio of their runtime to the overall transform size.

We have used the regression tree learner RT4.0, [82], for a function approximation algorithm in the results presented here. Regression trees are similar to decision trees except that they can predict real valued outputs instead of just categories. However, any good function approximation method could have been used.

We trained two regression trees on data collected from running a random set of size $2^{16}$ WHT implementations, one from data for a Pentium III and one from data for a Sun UltraSparc IIi (later often referred to simply as Pentium and Sun). We also trained another regression tree on data collected from running a random set of size $2^{16}$ DFT implementations on Pentium. Specifically, we chose a random 10% of the nodes of all possible binary ruletrees with no leaves of size $2^1$ to train our regression trees (we had previously found that the subset of binary ruletrees with no leaves of size $2^1$ usually contains the fastest implementations).

To test the performance of our regression trees, we evaluated their predictions for ruletrees of sizes $2^{12}$ to $2^{20}$. Unfortunately, we could not evaluate them against all possible ruletrees since collecting that many runtimes would take prohibitively long. Instead we timed subsets of ruletrees that previous experience has shown to contain the fastest ruletrees. Specifically, for the WHT, for sizes $2^{16}$ and smaller we used binary ruletrees with no leaves of size $2^1$ and for larger sizes we used binary rightmost ruletrees (trees where every left child is a leaf) with no leaves of size $2^1$. For the DFT, we were not certain that rightmost ruletrees were best; so, we only evaluate up to size $2^{18}$ over all binary ruletrees with no leaves of size $2^1$.

For each ruletree in our test set, we used the regression trees to predict the runtimes for each of the nodes in the ruletree, summing the results to produce a total predicted runtime for the ruletree. We evaluate the performance of our WHT regression trees both at predicting runtimes for individual nodes and for predicting runtimes for entire ruletrees. We report average percentage error over all nodes/ruletrees in our given test set, calculated as:

$$\frac{1}{|\text{TestSet}|} \sum_{i \in \text{TestSet}} \frac{|a_i - p_i|}{a_i},$$

where $a_i$ and $p_i$ are the actual and predicted runtimes for node/ruletree $i$.

Table IX presents the error rates for predicting runtimes for individual WHT leaves. In all cases, the error rate is never greater than 20%. This is good considering that the regression trees were trained only on data collected from running size $2^{16}$ WHT transforms.

Table X presents the error rates for predicting runtimes for entire WHT ruletrees. Not surprisingly, the results here are not as good as for individual leaves, but still good considering that different ruletrees can have runtimes that vary by a factor of 2 to 10.

Fortunately, the runtime predictor only needs to be able to order the runtimes of ruletrees correctly to aid in
TABLE IX
ERROR RATES FOR PREDICTING RUNTIMES FOR WHT LEAVES.

<table>
<thead>
<tr>
<th>Size</th>
<th>Errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>(2^{13})</td>
<td>13.0%</td>
</tr>
<tr>
<td>(2^{14})</td>
<td>13.8%</td>
</tr>
<tr>
<td>(2^{15})</td>
<td>15.8%</td>
</tr>
<tr>
<td>(2^{16})</td>
<td>14.6%</td>
</tr>
</tbody>
</table>

TABLE X
ERROR RATES FOR PREDICTING RUNTIMES FOR ENTIRE WHT RULETREES.

<table>
<thead>
<tr>
<th>Size</th>
<th>Errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>(2^{13})</td>
<td>20.1%</td>
</tr>
<tr>
<td>(2^{14})</td>
<td>22.6%</td>
</tr>
<tr>
<td>(2^{15})</td>
<td>25.0%</td>
</tr>
<tr>
<td>(2^{16})</td>
<td>18.1%</td>
</tr>
</tbody>
</table>

optimization. The exact runtime of a ruletree is not necessary; just a correct ordering of ruletrees is necessary to generate fast ruletrees. To evaluate this, we plotted the actual runtimes of ruletrees against their predicted runtimes. Fig. 7 shows plots for size \(2^{19}\) WHT transforms (the plots for the other sizes look similar). Each dot in the scatter plots corresponds to one ruletree. The dot is placed vertically according to its actual runtime and horizontally according to the predicted runtime from the regression tree. The line \(y = x\) is also plotted for reference. The plots show that as the actual runtimes decrease for ruletrees, so do their predicted runtimes. Further, the ruletrees that are predicted to be the fastest can be seen to also be the ruletrees with the fastest actual runtimes. Thus, the runtime predictors perform well at ordering ruletrees according to their actual runtimes.

Table XI shows the error rates for predicting runtimes for entire DFT ruletrees running on Pentium. Except for size \(2^{12}\), the error rates here are quite excellent, especially considering that the learned regression tree was only trained on data of size \(2^{16}\). The scatter plots for DFTs look very similar to those for the WHT already displayed. They clearly show that the learned regression tree is correctly ordering formulas and that particularly the ruletrees with the fastest predicted runtimes actually have the fastest runtimes.

Generating Fast Implementations. While the previous work presents a way to accurately predict runtimes for WHT and DFT ruletrees, it still does not solve the problem of constructing fast ruletrees. At larger sizes, there are many possible ruletrees and it can be difficult to even enumerate all the ruletrees, let alone obtain a prediction for each one. We now describe a method for generating ruletrees that have fast runtimes.

Generation of ruletrees begins with a given transform and size for which a fast implementation is desired. We
Fig. 7. Actual runtime vs. predicted runtime for all binary rightmost WHT\textsubscript{2\textsuperscript{19}} ruletrees with no leaves of size $2^1$ on Pentium and Sun. The displayed line $y = x$ in both plots represents perfect prediction.

### TABLE XI

<table>
<thead>
<tr>
<th>Size</th>
<th>$2^{12}$</th>
<th>$2^{13}$</th>
<th>$2^{14}$</th>
<th>$2^{15}$</th>
<th>$2^{16}$</th>
<th>$2^{17}$</th>
<th>$2^{18}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Errors</td>
<td>19.3%</td>
<td>9.3%</td>
<td>10.7%</td>
<td>7.3%</td>
<td>5.0%</td>
<td>7.3%</td>
<td>7.9%</td>
</tr>
</tbody>
</table>

then need to choose a factorization of this transform, producing children for the root node. Recursively, we again choose children for each of the root node’s children, and so on until we decide to leave a particular node as a leaf.

Our approach is to define a set of states encountered during the construction of fast ruletrees. We define a value function over these states and show how that value function can be quickly computed. We then show how to construct fast ruletrees given the computed value function.

In the previous modeling work, we designed a set of features that allowed for accurate prediction of runtimes of ruletree nodes. Thus, these features seemed ideal for describing our state space. During the construction of ruletrees, we describe nodes by their features and consider this to be the node’s state. So, it is possible for two nodes in different ruletrees to be considered the same state and for two nodes of the same transform and size to be considered different states.

We now define the optimal value function over this state space. For a given state, we consider all possible subtrees that could be grown under that node along with the possibility of leaving the node as a leaf. We then define the value of this state to be the minimum sum of the predicted runtimes for each of the nodes in a subtree, taken over all possible subtrees. These predicted runtimes are determined by the regression trees trained in the previous section. Mathematically,

$$V(state) = \min_{subtrees} \sum_{node \in subtree} \text{PredictedPerformance}(node)$$

Note that the state of a node indicates its children and grandchildren for the DFT while we excluded these features.
for the WHT. So for the DFT the minimum is really only taken over valid subtrees given the state.

We can rewrite this value function recursively. For a given state, we consider all possible one-level splittings of the current node along with the possibility of leaving the node as a leaf. The value of this state is then the minimum of the predicted performance of the current node plus the sum of the values of any immediate children of the node for the best splitting. That is,

$$V(state) = \min_{\text{splittings}} \left( \text{PredictedPerformance(node)} + \sum_{\text{child} \in \text{splitting}} V(\text{child}) \right)$$

For the DFT, the state already describes the immediate children. However, the full state description of the children is not known, since it includes the grandchildren, i.e., the great-grandchildren of the original node. Thus, for the DFT, the minimum is actually taken over possible great-grandchildren of the given node.

This recursive formulation of the value function suggests using dynamic programming to efficiently compute the value function. Table XII displays the dynamic programming algorithm for computing values of states. Again the algorithm needs to be slightly modified for the DFT where the state description includes its children. The outer “for” loop is computed actually over possible great-grandchildren instead of just children. It should also be noted that this dynamic programming is different from that presented earlier in the section on search (Section VI-A) in that this algorithm is considering states described by many features besides just a node’s transform and size and that values are obtained from the learned regression trees. Due to the memorization of values of states, this algorithm is significantly sub-exhaustive since during an exhaustive search the same state would appear in many different ruletrees.

<table>
<thead>
<tr>
<th>TABLE XII</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ALGORITHM FOR COMPUTING VALUES OF STATES.</strong></td>
</tr>
</tbody>
</table>

```python
ComputeValues(State)
if V(State) already memorized
    return V(State)
Min = \infty
if State can be a leaf
    Min = PredictedPerformance(State)
for SetOfChildren in PossibleSetsOfChildren(State)
    Sum = 0
    for Child in SetOfChildren
        Sum += ComputeValues(Child)
    Sum += PredictedPerformance(State)
    if Sum < Min
        Min = Sum
V(State) = Min
return Min
```

Now with a computed value function on all states, it is possible to generate fast ruletrees. Table XIII presents our algorithm for generating fast ruletrees, restricting to binary ruletrees for simplicity of presentation. For each possible set of children for a given node, the algorithm looks up their values. These values are added to the predicted performance of the current node and compared against the value function of the current state. If equal, we then recursively generate the subtrees under the children. Again for the DFT, the algorithm needs to be modified to loop over possible great-grandchildren instead of children.
Since our regression tree models are not perfect, we may wish to generate more than just the single ruletree with the fastest predicted runtime. If a small set of ruletrees were generated, we could then time all the generated ruletrees and choose the one with the fastest runtime. We have implemented an extended version of the FastTrees algorithm that allows for a tolerance and generates all ruletrees that have within that tolerance of the predicted optimal runtime.

Tables XIV and XV evaluate this method of generating fast WHT ruletrees for Pentium and for Sun respectively. To evaluate our methods, we again exhaust over sub-spaces of ruletrees known to contain fast implementations since it is impossible to obtain runtimes for all possible ruletrees in a reasonable amount of time. In both tables, the first column indicates the transform size. The second column shows how many ruletrees need to be generated before the fastest ruletree is generated. The third column indicates how much slower the first ruletree generated is compared to the fastest ruletree. Let $G$ be the first 100 ruletrees generated by our methods and let $B$ be the best 100 ruletrees found by partial exhaust. The fourth column displays the number of items in the intersection of $G$ and $B$. Finally, the last column shows the rank of the first element in $B$ not contained in $G$.

### TABLE XIV

**Evaluation of generation method using a WHT runtime predictor for a Pentium.**

<table>
<thead>
<tr>
<th>Size</th>
<th>Generated ruletree number</th>
<th>$X$ is best known ruletree</th>
<th>First generated ruletree is $X%$ slower than best known ruletree</th>
<th>Number of top 100 best known ruletrees in top 100 generated ruletrees</th>
<th>First best known ruletree not in top 100 generated ruletrees</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2^{14}$</td>
<td>5</td>
<td></td>
<td>3.4%</td>
<td>69</td>
<td>19</td>
</tr>
<tr>
<td>$2^{15}$</td>
<td>4</td>
<td></td>
<td>3.0%</td>
<td>63</td>
<td>19</td>
</tr>
<tr>
<td>$2^{16}$</td>
<td>3</td>
<td></td>
<td>2.1%</td>
<td>68</td>
<td>16</td>
</tr>
<tr>
<td>$2^{17}$</td>
<td>4</td>
<td></td>
<td>1.7%</td>
<td>63</td>
<td>18</td>
</tr>
<tr>
<td>$2^{18}$</td>
<td>5</td>
<td></td>
<td>0.1%</td>
<td>54</td>
<td>36</td>
</tr>
<tr>
<td>$2^{19}$</td>
<td>4</td>
<td></td>
<td>2.0%</td>
<td>60</td>
<td>24</td>
</tr>
<tr>
<td>$2^{20}$</td>
<td>1</td>
<td></td>
<td>0.0%</td>
<td>44</td>
<td>36</td>
</tr>
<tr>
<td>$2^{20}$</td>
<td>4</td>
<td></td>
<td>1.7%</td>
<td>64</td>
<td>24</td>
</tr>
</tbody>
</table>
In all cases, the fastest ruletree for a given WHT transform size was generated in the first 50 formulas produced. This is excellent considering the huge space of possible ruletrees and the fact that this process only used runtime information gained by timing ruletrees of size $2^{16}$. Except for a few cases on the Sun, the very first ruletree generated by our method had a runtime within 6% of the fastest runtime. Further, in all but one case, at least 40 of the 100 fastest ruletrees known to us were generated as one of the first 100 ruletrees. On occasion, the fourth fastest ruletree was not generated in the first 100 ruletrees.

Table XVI shows the results for generating fast DFT ruletrees on Pentium. The results are excellent with the fastest ruletree being generating usually within the first 20 and often as the very first ruletree. Further, the first ruletree to be generated had a runtime always within 15% of the runtime of the fastest formula.

<table>
<thead>
<tr>
<th>Size</th>
<th>Generated ruletree number X is best known ruletree</th>
<th>First generated ruletree is X% slower than best known ruletree</th>
<th>Number of top 100 best known ruletrees in top 100 generated ruletrees</th>
<th>First best known ruletree not in top 100 generated ruletrees</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2^{12}$</td>
<td>16</td>
<td>14.3%</td>
<td>20</td>
<td>6</td>
</tr>
<tr>
<td>$2^{13}$</td>
<td>1</td>
<td>0.0%</td>
<td>70</td>
<td>24</td>
</tr>
<tr>
<td>$2^{14}$</td>
<td>2</td>
<td>12.8%</td>
<td>68</td>
<td>38</td>
</tr>
<tr>
<td>$2^{15}$</td>
<td>1</td>
<td>0.0%</td>
<td>70</td>
<td>20</td>
</tr>
<tr>
<td>$2^{16}$</td>
<td>7</td>
<td>18.0%</td>
<td>47</td>
<td>10</td>
</tr>
<tr>
<td>$2^{17}$</td>
<td>38</td>
<td>5.9%</td>
<td>46</td>
<td>7</td>
</tr>
<tr>
<td>$2^{18}$</td>
<td>17</td>
<td>3.3%</td>
<td>46</td>
<td>4</td>
</tr>
<tr>
<td>$2^{19}$</td>
<td>47</td>
<td>1.4%</td>
<td>52</td>
<td>4</td>
</tr>
<tr>
<td>$2^{20}$</td>
<td>47</td>
<td>1.4%</td>
<td>52</td>
<td>4</td>
</tr>
</tbody>
</table>

In this section, we have described a method that automatically generates fast WHT and DFT ruletrees. To do this, we also presented a method that accurately predicts runtimes for ruletrees. More details and results can be found in [83]–[85].
VII. Experimental Results

In this section we present a selected set of experiments and performance benchmarks with SPIRAL’s generated code. We remind the reader that in the SPIRAL lingo the expression “completely expanded formula,” or simply “formula,” means a transform algorithm.

We start with an overview of the presented experiments:

- **Performance spread.** We show the performance spread, with respect to runtime and other measures, within the formula space for a given transform.
- **Benchmarking: DFT.** We benchmark the runtime of SPIRAL generated DFT code (including fixed-point code) against the best available libraries.
- **Benchmarking: other transforms.** We benchmark SPIRAL generated code for other transforms: the DCT and the WHT.
- **Runtime studies of FIR filters and the DWT.** We compare different algorithmic choices for filters and the DWT.
- **Platform tuning.** We demonstrate the importance of platform tuning, i.e., the dependency of the best algorithm and code on the platform and the data type.
- **Compiler flags.** We show the impact of choosing compiler flags.
- **Parallel platforms.** We present prototypical results with adapting the WHT to an SMP platform.
- **Multiplierless code.** We show runtime experiments with generated multiplierless fixed-point DFT code.
- **Runtime of code generation.** We discuss the time it takes SPIRAL to generate code.

The platforms we used for our experiments are shown in Table XVII. For each platform, we provide the following: a descriptive mnemonic name, the most important microarchitectural information, and the compiler and compiler flags used. We used DP (dynamic programming) for all searches. For vector code we used the vector version of DP (see Section VI-A).

**Performance spread.** A first experiment investigates the spread in runtime as well as the spread with respect to other performance measures of different formulas generated by SPIRAL for the same transform on p4-3.0-lin.

In the first example, we consider a small transform, namely a DCT-$2^5$, for which SPIRAL reports 1,639,236,012 different formulas. We select a random subset of 10,000 formulas and generate scalar code. By “random formula” we mean that a rule is chosen randomly at each step in the formula generation (note that this method is fast but selects rul etree s non-uniformly). Fig. 8(a) shows a histogram of the obtained runtimes, and Fig. 8(b) a histogram of the number of assembly instructions in the compiled C code. The spread of runtimes is about a factor of 2, and the spread of the number of instructions is about 1.5, whereas the spread in arithmetic cost is less than 10% as shown in Fig. 8(c). The large spread in runtime and assembly instruction counts is surprising given that each implementation is high quality code that underwent SPL compiler optimizations and C compiler optimizations and that for transforms of this size and on this platform no cache problems arise. Conversion into FMA code (explained in Section IV-C) reduces the operations count (see Fig. 8(d)), but increases the spread to about 25%, which means that different formulas are differently well suited for FMA architectures. In Fig. 8(e) we plot runtime...
TABLE XVII
PLATORMS USED FOR EXPERIMENTS. “HT” MEANS HYPER THREADING; L1 CACHE REFERS TO THE DATA CACHE. THE COMPILERS ARE:
icc (INTEL C++ COMPILER); gcc (GNU C COMPILER); cc_r (IBM XL C COMPILER, SMP MODE).

<table>
<thead>
<tr>
<th>name</th>
<th>CPU</th>
<th>GHz</th>
<th>OS</th>
<th>caches</th>
<th>compiler</th>
<th>compiler flags</th>
</tr>
</thead>
<tbody>
<tr>
<td>p4-3.0-win</td>
<td>Pentium 4 (HT)</td>
<td>3.0</td>
<td>WinXP</td>
<td>8 KB L1, 512 KB L2</td>
<td>icc 8.0</td>
<td>/QxKW /G7 /O3</td>
</tr>
<tr>
<td>p4-3.0-lin</td>
<td>Pentium 4 (HT)</td>
<td>3.0</td>
<td>Linux</td>
<td>8 KB L1, 512 KB L2</td>
<td>gcc 3.2.1</td>
<td>–O6 –omit-frame-pointer –malign-double –fstrict-aliasing –mcpu=pentiumpro</td>
</tr>
<tr>
<td>p4-2.53-win</td>
<td>Pentium 4</td>
<td>2.53</td>
<td>Win 2000</td>
<td>8 KB L1, 512 KB L2</td>
<td>icc 6.0</td>
<td>/QxW /G7 /O3</td>
</tr>
<tr>
<td>p3-1.0-win</td>
<td>Pentium III</td>
<td>1.0</td>
<td>Win 2000</td>
<td>16 KB L1, 256 KB L2</td>
<td>icc 6.0</td>
<td>/QxW /G6 /O3</td>
</tr>
<tr>
<td>xeon-1.7-lin</td>
<td>Xeon</td>
<td>1.7</td>
<td>Linux</td>
<td>16 KB L1, 256 KB L2</td>
<td>gcc 3.2.1</td>
<td>–O6 –omit-frame-pointer –malign-double –fstrict-aliasing –mcpu=pentiumpro</td>
</tr>
<tr>
<td>xp-1.73-win</td>
<td>AthlonXP 2100+</td>
<td>1.73</td>
<td>Win 2000</td>
<td>64 KB L1, 256 KB L2</td>
<td>icc 6.0</td>
<td>/QxW /G6 /O3</td>
</tr>
<tr>
<td>ibms80-0.45-aux</td>
<td>PowerPC RS64C (12 processors)</td>
<td>0.45</td>
<td>AIX</td>
<td>128 KB L1, 8 MB L2</td>
<td>cc_r 5.0.5</td>
<td>-qsm=omp -O5 -q64</td>
</tr>
<tr>
<td>ipaq-0.4-lin</td>
<td>XScale PXA250 (IPAO HP 3950)</td>
<td>0.4</td>
<td>Linux</td>
<td>32+2 KB L1</td>
<td>gcc 3.3.2</td>
<td>-O1 -omit-frame-pointer -fstrict-aliasing -march=armv5te -mtune=xscale</td>
</tr>
</tbody>
</table>

versus arithmetic cost; surprisingly, the formulas with lowest arithmetic cost yield both slowest and fastest runtimes, which implies that arithmetic cost is not a predictor of runtime in this case. Finally, Fig. 8(f) shows the accuracy spread when the constants are cut to 8 bits; it is about a factor of 10 with most formulas clustered within a factor of 2.

In the second example, we show a runtime histogram for 20,000 random SPIRAL generated formulas for a large transform, namely DFT\textsuperscript{216}, using only the Cooley-Tukey rule (20) on p4-3.0-win. The formulas are implemented in scalar code (see Fig. 9(a)) and in vector code (see Fig. 9(b)). The spread of runtimes in both cases is about a factor of 5, with most formulas within a factor of 3. The best 30% formulas are scarce. The plots show that, even after the extensive code optimizations performed by SPIRAL, the runtime performance of the implementation is still critically dependent on the chosen formula. Further, histogram Fig. 9(b) looks very much like a translation to the left (shorter runtime) of the histogram Fig. 9(a). This demonstrates that the vectorization approach in SPIRAL is quite general: although different formulas are differently well suited to vectorization, the performance of all tested 20,000 formulas, including the slowest, is improved by SPIRAL’s vectorization.

**Conclusion: performance spread.** Although different formulas for one transform have a similar operation count (see Fig. 8(c)), their scalar or vector code implementations in SPIRAL have a significant spread in runtime (Figs. 8(a) and 9). This makes a strong case for the need of tuning implementations to platforms, including proper algorithm selection, as discussed in Section II. The same conclusion applies to other performance costs as illustrated by the significant spread in Fig. 8(d) for the FMA optimized arithmetic cost and Fig. 8(f) for the accuracy performance cost.

**Benchmarking: DFT.** We first consider benchmarks of the code generated by SPIRAL for the DFT on p4-3.0-win against the best available DFT libraries including MKL 6.1 and IPP 4.0 (both Intel’s vendor libraries), and FFTW 3.0.1. For most other transforms in SPIRAL, there are no such readily available high quality implementations.
Fig. 8. Histograms of various data for 10,000 random fast formulas for a DCT-2^{32}. From left to right: a) runtime; b) number of assembly instructions in the compiled C code; c) arithmetic cost; d) FMA optimized arithmetic cost; e) runtime versus arithmetic cost. f) accuracy when cut down to 8-bit fixed point; Platform: p4-3.0-lin.

Fig. 10 shows the results for the DFT_{2^{24}}. The performance is given in pseudo MFLOPS computed as 5n \log_2(n)/\text{runtime}, which is somewhat larger than real MFLOPS, but preserves the runtime relations, which is important for different implementations may have slightly different arithmetic cost. (Note that for all other transforms we use real MFLOPS.) The peak performance of p4-3.0-win is, for scalar code, 3 GFLOPS (single and double precision), and for vector code 12 GFLOPS (single precision) and 6 GFLOPS (double precision). The DFT is computed out of place with the exception of the IPP code and the Numerical Recipes code [86], which are computed inplace. In these figures, higher numbers correspond to better performance. Solid lines correspond to SPIRAL generated code, dotted lines to the Intel libraries, and dashed lines to FFTW and other libraries. We focus the discussion on Fig. 10(a), starting from the bottom up. The lowest line is the GNU library, which is a reimplementation of FFTPACK, a library that was frequently used a decade ago. The library is a reasonable C implementation but without any adaptation mechanism or use of vector instructions. The next two lines are FFTW 3.0.1 and SPIRAL generated scalar C code, which are about equal in performance. Considerably higher performance is only achievable by using vector instructions. The next line shows the speed-up obtained through compiler vectorization, as enabled by a flag, used in tandem with SPIRAL. This is a fair evaluation of compiler vectorization as the search block will find those formulas the compiler can handle best. The speed-up is about 50%, obtained with no additional effort. We note that FFTW cannot be compiler vectorized due to its complex
infrastructure. This 50% speed-up is, however, only a fraction of the speed-up achieved by the best possible vector code, which is about a factor of 2 faster, or a factor of 3 over the best scalar code. This performance is achieved by MKL, IPP, FFTW, and SPIRAL (the top four lines). We speculate on the reason for their relative performance:

- For small sizes, within L1 cache, SPIRAL code is best by a margin, most likely due to the combination of algorithm search, code level optimizations, and the simplest code structure.
- Outside L1 but inside L2 cache the Intel libraries are fastest, most likely since the code is inplace and possibly due to optimizations that require microarchitectural information not freely available.
- For larger sizes, FFTW seems to hold up the best, due to a number of optimization specifically introduced for large sizes in FFTW 3.0 [17].

Similar observations can be made for double precision code, see Fig. 10(b).

Regarding cache effects, we mention that for single precision, approximately 32 bytes per complex vector entry are needed (input vector, output vector, constants and spill space) while for double precision 64 bytes are needed. Taking into account the Pentium 4’s 8 KB of L1 data cache, this implies that FFTs of size 256 (single precision) and 128 (double precision) can be computed completely within L1 data cache. Similarly, the 512 KB L2 cache translates into sizes of $2^{14}$ for (single precision) and $2^{13}$ (double precision), respectively.

Finally, we also consider implementations of the DFT on ipaq-0.4-lin, which provides only fixed point arithmetic. We compare the performance of SPIRAL’s generated codes with the IPP vendor library codes for this platform. For most sizes, IPP fares considerably worse, see Fig. 11, which shows the (pseudo) MFLOPS achieved across a range of DFT sizes: $2^1$ to $2^{12}$.

**Conclusion: DFT benchmarking.** For the DFT, SPIRAL scalar code is as competitive as the best codes available. On p4-3.0-win, SPIRAL automatically generated vector code is faster by a factor of 2 to 3 compared to the scalar code, on par with IPP and MKL, Intel’s hand-tuned vendor libraries. On ipaq-0.4-lin, SPIRAL generated code can be as much as 4 times faster than IPP’s code.

**Benchmarking: other transforms.** We compare IPP to SPIRAL on p4-3.0-win for the DCT, type 2, in Fig. 12(a).
Fig. 10. FFT performance comparison (in pseudo MFLOPS) of the best available libraries. Platform: p4-3.0-win.
Both for single and double precisions, the SPIRAL code is about a factor of 2 faster than the vendor library code, achieving up to 1500 MFLOPS (scalar code).

Figs. 12(b) and 12(c) study the performance of the corresponding 2D-DCT, which has the tensor product structure (19) that enables SPIRAL vectorization. Again we compare generated scalar code, compiler vectorized code, and SPIRAL vectorized code. Compiler vectorization fails for single precision, i.e., SSE (Fig. 12(b)), but yields a speed-up for double precision, i.e., SSE2 (Fig. 12(c)). SPIRAL generated vector code is clearly best in both cases and across all considered sizes. For SSE, up to 4500 MFLOPS and up to a factor of 3 speed-up over scalar code are achieved.

We consider now the WHT, whose formulas have the simplest structure among all trigonometric transforms. Fig. 13(a) considers single precision and Fig. 13(b) double precision implementations, respectively. These figures show that, again, vectorization by SPIRAL produces efficient code, up to a factor of 2.5 and 1.5 faster than scalar code for single and double precision, respectively. Interestingly, vectorization of the SPIRAL code by the compiler is in this case also successful, with gains that are comparable to the gains achieved by SPIRAL vectorization.

**Runtime studies of FIR filters and the DWT.** Fig. 14(a) compares different SPIRAL generated scalar imple-
Fig. 13. WHT performance (in MFLOPS) of SPIRAL generated scalar code, compiler vectorized code, and vector code. Platform: p4-3.0-win.

Implementations of an FIR filter with 16 taps and input sizes varying in the range $2^{15} - 2^{20}$ on xeon-1.7-lin. The plot shows runtimes normalized by the runtime of a base method. The base method is a straightforward implementation of the filter transform using overlap-add with block size 1; its performance is given by the top horizontal line at 1 and not shown. In this figure, lower is better (meaning faster than the base method). The dashed line (squares) shows the relative runtime if only the overlap-add rule with arbitrary block sizes is enabled—a gain of about 85% over the base method. Further gains of 10–20% are achieved if in addition the overlap-save rule and the blocking rule are enabled (triangles and bullets, respectively).

We consider now Fig. 14(b), which compares the effect of different rules on the DWT runtime performance. We choose the variant known as Daubechies 9-7 wavelet, enforce three different rules for the top-level expansion, with Mallat’s rule being the baseline (horizontal line at 1), and compare the generated codes in each case. The polyphase rule (squares) is consistently inferior, whereas the lifting steps rule (triangles) improves over Mallat’s rule for input sizes between $2^{6}$ and $2^{12}$. Beyond this size, Mallat’s rule is clearly best as top-level rule.

**Platform tuning.** We now investigate the impact of performance tuning (see the table and the plot in Fig. 15). The table shows the (upper part of the) best ruletrees found for a DFT of size $2^{10}$ using only the Cooley-Tukey rule (20), for p4-2.53-win (single and double precision), p3-1.0-win (single precision), and xp-1.73-win (single precision). Each node in the trees is labeled with the exponent of the DFT size at this node; for example, the root node in all trees is labeled by 10, the exponent of the size of the transform $2^{10}$. Most of the 12 ruletrees in this table are different from each other, meaning that SPIRAL finds different trees when searching for the best tuned formula for a given machine. Particularly worth noting is the difference between the balanced ruletrees found by SPIRAL for p3-1.0-win and xp-1.73-win, and the unbalanced ruletrees found for p4-2.53-win, in both cases of scalar and vector SPIRAL code.
The plot on the right of Fig. 15 further explores the effect of tuning the implementation of $\text{DFT}_{2^{13}}$: how does an implementation $\hat{I}(P_1)$ tuned to a given platform $P_1$ perform on another target platform $P_2$? In particular, is $\hat{I}(P_1)$ still tuned to the target platform $P_2$? The answer is no as we explain next.

We use SPIRAL to generate for DFT sizes $2^5, \ldots, 2^{13}$ the best code for five different combinations of platforms and data types: p4-2.53-win SSE, p4-2.53-win SSE2, xp-1.73-win SSE, p3-1.0-win SSE, and p4-2.53-win float. Then, we generate for each of the obtained formulas SSE code and run it on p4-2.53-win. The slowdown factor compared to the code tuned to p4-2.53-win SSE is shown in the plot in Fig. 15 (i.e., higher is worse in this plot).

First, we observe that, as expected, the best code is the one tuned for p4-2.53-win SSE (bottom line equal to 1). Beyond that, we focus on two special cases:

- **Same platform, different data type.** The best algorithm generated for p4-2.53-win SSE2, when implemented in SSE, performs up to 320% slower than the tuned implementation for p4-2.53-win SSE. The reason for this large gap is the different vector length of SSE2 and SSE (2 versus 4), which requires very different algorithm structures.

- **Same data type, different platform.** Code generated for p3-1.0-win SSE and run on the binary compatible p4-2.53-win SSE performs up to 50% slower than the SSE code tuned for p4-2.53-win. This is a very good example of the loss in performance when porting code to newer generation platforms. SPIRAL regenerates the code and overcomes this problem.

**Compiler flags.** In all prior experiments we have always used a predefined and fixed combination of C compiler flags to compile the SPIRAL generated code (see Table XVII). Assessing the effects on performance of compiler options is difficult, because: 1) there are many different options (the extreme case is gcc 3.3 with a total of more than 500 different documented flags, more than 60 of which are related to optimization); 2) different options can
interact and/or conflict with each other in non-trivial ways; 3) the best options usually depend on the program being compiled. In SPIRAL, we have not yet addressed this problem; in fact, for gcc, SPIRAL by default uses the optimization options used by FFTW.

In the absence of clear guidelines, and if the highest performance is important, choosing the right set of compiler flags from the large set of possibilities poses another optimization problem that can be solved by a heuristic search. ACOVEA (Analysis of Compiler Options via Evolutionary Algorithm) [87] is an open-source project that uses an evolutionary algorithm to find the best compiler options for a given C program.

We apply ACOVEA to SPIRAL generated code for the DCT, type 2, of sizes $2^1, \ldots, 2^6$ on p4-3.0-lin. First, we generate the best (scalar) implementations using the default configuration (denoted by “gcc -O3” in the plot; the complete set of flags is in Table XVII). Second, we retime the obtained implementations with a lower level of optimization (denoted by “gcc -O1,” in reality “-O1 -fomit-frame-pointer -malign-double -march=pentium4”), and also with the Intel Compiler 8.0 (denoted by “icc /O3,” the options were “/O3 /tpp7”). Finally, we run the ACOVEA evolutionary search for gcc compiler flags for each code. The results are shown in Fig. 16(a), which displays, for each of the 6 DCT codes, the speed-up compared to “gcc -O1” (higher is better). All sets of flags found by ACOVEA include at least “-O1 -march=pentium4.” This justifies our choice of “gcc -O1” as the baseline. Note that “gcc -O3” is always slower than “gcc -O1,” which means that some of the more advanced optimizations can make the code slower. In summary, ACOVEA gives an additional speedup ranging from 8% to 15% for the relevant larger DCT sizes ($\geq 8$) in this experiment.

The plot in Fig. 16(b) was also produced with the help of ACOVEA. Instead of performing an evolutionary search, we create an initial random population of 2000 compiler flag combinations, each of them again including at least “-O1 -march=pentium4,” and produce a runtime histogram for the DCT-2\textsubscript{32} implementation generated in the previous experiment. The spread in runtimes is more then a factor of 3, which demonstrates the big impact of the choice of compiler flags. The best compiler options in this histogram produce a runtime (in sec.) of about $1.8 \cdot 10^{-7}$, whereas the best flags found by ACOVEA in the previous experiment produce $1.67 \cdot 10^{-7}$.

![Fig. 15](image-url)
Parallel platforms. Section IV-F showed how SPIRAL could be used to generate parallel code and showed a family of shared-memory and distributed-memory parallel algorithms for the WHT. Figure 17 considers the WHT sizes $2^1$–$2^{24}$ and shows the speedup obtained with the generated codes. Speedup is computed for each number of threads as the ratio of the best found sequential algorithm/implementation compared to the best found parallel algorithm/implementation. We used dynamic programming in each case to automatically optimize granularity, load balance, cache utilization, and the selection of appropriately optimized sequential code. The platform is a 12 processor shared-memory multiprocessor platform ibms80-0.45-aix [88].

Figure 17 shows that, for up to 10 threads, nearly linear speed-up is obtained for large transform size and parallelization is found to be beneficial for transforms as small as $2^{10}$. The performance reported here is better than that reported in [58], due to searching through additional schedules and using loop interleaving [22] to reduce cache misses and false sharing. A straightforward parallelization method leads to far inferior performance. For example, for 10 threads, only a factor of about 3; a parallelizing compiler fares even worse than that. These results are not shown, please refer to [58] for more details. In summary, even for a simple transform such as the WHT, search through a relevant algorithm space is crucial to obtain the optimal performance for SMPs.

Multiplierless code. SPIRAL can generate multiplierless code (see Section V), which is very important for platforms that feature a fixed point processor such as IPAQ and a unique advantage of SPIRAL; we do not know of other multiplierless high performance libraries. In a multiplierless implementation, a lower accuracy approximation of the constants leads to fewer additions and, thus, potentially faster runtime. This effect is shown in Fig. 18 for DFTs of various sizes, $3 \leq n \leq 64$, implemented in each case using either multiplications or additions and shifts with the constants approximated to 14 or 8 bits, respectively. Note that the code has to be unrolled to allow for this technique. The figure shows an improvement of up to 10% and 20%, respectively, for the 14-bit and 8-bit constant
Fig. 17. Speed-up for parallel code generated for $\text{WHT}_2^k$, $1 \leq k \leq 24$, for up to 10 threads. Platform: ibms80-0.45-aix with 12 processors.

Fig. 18. Runtime performance (lower is better) of various DFTs of sizes between 3 and 64. For each size, the rightmost, middle, and leftmost bar shows (fixed point) code using multiplications and 14-bit and 8-bit multiplierless code, respectively. Platform: ipaq-0.4-lin.

multiplierless code.

Runtime of code generation. SPIRAL requires only compile-time adaptation; thus, at runtime, no time is spent in further optimizing the code. Depending on the optimization strategy, the problem size, and the timer used, the optimization may take from the order of seconds to the order of hours. For instance, the generation of a scalar DFT library for two-powers up to $2^{20}$ is done in 20–30 minutes on a Pentium 4, while the corresponding vector code generation takes on the order of hours. Problem sizes around 64 are optimized within a few minutes. Note that the code in SPIRAL is generated entirely from scratch, i.e., there are no code or code fragments for any transform already pregenerated or handcoded in SPIRAL. In this respect, SPIRAL is similar to ATLAS with roughly similar code generation times. Comparing to FFTW, SPIRAL needs longer time to produce optimized code. However, in FFTW, real code generation (i.e., from scratch) is done only for small sizes and for unrolled code. These codelets
(in FFTW lingo) are pregenerated and distributed with the package. Further, the codelet generation is deterministic, i.e., produces the same result independently of the machine. The optimization for larger FFT sizes is done in FFTW at runtime by determining, through dynamic programming, the best recursion strategy among those supported by FFTW. The available recursions are built into the rather complex infra-structure of FFTW. For example, for a one-dimensional DFT of composite size and in SPIRAL lingo, these recursion strategies are all the right-most ruletrees based on the Cooley-Tukey breakdown rule (20), where the left leaf is a codelet. Restricting the DFT computation to this restricted class of algorithms is a decision based on the experience of the FFTW developers. In SPIRAL, the candidate algorithms are deliberately as little constrained as possible, leaving the selection entirely to the system.

Conclusions. We draw the following main conclusions from our experiments:

- For any given transform, even for small size, there is a large number of alternative formulas with a large spread in code quality, even after applying various code optimizations (Figs. 8 and 9).
- The difference in runtime between a “reasonable” implementation and the best possible can be an order of magnitude (e.g., a factor of 10 in Fig. 10(a) between the GNU library and the IPP/FFTW/SPIRAL code).
- Compiler vectorization is limited to code of very simple structure (e.g., Fig. 13), but fails to produce competitive code for more complex data flows, e.g., Figs. 10, 12(b), and 12(c). SPIRAL overcomes this problem through manipulations at the mathematical formula level; all other vector libraries involve hand coding.
- The performance of SPIRAL generated code is comparable with the performance of the best available library code.

VIII. LIMITATIONS OF SPIRAL, ONGOING AND FUTURE WORK

SPIRAL is an ongoing project and continues to increase in scope with respect to the transforms included, the types of code generated, and the optimization strategies included. We give a brief overview of the limitations of the current SPIRAL system and the ongoing and planned future work to resolve them.

- As we explained before, SPIRAL is currently restricted to discrete linear signal transforms. As a longer term effort we just started to research the applicability of SPIRAL-like approaches to other classes of mathematical algorithms from signal processing, communication, and cryptography. Clearly, the current system makes in all of its components heavy use of the particular structure of the algorithms for transforms. However, most mathematical algorithms do possess structure, which, at least in principle, could be exploited to develop a SPIRAL like code generator following the approach in Section II-A. Questions that need to be answered for a given algorithm domain then include:
  - How to develop a declarative structural representation of the relevant algorithms?
  - How to generate alternative algorithms and how to translate these algorithms into code?
  - How to formalize algorithm level optimizations as rewriting rules?
  - How to search the algorithm space with reasonable effort?
- Currently, SPIRAL can only generate code for one specific instance of a transform, e.g., for a transform of fixed size. This is desirable in applications where only few sizes are needed which can generated and bundled.
into a lightweight library. For applications with frequently changing input size, a package is preferable, which implements a transform for all, or a large number of sizes. To achieve this, recursive code needs to be generated that represents the breakdown rules, which is ongoing research. Once this is achieved, our goal is to generate entire packages, similar to FFTW for the DFT, on demand from scratch.

- The current vectorization framework can handle a large class of transforms, but only those whose algorithms are built to a large extent from tensor products. In this case, as we have shown, a small set of manipulation rules is sufficient to produce good code. We are currently working on extending the class of vectorizable transforms, e.g., to include large DCTs (for which, to our best knowledge, no direct, without FFT, vector implementations exist) and wavelets. To achieve this, we identify the necessary formula manipulation rules and include them into SPIRAL. With a large manipulation rule database it also becomes a problem to ensure convergence and uniqueness of the result (confluence) of the manipulations. To ensure these properties, we will need a more rigorous approach based on the theory of rewriting systems [41].

- Similarly, and with an analogous strategy, we are in the process of extending SPIRAL’s code generation capabilities for parallel platforms, which is currently still in a prototype stage.

- Besides vector code, current platforms provide other potentially performance enhancing features, such as hyperthreading (Pentium 4) or prefetching instructions. Hyperthreading can be exploited by generating code with explicit threads, which was the previous goal; we aim to explicitly generate prefetching instructions through a combination of formula manipulation and loop analysis on the code level [89].

- For some applications it is desirable to compute a transform in-place, i.e., with the input and output vector residing in the same memory location. SPIRAL currently only generate out-of-place code. We aim to generate inplace code directly after a formula level only analysis.

- SPIRAL can generate fixed point code, but the decision for the chosen range and precision, i.e., location of the decimal point has to be provided by the user. Clearly, the range necessary depends on the range of the input values. We are currently developing a backend that chooses the optimal fixed point format once the input range is specified. The format can be chosen globally, or locally different for each temporary variable to enhance precision.

- The learning in SPIRAL is to date restricted to the selection of WHT ruletrees and DFT ruletrees based on the Cooley-Tukey rule. An important direction in our research is to extend the learning framework to learn and control a broader scope of transforms and more degrees of freedoms in the code generation.

- For many transforms, in particular the DFT, there are many different variants that, e.g., differ only by the chosen scaling or assumptions on input properties such as symmetries. Most packages provide only a small number of these variants due to the considerable hand-coding effort. In SPIRAL many of these variants can be handled by just including the specification and one or several rules. We are in the process of extending SPIRAL in this direction.

- Finally, we are just in the process of finishing an improved redesign of the SPIRAL system with considerably increased modularity to enable all the above extensions with reasonable effort. The possibility of extending
SPIRAL, e.g., by inserting a backend code optimization module, or by connecting it to an architecture simulator, has led to its occasional use in class projects in algorithm, compiler, and architecture courses. The vertical integration in SPIRAL of all stages of software development allows the students to study the complex interaction of algorithms mathematics, compiler technology, and microarchitecture at hand of an important class of applications.

- Finally, as a longer term research effort and leaving the scope of this paper and this special issue, we have started to develop a SPIRAL-like generator for hardware designs of transforms for FPGAs or ASICs.

IX. CONCLUSIONS

We presented SPIRAL, a code generation system for DSP transforms. Like a human expert in both DSP mathematics and code tuning, SPIRAL autonomously explores algorithm and implementation choices, optimizes at the algorithmic and at the code level, and exploits platform-specific features to create the best implementation for a given computer. Further, SPIRAL can be extended and adapted to generate code for new transforms, to exploit platform-specific special instructions, and to optimize for various performance metrics. We have shown that SPIRAL generated code can compete with, and sometimes even outperform the best available hand-written code. SPIRAL’s approach provides performance portability across platforms and facilitates porting the entire transform domain across time.

The main ideas behind SPIRAL are to formulate the problem of code generation and tuning of transforms as an optimization problem over a relevant set of implementations. The implementation set is structured using a domain-specific language that allows the computer representation, generation, and optimization of algorithms and corresponding code. The platform-specific optimization is solved through an empirical feedback-driven exploration of the algorithm and implementation space. The exploration is guided by search and learning methods that exploit the structure of the domain.

While the current version of SPIRAL is restricted to transforms, we believe that its framework is more generally applicable and may provide ideas how to create the next generation of more “intelligent” software tools that push the limits of automation far beyond of what is currently possible and that may, at some point in the future, free humans from programming numerical kernels altogether.
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