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Abstract

Time reversal explores the rich scattering in a multipath
environment to achieve high target detectability. MIMO
radar is an emerging active sensing technology that uses
diverse waveforms transmitted from widely spaced anten-
nas to achieve increased target sensitivity when compared
to standard phased arrays. In this paper, we combine
MIMO radar with time reversal to further improve the per-
formance of radar detection. We establish a radar target
model in multipath rich environments and develop likeli-
hood ratio tests for the proposed time-reversal MIMO radar
(TR-MIMO). Numerical simulations demonstrate improved
target detectability compared with the commonly used sta-
tistical MIMO strategy.

1 Introduction

In time reversal (phase conjugation in the frequency do-
main), a short pulse, for example, transmitted by a source
through a dispersive medium, is received by an array,
then time reversed, energy normalized, and retransmitted
through the same medium. If the scattering channel is recip-
rocal and sufficiently rich, the retransmitted waveform refo-
cuses on the original source. Our recent work, [1], con-
siders signal detection using time reversal with a pair of
transmit/receive antennas. We demonstrate that the time re-
versal generalized likelihood ratio detector (TR-GLRT) sig-
nificantly improves detection performance when compared
with the conventional detection.

MIMO radar explores multiple-input multiple-output
techniques for adaptive transmit and receive beamform-
ing [2, 3]. The key aspect of a MIMO radar system is the
use of a set of orthogonal waveforms simultaneously trans-
mitted from its sparsely placed antennas towards a target
area. In a MIMO radar, if the antennas are far enough, the
target radar cross sections (RCS) for different transmitting
paths become independent random variables. Thus, each or-
thogonal waveform carries independent information about
the target; spatial diversity about the target is thus created.
Exploiting the independence between signals at the array
elements, a MIMO radar achieves improved detection per-
formance and increased radar sensitivity. This is in contrast
with a conventional phased array that presupposes a high
correlation between signals either transmitted or received
by an array.
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Several researchers have developed various models for
MIMO radar and provided their interpretation of MIMO
radars (see, e.g., [2, 4, 5]). In this paper, we consider a
MIMO setup in a rich scattering environment where mul-
tipath propagation for targets is sufficient. There are many
mechanisms that cause multipath in radar detection, for ex-
ample, the presence of a large number of scatterers in the
vicinity of the target of interest, or tracking and detection
of low-angle targets over a flat surface [6, 7], etc. Multi-
path affects the level of the energy return from the target
due to coherent combining of the return signals. As a re-
sult, we will observe fades and enhancements relative to the
level that is expected in a free-space environment. In gen-
eral, the overall target response is characterized by the tar-
get’s radar cross section, the multipath propagation due to
the surrounding scatterers, and the antenna’s aspect angle.
The unknown nature of the complex target reflection makes
the overall target response appear to berandomeven for a
point target. Therefore, we adopt a statistical model for the
target in this paper. Although our MIMO model is somehow
similar to what is used in [2], the difference is clear. In [2],
the randomness of the target is caused by many reviewing
angles fromextendedtargets; in our case, the randomness
of a (point) target response is the result of multipath.

We combine time reversal with MIMO radar and develop
the binary hypothesis detector. We provide analytical ex-
pressions of the test statistics. Time reversal implements
matched channel filtering on the transmitter and exploits
multipath propagation to its advantage. In previous work
[1, 8], we showed that time reversal offers higher resolution
and improved detectability over conventional methods . In
this paper, we demonstrate that a MIMO radar combined
with time reversal (TR-MIMO) improves target detectabil-
ity when compared with statistical MIMO (S-MIMO).

2 MIMO Modeling
We consider the problem of detecting a stationary or

slowly moving target immersed in a multipath rich scatter-
ing environment. Such scenarios occur in many radar ap-
plications, for example, detection through tree canopy or
low-angle detection and tracking. In this section, we derive
the MIMO radar model.

2.1 Multipath propagation model
We consider an active multiple antenna system with a pair

of stationary antenna arrays A and B. Each antenna array
is composed ofN omnidirectional antenna elements with
uniform inter-element spacingd. The two arrays are placed
at different locations, which yields a multi-static configura-
tion. Fig. 1 illustrates a two-way radar propagation model



in multipath. For simplicity, this model considers a two-
path propagation with only a single reflected ray emanating
from a virtual target image. The two-path propagation is
caused by scatterers between the receiving array B and the
target. this model can be extended to the more general sce-
nario with multiple path propagation due to scatterers in the
fields of view of both the transmitting array A and receiving
array B.

The propagation medium between the radar and the target
can be characterized by its Green’s function, i.e., the chan-
nel response at locationr to an impulse at locationr′. An
example of a Green’s function is the free space direct path
Green’s function [9],

G(r, r′; f) = −0.25jH
(2)
0 (f |r− r′|/c), (1)

whereH
(2)
0 is the zeroth-order Hankel function of the sec-

ond kind, andc is the medium propagation velocity. Here
we assume that the medium is reciprocal, i.e., the Green’s
function satisfies thereciprocity relation: G(r, r′; f) =
G(r′, r; f). For a transmit signalS(f), the noise-free re-
ceived signal at then-th element of array B due to a transmit
antenna at array A is given by

rn(f) = ξne−jk
√

X2+(Ya−Yt)2
(
e−jk

√
X2+(Yb−Yt)2

+A1e
−jk

√
X2+(Yb+Yt)2

)
S(f), (2)

where: Ya, Yb, andYt are the azimuth coordinates of the
antenna at A, the antenna at B, and the target, respectively;
X is the target range;k = 2π

λ is the wavenumber andλ
is the wavelength at frequencyf ; and ξn is the complex
amplitude due to target characteristics. The complex ampli-
tudes of the direct and reflected rays are simply related by
a complex multipath reflection coefficientA1. Employing
the approximation

√
1 + x ≈ 1 + x/2 for x ¿ 1, Eqn. (2)

becomes

rn(f) = ηne−jk
√

X2+(Ya−Yt)2e−jkX[1+
(Yb−Yt)

2

X2 ]S(f),

whereηn = ξn(1 + A1e
−jk

2YtYb
X ) is the combined com-

plex amplitude of the direct and reflected rays. With a large
number of scatterersL andAp, p = 1, · · · , L, multipath
reflection coefficients, the overall target reflectivity is the
randomvariable

ηn = ξn

(
1 +

L∑
p=1

Ape
−jk

2YtYb,p
X

)
. (3)

This analysis implies that, even for a point target, the multi-
path effect induces fades and enhancements in returned sig-
nals relative to the free space returned signals. The trans-
mit and receive antennas provide independent information
about the target due to their different viewing angles. We
apply the MIMO strategy to this multipath rich environ-
ment.
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Figure 1. Multipath propagation model.

2.2 Radar signal model
We use discrete frequency samplesfq, q = 0, · · · , Q− 1.

The numberQ is chosen byQ = BW
Bc

, whereBc is the
coherence bandwidth of the multipath channel,BW is the
system bandwidth. The samples taken at frequencies one
Bc apart are considered to be independent. We letH(fq)
denote the channel response matrix between the transmit
array A and the receive array B atfq. For simplicity, each
array hasN antennas. Thus, the(i, j)-th entry ofH(fq),
i.e., the channel response from antennaAi to antennaBj ,
can be written as follows:

[H(fq)]i,j = hij(fq) ∼ CN (0, σ2
s). (4)

The transmitted signals(t) is a wideband signal with
Fourier representationS(fq) at angular frequencyfq. The
energy isEs =

∑Q−1
q=0 |S(fq)|2. The signal vector received

at array B for thel-th data snapshot is1

yl(fq) = H(fq)sA(fq) + vl(fq). (5)

wheresA(fq) is the signal vector transmitted from array A

sA(fq) = [S1(fq), · · · , SN (fq)]
T

. (6)

Conventional detection processes the data received at ar-
ray B. With time reversal, the received radar return at array
B back to array A. So, each data vectoryl(fq) is time re-
versed, energy normalized, and retransmitted back into the
scattering medium. TheN × 1 received signal vector at
array A is

xl(fq) = HT (fq)[klyl(fq)]∗ + wl(fq)

= C∗(fq)s∗A(fq) + klHT (fq)v∗l (fq) + wl(fq),

wherewl(fq) ∼ CN (0, σ2
nI) andvl(fq) ∼ CN (0, σ2

nI)
are independent complex Gaussian noise vectors. The trans-
pose(·)T is used due to the reciprocity condition of the scat-
tering medium

C(fq) , klHT (fq)H∗(fq), (7)

1Here, we assume for the moment that the clutter returns due to dom-
inant surrounding scatterers can be subtracted out. Therefore, only the
target response is present.



whereCi,j(fq) = kl

∑N
n=1 hni(fq)h∗nj(fq) is the(i, j)-th

entry ofC(fq). The scalarkl is the energy normalization
factor

kl =
√

NEs/
∑

q

‖yl(fq)‖2. (8)

For the ideal case where the noise vector contained in the
time-reversed signal isv(fq) = 0, we have,

kl = k =
√

NEs/
∑

q

‖H(fq)sA(fq)‖2. (9)

Such an assumption simplifies the mathematical develop-
ment. Forv(fq) 6= 0, we rely on numerical means to eval-
uate the detection performance.

2.3 Wideband orthogonal waveforms

Radar systems typically utilize wideband waveforms to
achieve fine range resolution. In our problem, the simulta-
neously transmitted waveforms occupy the same frequency
range. To achieve the orthogonality (or quasi-orthogonality)
among the transmitted waveforms, we adopt phase coding
schemes, [10]. One such design uses complex orthogonal
phase vectorssm by setting its entries to

Sm(fq) = ej2πmq/QP (fq), q = 0, 1, · · · , Q− 1 (10)

for m = 1, · · · ,M ≤ Q andP (fq) = 1, ∀q. For transmit
antennasm andn, it is straight forward to show that

Q−1∑
q=0

Sm(fq)S∗n(fq) = Qδ(m− n). (11)

3 Time Reversal MIMO Detector

Letxl(fq) = [Xl,1(fq), · · · , Xl,N (fq)]T be the collection
of N received signals atfq for thel-th data snapshot, where

Xl,i(fq) =
N∑

j=1

Cij(fq)S∗j (fq) + Wl,i(fq). (12)

Matched filtering the received signals with the orthogonal
waveforms and collecting all the frequency components, we
obtain the following signals:

Rl,in =
∑

q

Xl,i(fq)S∗n(fq) = C̃in + W̃l,in, (13)

where

C̃in =
∑

q

∑

j

Cij(fq)Sj(fq)S∗n(fq), (14)

W̃l,in =
∑

q

Wl,i(fq)S∗n(fq). (15)

We notice thatE{Cij(fq)} is frequency independent, hence

E{C̃in} =
∑

q

∑

j

E{Cij(fq)}Sj(fq)S∗n(fq)

=
∑

j

E{Cij(fq)}Qδ(n− j)

= QE{Cin(fq)}, (16)

i.e., the transmitting waveforms are quasi-orthogonal. We
then use the following approximation:

C̃in ≈
Q−1∑
q=0

Cin(fq). (17)

In particular, from the diagonal components (i = n) of the
matrixC(fq), we obtain the real-valued data

C̃ii = k

Q−1∑
q=0

N∑

j=1

|hij(fq)|2. (18)

Eqn. (18) indicates that, by time reversal, the diago-
nal entries of the time-reversed target channel response
are focused and become dominant compared with the
(complex valued) off-diagonal entries. This observation
yields a simpler detector by considering only thediago-
nal terms given by (18). Grouping{Rl,ii} into N by 1
vectors yieldsrD

l = [Rl,11, Rl,22, · · · , Rl,NN ]T , c̃D
l =

[C̃11, · · · , C̃NN ]T , w̃D
l = [W̃l,11, · · · , W̃l,NN ]T . The bi-

nary hypothesis test for TR-MIMO using diagonal terms (N
terms) is given by

H1 : rD
l = c̃D

l + w̃D
l

H0 : rD
l = w̃D

l .
(19)

Certainly, one can use all the elements of the matrixC(fq).
In this case, the binary hypothesis test for TR-MIMO using
all terms (N2 terms) is given by

H1 : rF
l = c̃F

l + w̃F
l

H0 : rF
l = w̃F

l .
(20)

where the N2 by 1 data vectors are rF
l =

[Rl,11, Rl,12, · · · , Rl,NN ]T , c̃F
l = [C̃11, C̃12, · · · , C̃NN ]T ,

w̃F
l = [W̃l,11, C̃12, · · · , W̃l,NN ]T . Later, in Section 5, we

show that the performance difference between these two
cases, i.e., (19) and (20), is small. However, the mathemat-
ical analysis for (19) is easier. Thus, we provide analytical
results for (19) only and examine the performance of (20)
by numerical means.

For S-MIMO, we construct the detector similar of the de-
tector given in [2]. Letyl(fq) = [Yl,1(fq), · · · , Yl,N (fq)]T
be the collection ofN received signals, where

Yl,i(fq) =
N∑

j=1

hij(fq)Sj(fq) + Vl,i(fq). (21)



Matched filtering the received signals by orthogonal wave-
forms yields

Ul,in =
∑

q

Yl,i(fq)S∗n(fq) = h̃in + Ṽl,in, (22)

where

h̃in =
∑

q

∑

j

hij(fq)Sj(fq)S∗n(fq), (23)

Ṽl,in =
∑

q

Vl,i(fq)S∗n(fq). (24)

We notice thatE{hij(fq)} is frequency independent, hence

E{h̃in} =
∑

q

∑

j

E{hij(fq)}Sj(fq)S∗n(fq)

=
∑

j

E{hij(fq)}Qδ(n− j) = QE{hin(fq)}.

Again, the transmitting waveforms are quasi-
orthogonal. We use the following approximation:
h̃in ≈ ∑Q−1

q=0 hin(fq). Grouping Ul,in into N2 × 1
vectors yields ul = [Ul,11, Ul,12, · · · , Ul,NN ]T ,
h̃l = [h̃l,11, h̃l,12, · · · , h̃l,NN ]T , and ṽl =
[Ṽl,11, Ṽl,12, · · · , Ṽl,NN ]T . Thus, the binary hypothe-
sis test for S-MIMO is given by

H1 : ul = h̃l + ṽl

H0 : ul = ṽl.
(25)

4 Performance Analysis
In this section, we derive the test statistics for (19) and

(25). A closed form for the probability density function
is often difficult to obtain. Thus, we will rely on approx-
imations. In what follows, we useχ2

M (µ) to represent the
Chi-squared distribution withM degrees of freedom and

non-centrality parameterµ. In (18), |hij(fq)|2 ∼ σ2
s

2 χ2
2 are

independent and identically distributed random variables.
The symbol∼ stands for “distributed as.” Let’s define

Zi(fq) , k

N∑

j=1

|hij(fq)|2 ∼ k
σ2

s

2
χ2

2N , (26)

wherek = E{k}. The sequence{Zi(fq), ∀q} is i.i.d, with
finite variance. By the central limit theory, the sequence
{Zi(fq)} is asymptotically Gaussian, i.e.,

1√
Q

C̃ii ∼ N (µ, Φ), (27)

where

µ = E{Zi(fq)} = kNσ2
s , (28)

Φ = Var{Zi(fq)} = k
2
Nσ4

s . (29)

This also implies that
∑N

i=1
1
Q C̃2

ii ∼ Φχ2
N (γ2), where the

non-centrality parameter isγ2 =
∑N

i=1
µ2

Φ = N2. The
binary hypothesis test given in (19) can be writtenapproxi-
matelyas

`TR = ‖rD
l ‖2 ∼

{
QΦχ2

N (γ2) + Q
σ2

n

2 χ2
2N H1

Q
σ2

n

2 χ2
2N H0

(30)

Notice that the test statistic underH1 is the weighted sum of
a non-central chi-squared random variable and an indepen-
dent central chi-squared random variable. A closed form
for the distribution of the test statistics is difficult to obtain.
We wish to approximate it in the formgχ2

h(ξ2). By modify-
ing Theorem 3.1 in [11], we obtain the following equivalent
binary hypothesis test for TR-MIMO given in (30):

`
′
TR = ‖rD

l ‖2 ∼
{

gχ2
h(ξ2) H1

σ2
n

2 χ2
2N H0

(31)

where the scalerg and the degrees of freedomh are given
by

g =
∑2

i=1 νiλ
2
i∑2

i=1 νiλi

, h =
(
∑2

i=1 νiλ
2
i )

2

∑2
i=1 νiλ2

i

, (32)

whereξ2 = ΦQγ2/g, ν1 = N , ν2 = 2N , λ1 = Φ, λ2 =
σ2

n/2. Next, we examine the detection probability and the
false alarm rate.

TR-MIMO Let η denote the decision threshold, we have

PFA = Pr(`TR > η|H0) = Pr(χ2
2N >

2η

σ2
n

). (33)

The threshold for TR-MIMO can be obtained by

ηTR-MIMO =
σ2

n

2
ψ−1

χ2
(2N,0)

(1− PFA), (34)

whereψ−1
χ2

(M,δ)
(·) is the inverse cumulative distribution func-

tion of a chi-squared random variable withM degrees of
freedom and non-centrality parameterδ. The probability of
detection is given by

P TR
D = Pr(`TR > η|H1) = Pr(gχ2

h(ξ2) > η)

= 1− ψχ2
(2N,ξ2)

(
η

g

)

= 1− ψχ2
(2N,ξ2)




σ2
nψ−1

χ2
(2N,0)

(1− PFA)

2g


 .(35)

S-MIMO The binary hypothesis test (25) for S-MIMO is
given by (using the fullN by N channel matrix)

`S = ‖ul‖2 ∼
{

Q(σ2
s

2 + σ2
n

2 )χ2
2NN H1

Q
σ2

n

2 χ2
2NN H0

(36)
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Figure 2. ROC for TR-MIMO vs. S-MIMO

The detection probability is given by

P S
D = Pr(`S > η|H1) = Pr(Q

σ2
s + σ2

n

2
χ2

2NN > η)

= 1− ψχ2
(2NN,0)

(
2η

Q(σ2
s + σ2

n)

)

= 1− ψχ2
(2NN,0)




σ2
nψ−1

χ2
(2NN,0)

(1− PFA)

σ2
s + σ2

n


 .(37)

5 Numerical Simulations

In this section, we carry out numerical simulations to eval-
uate the performance of the proposed detectors. We use two
transmit antennas and two receive antennas (N = 2). We
choose the number of frequenciesQ = 4 for simulation pur-
pose. The signal-to-noise ratio is defined as SNR= σ2

s/σ2
n.

The false alarm rate isPFA = 0.001. Fig. 2 depicts the ROC
curve for TR-MIMO vs. S-MIMO for the ideal case where
the noise vector in the time-reversed signal is zero. The
analytical results are consistent with the Monte Carlo sim-
ulation results. The proposed TR-MIMO has about 5 dB
gain over S-MIMO. As anticipated, the TR-MIMO using
diagonal terms (19) has almost identical performance to the
TR-MIMO using all terms (20). Fig. 3 depicts the ROCs of
TR-MIMO vs. S-MIMO where the time-reversed signal is
contaminated by noise. In this case, we still observe about
3 dB gain of TR-MIMO over S-MIMO.

6 Conclusion

This paper develops the time reversal MIMO radar detec-
tor and provides an approximate closed-form for the proba-
bility distribution of TR-MIMO. The algorithm we develop
is robust in rich multipath environments and shows a signif-
icant gain over the statistical MIMO detector.
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