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ABSTRACT
As energy infrastructure becomesmore interconnected, understand-
ing cybersecurity risks to production systems requires integrating
operational and computer security knowledge. We interviewed
18 experts working in the field of energy critical infrastructure
to compare what information they find necessary to assess the
impact of computer vulnerabilities on energy operational technol-
ogy. These experts came from two groups: 1) computer security
experts and 2) energy sector operations experts. We find that both
groups responded similarly for general categories of information
and displayed knowledge about both domains, perhaps due to their
interdisciplinary work at the same organization. Yet, we found no-
table differences in the details of their responses and in their stated
perceptions of each group’s approaches to impact assessment. Their
suggestions for collaboration across domains highlighted how these
two groups can work together to help each other secure the en-
ergy grid. Our findings inform the development of interdisciplinary
security approaches in critical-infrastructure contexts.
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1 INTRODUCTION
Knowledge sharing and collaboration between energy operators
and computer security professionals is needed to understand risks to
and potential impacts on energy production systems. The protection
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of energy infrastructure is an immensely critical computer security
problem. Disrupting energy grid operations can have particularly
severe consequences for society, with loss of power potentially caus-
ing a ripple effect that impacts other critical sectors and services,
such as hospitals [47, 66, 79, 83], financial services [37, 65, 73, 84],
agriculture [19, 23, 44, 67, 68], and energy production and distribu-
tion [24, 42, 58, 70].

However, while these two groups of experts need each other in
order to secure energy systems, they come from different disciplines,
operational cultures, and sometimes have competing motivations
and approaches (e.g., block connections vs. keep connections open
for remote maintenance, patch immediately vs. schedule downtime
to patch). In energy operational contexts, the security of electric-
grid equipment has often been considered in terms of equipment
failure or misuse, as energy systems were traditionally independent
of information technology (IT) or relied on barring connections to
external networks [11, 45]. IT security approaches and frameworks
are often inadequate for energy operational contexts, which face
challenges such as legacy systems that run on old operating systems
and the need to operate continuously, which can delay patching
and updates. Additionally, the security of energy-grid operational
technology requires an understanding of how this technology is
responsible for the generation, transmission, and distribution of
energy and how computer vulnerabilities can impact these energy-
production processes.

Nevertheless, the operational technology (OT) used in such criti-
cal infrastructure increasingly relies upon computers and computer
networks to operate, as systems like power grids become integrated
with networked Internet of Things devices and require maintenance
through connected devices or remote workers. Thus, energy OT
infrastructure becomes increasingly vulnerable to attacks through
exploitation of computer vulnerabilities [70].

However, there is a well-documented shortage of computer secu-
rity professionals [6, 31, 38, 39, 59, 64], and smaller energy facilities
and utilities may lack resilient defenses and recovery plans [78]
due to limited economic, staff and computer security resources [34].
Finding ways to build cross-domain knowledge will allow low-
resourced utilities to help their staff make better-informed deci-
sions about how to address risks posed by computer vulnerabilities,
and also help computer security experts, whether on-site or design-
ing industry-wide standards, develop security measures that are
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suitable for energy environments. While it may not be reasonable
to expect OT engineers to perform the roles of computer secu-
rity professionals or vice versa, building each group’s awareness
of risk factors in the other group’s domain could help them seek
appropriate resources to address risks to the energy grid.

Given this disciplinary divide between energy operational en-
gineering and computer security and the need to develop cross-
domain considerations, we situate our work around 18 employees of
an energy-sector organization from these two domains, to compare
their approaches to assessing the impact of computer vulnerabilities
on energy OT. By computer vulnerability (hereon, vulnerability),
we mean an exploitable weakness in a computer system, system se-
curity procedures, internal controls, or implementations that could
be exploited or triggered by a threat source [56]. More specifically,
these subject matter experts (SMEs) were: 1) computer security ex-
perts who primarily perform research in industrial control system
security (cyber SMEs) and 2) operational technology experts with
experience in engineering and operation of energy systems (energy
OT SMEs). Our research questions are as follows:

• RQ1: What information do cyber SMEs and energy OT SMEs
need when assessing the potential impact of computer vul-
nerabilities? Are there notable differences between the groups
(i.e., cyber SMEs and energy OT SMEs)?

• RQ2: What do these experts consider to be the differences
between the two groups’ approaches to impact assessment
and understanding of vulnerabilities?

• RQ3: What insights or suggestions do these experts provide
that directly address collaboration between the two groups
or building cross-domain understanding?

When self-reporting their approaches to impact assessment, both
groups responded similarly at a general level, with roughly the same
number of experts per group discussing each vulnerability impact
assessment topic we coded. Both groups displayed knowledge about
both domains, perhaps due to their interdisciplinary work at the
same organization.

Nevertheless, we observed notable differences in the details of
their self-reported considerations, as well as in their perceptions and
suggestions regarding both groups’ impact assessment approaches.
These differences regarding each group’s domain-specific focus and
understanding were particularly interesting given that all partici-
pants had cross-domain work experience. Differences that shone
through despite interdisciplinary backgrounds, such as cyber SMEs’
more adversarial focus on gaining access and modifying device
capabilities or energy OT SMEs’ holistic considerations about con-
nections across the system and potential disruptions in operations,
highlight some domain-specific aspects that could be harnessed
in complementary ways for critical infrastructure security. Indeed,
many participants emphasized the value of cross-domain dialogue
and exposure to the other group and had several suggestions for col-
laboration, building mutual understanding, and improving usability
and security in energy OT contexts.

Our findings inform design for interdisciplinary security in criti-
cal infrastructure contexts by characterizing experts’ approaches to
impact assessment and highlighting differences in focus, mindset
and understanding. Echoing suggestions made by participants, we

recommend bringing experts together to foster cross-domain ex-
changes, developing training, tools, and educational interventions
to help interdisciplinary practitioners build cross-domain under-
standing, and implementing usable security solutions in energy OT
contexts.

2 RELATEDWORK
Our work provides insight into key issues in interdisciplinary im-
pact assessment in energy OT contexts, focusing on the differences
in approaches, professional motivations and skills of two groups of
experts: computer security researchers whose work primarily fo-
cuses on vulnerability analysis and energy operational technology
engineers. Below we discuss prior work establishing differences
between OT and IT security, including perceptions and biases. We
also note some existing frameworks and prior work on assessing
risk or impact in computer security and energy OT contexts, as well
as studies regarding cyber SMEs’ and non-experts’ mental models
and perspectives in computer security contexts.

2.1 Contrasting OT and IT Security
Prior work has shown there are major differences between security
approaches in IT and OT contexts, including differences in workers’
training, knowledge, and culture, regulations for IT security versus
OT safety, and conflicts between IT policies and OT continual op-
erations. Studies have considered differences or conflicts between
security approaches to IT and OT systems [15, 22, 27], as well as
differences between considerations for operational safety and com-
puter security in critical infrastructure OT systems [28, 41, 45, 81].

Wolf et al. identify key differences between traditional IT secu-
rity and physical industrial control systems (ICS) computer security
problems and make recommendations for remediation during de-
sign and runtime. For example, they discuss the potential for false
data injection to cause harm to physical systems by creating unsafe
operational conditions despite not traditionally being considered
by cyber security threat models [81].

Prior work has noted historical and cultural differences between
OT engineers and IT workers, suggesting that mindset, training,
and epistemological approaches differ considerably [45, 49, 61].
Studies on collaboration and communication in security contexts
have established a disconnect between IT security professionals
and non-security professionals [63]. Michalec et al. highlight the
historical differences between security incidents in IT and OT sys-
tems, given that “these systems were traditionally built for different
purposes,” and argue that there are “epistemic and material differ-
ences between legacy OT environments and big data practices.” In
their study interviewing 30 critical infrastructure OT professionals,
they show that security risk management practices in critical infras-
tructure, which often relies on “old world” legacy systems, “cannot
be directly transplanted from the safety realm, as cyber security
is grounded in anticipation of the future adversarial behaviours
rather than the history of equipment failure rates” [45]. The authors
highlight three collaborative aspects critical to risk management
across security and safety: access to diverse expertise and profes-
sional practices, trust and engagement between IT and OT workers,
and the collective development of “risk thinking hiveminds,” i.e.,
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sharing expertise and best risk management practices across the
sector via working groups.

While prior work has considered differences between IT and
OT workers’ security management practices, e.g., what mitigations
are acceptable, how often to patch, and who has responsibility,
our work considers how risk or impact is understood and assessed
by experts working with OT systems. Rather than focusing on IT
security professionals whose job responsibilities may include set-
ting organizational IT security policies or monitoring networks for
anomalous behavior, we consider cyber SMEs whose work identify-
ing and analyzing vulnerabilities is distinct from energy operations
and yet increasingly necessary to prevent, mitigate, and resolve
computer security problems in energy OT equipment and systems.

2.2 Risk or Impact Assessment
The most commonly used framework for assessing the severity
of vulnerabilities is the Common Vulnerability Scoring System
(CVSS) [53, 57, 82]. Hollerer et al. attempted to merge CVSS and
two safety and security frameworks to develop a “risk evaluation
methodology to prioritize and manage identified threats consider-
ing security, safety, and their interdependencies” [28]. Prior work
has also looked at ranking vulnerabilities in critical infrastruc-
ture [3, 21]. Some research has considered impacts or risks of in-
terdependencies in critical infrastructure systems [50, 75]. Prior
research has also provided suggestions for how to determine cyber
security risk for energy sector infrastructure [2, 9, 29, 32, 36, 85]
and OT systems, such as supervisory control and data acquisition
(SCADA) systems [12, 20, 28, 60, 71]. While there are industry-wide
reliability standards, such as the North American Electric Relia-
bility Corporation Critical Infrastructure Protection (NERC CIP)
standards [51], there is no industry standard for assessing risk for
OT systems that is as widely adopted as CVSS is for scoring the
severity of vulnerabilities.

2.3 Subject Matter Experts
Our study is concerned with the opinions of experts and how
those opinions can be used to inform the vulnerability impact as-
sessment process. Prior research has studied the mental models
and skills of cyber SMEs and their perspectives on certain prob-
lems [1, 4, 5, 25, 30, 43, 72, 74, 76, 77, 80], suggesting that the per-
spectives of cyber SMEs can be valuable in outlining issues for
certain tasks and that knowledge required for understanding vul-
nerabilities can often be specialized and varied. For example, in
2018, Votipka et al. showed that there is a divide between how
two domain experts, “testers” and “hackers,” think about software
vulnerability discovery, and explored differences in factors such as
training and motivation. They found that “hackers” were better able
to spot vulnerabilities than testers [77]. Botta et al. and Hawkey
et al. interviewed IT security professionals to characterize their
responsibilities, goals, tasks, and skills, as well as difficulties collab-
orating within organizations [10, 26]. Reinfelder et al. interviewed
seven IT security managers and found that IT security managers
had difficulty receiving adequate feedback regarding usability of
security features [63].

Comparative studies between experts and non-experts have also
helped identify gaps in security approaches [8, 30]. Prior work has

also considered the computer security perspectives of other kinds
of subject matter experts, such as network administrators [35],
Internet Service Providers (ISPs) [69], data scientists and data engi-
neers [48], and cryptographic library developers [33].

Some qualitative studies have provided insight into practitioner
perspective on critical infrastructure computer security. Line et al.
assessed preparedness through interviews about situation aware-
ness and incident response [40]. Michalec et al. interviewed 30
cyber security practitioners for their views on directives standard-
izing computer security for critical infrastructure [46]. Reilly et
al. conducted interviews with 31 relevant stakeholders, including
critical infrastructure operators, regarding how crisis information
is communicated in critical infrastructure settings [62]. Yet, as far
as we know, prior work does not provide detailed insight into the
perceptions, experiences, and suggestions of energy OT SMEs and
cyber SMEs regarding cross-domain collaborations assessing the
potential impact of vulnerabilities on energy OT systems.

3 METHODS
Below we describe our participant selection and recruitment pro-
cess, our interview protocol, how we analyzed data, and limitations
of our study.

3.1 Participant Selection
Study participants consisted of two kinds of experts: power sys-
tems experts (“energy OT SMEs”) and computer security experts
(“cyber SMEs”). The energySMEs were mostly engineers who main-
tain or manage energy systems. The cyberSMEs were researchers
who utilize their deep understanding of how vulnerabilities work,
harnessing skills like reverse engineering, to discover and analyze
vulnerabilities in devices or systems they assess on a workbench.

We recruited participants from lists developed by colleagues
(who were SMEs themselves) at Idaho National Laboratory, a U.S.
Department of Energy national laboratory that conducts research
on energy and national security. Each list consisted of people who
qualified as one of the two types of experts based on their cur-
rent professional responsibilities and department, i.e., their current
work took place primarily in one of the two fields of expertise. We
did not share the list of suggested potential participants beyond
the two authors who conducted interviews. Most participants re-
sponded directly to a recruitment email, and a few responded to
follow-up emails from these two authors, who were not managers
and did not work directly with participants. Managers were not
involved in the recruitment process to avoid any sense of coer-
cion. Participants were informed in recruitment materials and the
consent form that the study was voluntary, and they had several
opportunities to decline to participate or request that their data be
deleted. They participated during work hours, and their employer
paid them their normal salaried rate for the time they spent on the
study. Only the two authors who conducted interviews had access
to the deanonymized videos and transcripts. The only data and find-
ings shared with the employer were anonymized results. All study
protocols were approved by both the Carnegie Mellon University
and Idaho National Laboratory institutional review boards.



CHI ’24, May 11–16, 2024, Honolulu, HI, USA Andrea Gallardo, Robert Erbes, Katya LeBlanc, Lujo Bauer, and Lorrie Cranor

Code Description Example

Accessibility Information on the reachability of the vulnerable sys-
tem.

Can I talk to the system from the internet? Is there
an attack vector that can reach the system?

Attack Understanding of adversarial threat, consideration of
attacker, attacker motive, or actions.

How appealing is the system to an attacker? Who is
the attacker?

Connectivity Information on what the system is connected to. Is the system connected to more important systems?
What does the vulnerable system talk to?

Consequence The result or possible result of malicious action upon
the vulnerable device.

How long will it take to recover from an attack? Who
would an outage affect? At what cost?

Consult other SME Seeking external expertise outside of the participant’s
domain.

I would need to ask a power engineer to understand
what would happen.

Device Information Information about the system or device the vulnera-
bility was identified within.

What does the system do? Where is it typically used?
How common is it?

Vendor Information on or about the company that builds the
vulnerable system (unprompted).

Does the vendor provide support? What is their track
record for fixing vulnerabilities?

Vulnerability Information about the vulnerability itself. Severity rating (e.g., CVSS). Can it be exploited?
Table 1: Definitions and examples of top-level strategy codes. Subcode definitions can be found in Appendix D.

3.2 Interviews
We conducted semi-structured interviews to capture the nuanced
thought processes of experts as they considered their approaches to
vulnerability impact assessment. Each interview lasted between 60
and 90minutes and took place viaMicrosoft Teams between Novem-
ber 2021 through April 2022. All but one interview were recorded,
and all interviews were automatically transcribed by Microsoft
Teams software (including the non-recorded one). Transcripts were
subsequently reviewed and corrected by the first author, based
on recordings and notes. Our interview questions are included as
Appendix C.

We began each interview by collecting general information, such
as occupational background, years of experience, and experience
conducting impact assessments. To better protect the identities of
participants, we did not collect gender, age, income, or education
level, though to the best of our knowledge, every participant had
at least a bachelor’s degree.

We then elicited and discussed the individual SME’s general
strategies for assessing the impact of a cyber vulnerability, what
information they would need, and how subsector, context, vendor,
and other factors might influence their approach. We also asked
questions to elicit the SME’s perceptions of differences between
the two SME groups, i.e., differences in approaches to assessing
the impact of vulnerabilites and differences in understanding of
vulnerabilities.

3.3 Data Analysis
We structured our analysis around strategies, perceptions, and sug-
gestions. We developed two codebooks for this analysis: one con-
tained a list of a priori codes for impact assessment strategy topics
that was refined throughout the coding process. The other codebook
contained codes that emerged from review of the transcripts.

3.3.1 Impact Assessment Strategy Topics. The first three authors de-
veloped an initial list of codes based on their technical and research
experience in computer security and vulnerability analysis. These
codes were intended to help us categorize and track the participants’
stated approaches to vulnerability impact assessment by honing in
on whether they discussed particular topics. For example, did they
mention understanding of vulnerabilities, potential consequences
like loss of power, or how the system in question connected to or
controlled other things?

We then coded a few of the responses for self-reported ap-
proaches to assessing the impact of vulnerabilities, iteratively re-
turning to the codes to discuss disagreements, refine or consolidate
the codes, and add any codes we felt captured concepts not covered
by the initial list. This helped us further develop main codes and
subcodes. We used the code book developed in this process to code
all responses to the open-ended strategy questions as well as the
questions that elicited participants’ perceptions of their own expert
group and of the other expert group. Our final list of codes for
strategies or approaches to assessing the impact of vulnerabilities
are described in Table 1. We also developed subcodes to capture
more details about each category, described in Appendix D.

For each question, the first or second author assigned codes to
the responses (coder), and the other author reviewed the codes,
noting any disagreements or adding new codes (reviewer). We
tallied final code counts separately for self-reported responses and
perception responses. Each sub-code was counted only once per
participant, even if it was mentioned repeatedly, to allow for clearer
group comparisons. We also coded each response with a perception
valence of positive or negative, where the term “positive”means that
the described group would consider the factor, or would be effective
at considering the factor, and “negative” to signify the converse.
Since the two groups had consistent positive and negative views of
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their own and the other groups (see Appendix B), we report results
for positive and negative perceptions in aggregate.

3.3.2 Group Perceptions and Suggestions. The first author, either
as a coder or reviewer, also used the following codes to characterize
participants’ responses to the perception questions, developing
codes in a bottom-up coding process by first identifying detailed
themes and subsequently reviewing the responses to thematically
group them into three categories: 1) Stereotype: the SME group
tends to do certain things or see things a certain way; general
characterizations. 2) Occupational Motivation: habits, mindset or
approaches based on training or job; what they are expected to do.
3) Suggestion: a recommendation regarding interdisciplinary work
or collaboration. Another researcher reviewed these codes to verify
their appropriateness and to suggest changes or additional codes.
All codes are included in Appendix D.

3.4 Limitations
Our team is composed of computer security researchers and one
human factors researcher. One limitation of our work is that our de-
velopment of thematic codes was informed primarily by a computer
security perspective. There may be additional codes that could have
been included, had an energy OT SME been on the research team.

Another limitation is our small sample size of experts, which
limits the generalizability of the results. While we sometimes report
counts to make it easier to understand whether opinions were
unique ormore widely held, we don’t imply any further quantitative
characterization of the responses.

Additionally, all participants came from the same organization
and may share overlapping or similar interdisciplinary experiences
that could inform their responses and thus diminish notable differ-
ences for each group. Finally, questions about their own and other
SMEs’ understanding and abilities may have lead to responses with
social desirability bias.

4 RESULTS
We first provide background information about participants’ pro-
fessional and interdisciplinary experience (Section 4.1). We then
present results for participants’ self-reported impact assessment ap-
proaches (Section 4.2) and results for responses to questions about
their perceptions of SME groups’ strategies and understanding
(Section 4.3). Finally, we relay their suggestions directly addressing
interdisciplinary collaboration in energy OT security contexts in
Section 4.4.

4.1 Participants
We interviewed 18 participants including nine cyber SMEs and
nine energy OT SMEs from the same organization. We provide
background information by participant number in Table 2 and ad-
ditional details below about prior experience in impact assessment
and cross-domain experience. When we provide numbers of partic-
ipants in parentheses to characterize the responses, we use “Cyber”
to indicate cyber SMEs and “OT” to indicate energy OT SMEs.

Four participants had 1–5 years of experience, five had 11–15
years of experience, and five had 16–20 years of experience. The
remaining four had over 20 years of experience. Seven participants
(1 OT, 6 Cyber) joined the organization directly after finishing

Participant SME Group Experience Prior Job

E1 Energy OT 11-15 Y

E4 Energy OT 11-15 Y

E6 Energy OT 21-25 Y

E7 Energy OT 16-20 Y

E8 Energy OT 11-15 Y

E10 Energy OT 26-30 Y

E15 Energy OT 31-35 Y

E16 Energy OT 16-20 N

E18 Energy OT 11-15 Y

C2 Cyber 16-20 N

C3 Cyber 1-5 Y

C5 Cyber 1-5 N

C9 Cyber 1-5 N

C11 Cyber 16-20 N

C12 Cyber 11-15 Y

C13 Cyber 16-20 N

C14 Cyber 21-25 Y

C17 Cyber 1-5 N
Table 2: Summary of participants, showing participant num-
ber, expert group, total years of work experience (including
prior experience), and whether or not they had work experi-
ence prior to working at the current organization.

higher education, and 11 (8 OT, 3 Cyber) had work experience prior
to joining the current organization.

4.1.1 Impact Assessment Experience. Nine participants (7 OT, 2
Cyber) had prior experience conducting impact assessments, and
when asked if their work “focused on the impact of cyber vulnera-
bilities,” four additional participants (all Cyber) said yes, and one
energy OT SME with impact assessment experience said no.

When asked about standard impact assessment procedures, par-
ticipants noted that there was no standard impact assessment pro-
cedure for energy OT environments, but they mentioned some
standard tools that could be used for impact assessment: the CVSS
scoring system [53, 57] (3 Cyber, 1 OT), Common Vulnerabilities
and Exposures (CVE) [17, 54] or Common Weakness Enumera-
tion (CWE) [16] reports (2 Cyber), the NIST Cybersecurity Frame-
work [55] (1 Cyber, 1 OT), the MITRE ATT&CK framework [18]
(1 Cyber), a methodology developed at the organization (2 OT), as
well as North American Electric Reliability Corporation (NERC)
Critical Infrastructure Protection (CIP) standards [51], US-CERT
and ICS-CERT (now CISA) alerts and advisories [13, 14], and the
CARVER methodology [7, 52] (each 1 OT).



CHI ’24, May 11–16, 2024, Honolulu, HI, USA Andrea Gallardo, Robert Erbes, Katya LeBlanc, Lujo Bauer, and Lorrie Cranor

4.1.2 Cross-domain (Computer Security and Energy OT) Experience.
All participants had some cross-domain experience. Of the energy
OT SMEs, all nine had on-the-job exposure to computer security,
and seven had some exposure to vulnerability analysis. Of the cyber
SMEs, all nine had on-the-job exposure to energy OT systems. All
18 participants had worked on the same team as the other kind of
SME and had also either worked on the same project or did work
that overlapped with the other SME group’s work, requiring coor-
dination or complementary approaches. Such an interdisciplinary
group is not typical in energy OT contexts. We thus want to empha-
size that our reporting of differences and similarities is not meant to
generalize to trends in the energy OT industry. Rather, our results
provide details about responses from experts in a particularly inter-
disciplinary group. We hope their responses will provide insight
valuable for future work on developing cross-domain knowledge
both among interdisciplinary experts and in environments where
working together is less common.

4.2 Self-Reported Impact Assessment Strategies
(RQ1)

We report how participants responded to questions about what
information they would need to assess the impact of a vulnerability
in an energy OT system, highlighting similarities (Section 4.2.1),
differences (Sections 4.2.2–4.2.3), and interdisciplinary knowledge
(Section 4.2.4). Despite bringing up similar high-level topics, there
were notable differences in participants’ stated approaches to vul-
nerability impact assessment, indicated by the level of detail par-
ticipants provided, such as how cyber SMEs had more specific
considerations about gaining access to networks, or how energy
OT SMEs spoke more about connections to the overall system and
potential disruption of operations. While we include numbers in
some of the results below and in Table 9 in Appendix E to charac-
terize this particular participant pool, we note again that these are
not generalizable results.

4.2.1 Similarities in Self-Reported Impact Assessment Strategies.
We expected cyber SMEs and energy OT SMEs to show a stark
imbalance in their stated approaches to vulnerability impact assess-
ment, based on prior work (Section 2.1), but we did not find this to
be the case. Experts across both groups raised similar vulnerability
impact assessment topics relating to Accessibility, Connectivity,
Consequence, Device Information, and Vulnerability (described in
Table 1), as shown in Figure 1 and Appendix E. Responses to ques-
tions about whether subsector and vendor would influence their
approach were also similar. We hypothesize this may have been due
to all participants having interdisciplinary experience. We describe
these similarities below.

Accessibility. Both groups of participants spoke generally about
how to gain access (remotely or physically), who might have access,
and access controls.

Consequence. Both groups were aware of possibilities for large-
scale impact, emphasized understanding systemic and broader scale
implications, and offered general considerations about the potential
impact on human life, damage to equipment, financial or business
impact, remediation or recovery time, and whether it would affect
critical systems.

Figure 1: Top-level impact assessment topics considered rele-
vant by participants in their self-reported impact assessment
approaches, showing count of unique participants by SME
group. We did not observe a stark difference between the two
groups, which may have been due to the interdisciplinary
background and experience of all participants.

Device Information. Participants from both groups said they
would need information about what the system or device is, what
its function is or how it is typically used, how it is configured,
who uses it, where it is located and situated within the OT system,
how widely it is deployed in the overall environment and in the
country, and how well it is protected from a physical and network
standpoint. One participant, E7, called for a software bill of mate-
rials (SBOM) to better understand where a vulnerable component
exists and what the “most granular indivisible element that this
vulnerability impacts” is.

Vulnerability. Participants from both groups said they would
consider what the vulnerability was, the area or systems affected
by the vulnerability, proof of concept, and exploitability.

Subsector. In response to questions prompting participants to tell
us whether the energy subsector (e.g., generation, transmission, or
distribution) would influence their vulnerability impact assessment
approach, all but one participant felt that considering subsector
was important for impact assessment, with one cyber SME saying
the subsector would not impact their assessment at all (C3). In all
cases where subsector was described as being important, it was
due to the scale of the potential impact. Some participants ranked
subsectors by importance, named the one they thought was most
critical, or stated that all subsectors were equally important.

Vendor. Five participants (2 OT, 3 Cyber) listed vendor as a factor
they would consider before being prompted to discuss how a vendor
would influence their vulnerability impact assessment approach. In
response to our question, four participants (2 OT, 2 Cyber) stated
that the vendor doesn’t matter at all. All other participants stated
that the vendor did matter. Some participants said different ven-
dors had different track records with computer security, specifically
with how open and communicative each vendor was with their
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customers regarding vulnerabilities, emphasizing the importance
of strong lines of communication and relationships. Two partici-
pants discussed the difficulties of trying to report vulnerabilities to
different vendors (E10, C12).

4.2.2 Differences in Cyber SMEs’ Self-Reported Impact Assessment
Strategies. Cyber SMEs’ responses were distinguished by a more
adversarial focus on gaining access, identifying connections, and
imagining device capabilities and exploits.

Gaining Access. Cyber SMEs spoke in more detail about gaining
access to a system’s networks or devices than energy OT SMEs,
saying they would want information about an attacker’s ability
to move around within an OT environment (C13) or a company’s
networks, including SCADA or control system networks (C12), or
the potential for an attacker to access “additional resources that
you can chain to get there or tie in with other controllers” (C11).

Identifying Connections. Cyber SMEs also emphasized identify-
ing connections across networks and systems, imagining paths to
hard-to-reach devices:

I would try to trace a path to this piece of equipment
to try to understand how easy it is to get there. Some
equipment is designed to be on a network that is more
likely to have malicious traffic. Other equipment is not
designed for that, and it’s expected that it’s going to be
behind several firewalls. (C12)

C11 said, “Often, end devices are not very reachable. So you’d have
to have access to several other networks or a different entry point
to get to them.” Others asked questions such as “Does it cross the
boundaries between different networks?” (C5) and “Can you go to
the next system over?” (C15).

Device Capabilities. Cyber SMEs provided more examples about
what affected devices or systems might be capable of doing. Three
cyber SMEs suggested devices could be modified to perform unin-
tended actions or be mis-programmed by abusing a given function-
ality. C5 wanted to know potential impact “if it was to be modified
and if the vulnerability allows the code to be changed and just
run something arbitrary instead.” C5 also considered the possibil-
ity of modifying a device or system that is “just supposed to be
gathering data” to “send commands to something” on the same net-
work. C12 considered looking for potential capabilities of hardware
components:

Sometimes we think about a device as a single device,
but if you open it up under the hood there might be
two or three or four different devices inside with distinct
functionality. And maybe one portion of that device is
built to be more trusting, and so you have to look and
do a divide and conquer approach. (C12)

C12 also contrasted the idea of looking for a “novel exploit, which
you should definitely search for,” with an unintended or “insecure
implementation” of a provided functionality. C17 considered the
potential impact of “issues with the device,” such as an “accessible
debug shell” that could be made to “continually crash and restart,
taking up resources.”

In contrast, three energy OT SMEs spoke more generally about
understanding what affected devices or systems were capable of

doing, with E16 also considering the ability to change things “within
the product to be used inappropriately.”

Exploit details. Cyber SMEs also considered details regarding
potential exploits. C5 wanted to know if there were “creative” ways
to modify the device or change the system’s code and if this could
take the system offline. C9 said they would consider what kind of
data could be released by the vulnerability, as well as its severity.
C11 said they would be more concerned if it were possible to “chain”
the vulnerability with knowledge about other vulnerabilities to
create a larger impact. C12 expressed concern about older systems
being exploited with published “off-the-shelf” vulnerabilities. C14
asked whether the vulnerability was persistent or temporary and
whether it could spread to other things.

All five cyber SMEs who raised the topic of exploitability asked
how “easy” it would be to exploit the vulnerability, while energy
OT SMEs asked whether it was “actually” exploitable (E7, E16) or
would require remote access (E10). The cyber SMEs’ responses
implied that compromise was possible but that their consideration
depended on difficulty, highlighting factors like how reachable the
system is and the attacker’s skill level.

4.2.3 Differences in Energy OT SMEs’ Responses. Overall, energy
OT SMEs conveyed a more holistic view of the system and provided
more concrete examples of parts of systems and how systems might
be affected.

Connections to the larger system. Energy OT SMEs provided more
details about how connections between devices and systems relate
to the overall system. For example, E1 considered an engineering
workstation as “something with a pretty low impact for safety or op-
erations” but with high potential security impact because “it touches
everything” and might contain credentials and configuration files.
E7 and E15 were concerned about whether the vulnerability was
“on something centralized that controls a lot of different things, like
my SCADA or EMS” (E7). E8 expressed concerns about distribution
systems “becoming more integrated,” saying, “Historically, a distri-
bution system was one radial feed. Now it’s starting to talk to all
the meters out in these residential areas.” E16 was concerned about
effects on “the downstream load.”

In contrast, cyber SMEs asked general questions such as what
it means for devices connected to the system (C17), “what equip-
ment is being used and what ties they have to the outside world
or to any type of network” (C3), what the system communicates
with, controls, or monitors (C5), and what the dependencies on the
system are (C14), not providing potential answers themselves, as
some energy OT SMEs did, implying that they would obtain this
information from another source, such as an energy OT SME.

Disrupting operations. Energy OT SMEs also spoke in more de-
tail about potential disruptions in operations. For example, E15
considered whether the location might be a “high priority site” that
needs to “maintain critical loads” and whether it would thus be
among the last users to lose service and the first users returned to
service after an interruption. E16 wanted to understand how much
power or the “amount of megawatts and gigawatts” that might be
“turned off” and what point in power distribution was disrupted: a
meter at a residence or a transmission substation.
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Differences Description

Cyber Focus:

Gaining access Cyber SMEs discussed ability to move around within environments/networks and access addi-
tional resources to chain together

Identifying connections Cyber SMEs wanted to trace paths across networks and systems, determine boundaries

Device capabilities Cyber SMEs imagined potential capabilities such as mis-programming or modifying systems
for different functionality, running arbitrary code, sending commands, or exploiting unused
parts of hardware

Exploit details Cyber SMEs considered exploit methods and also considered exploitability in terms of difficulty,
not as a binary

Energy OT Focus:

Connections to larger system Energy OT SMEs were concerned with how the affected system connected to the larger system
in terms of operations, important files, centralized SCADA/EMS systems, and downstream
devices like smart meters

Disruption in operations Energy OT SMEs specified considerations about disruptions in operations, such as whether the
site was a high priority site, the amount of power at stake, and the severity of disruption

Risk mitigation Energy OT SMEs emphasized containing the risk, ensuring operational integrity and investigat-
ing residual impact on the system

Table 3: Summary of differences in vulnerability impact assessment strategies.

Energy OT SMEs also wanted to understand what kind of disrup-
tion might occur. For example, E18 wanted to distinguish between
whether the vulnerability would “completely shut us down” or “only
slow us down temporarily.” E7 suggested that temporarily mitigat-
ing a threat by “physically remov[ing] some kind of communication
channel” might cause people to complain that they “need the data,”
but suggested that the potential impact might not be great: “But
do you really need it? Are you billing from it? Is it a regulatory
thing, or is it just something that you’d like to have?” Thus, for
E7, potential impact on business processes might be higher impact
than lacking nice-to-have information.

Risk mitigation. When discussing vulnerabilities, energy OT
SMEs also focused more on stopping or mitigating the vulnera-
bility, containing the risk, patching, ensuring operational integrity,
and understanding the residual impact or risk of the vulnerability
for the larger system and operations. For example, E15 said that
after stopping an attack, they would verify “the integrity of op-
erational functions” and if they had control of all equipment and
operational status, and then “find what was potentially accessible to
the attack” and confirm protection systems were still functional and
working “as designed” and “that my rules haven’t been changed on
my communication devices.”

4.2.4 Cross-domain Knowledge. Some participants displayed cross-
domain awareness in their responses or said they would seek out
such knowledge as part of their impact assessment strategies. C17
made a distinction between whether a system could be accessed by
customers at their homes or by engineers at a generation plant:

If there’s an exposed port that you can connect to that
gives you debug access or a shell, that would largely be

an issue with a consumer device, because that means
your consumer could do whatever the heck they want
to with your device. But in the case of a high reliability
system in generation, it might be significantly more
important to have that as a means of debugging any
issues that do occur with the device. (C17)

C12 said they would not consider a cabinet containing “a bunch of
ethernet ports that you could connect to,” to be “very high impact”
if it were inside “a facility with 10 layers of physical security.” Ad-
ditionally, E6 considered the cyber hygiene of portable media and
mobile devices accessing the system: “What do you do for main-
tenance? Do you bring a laptop over? Do you sanitize all of your
portable media?”

Additionally, C14 and E7 conveyed cross-domain knowledge
when speaking about isolating systems containing the vulnera-
bility. E7 mentioned the “occasional” situation in which they are
able to “wall off” a vulnerability “that’s not actually used for the
functionality of that product”:

It is incredibly difficult andmaybe in a few cases straight
up impossible to actually exploit, and then that lets me
back off and step back from the ledge a little bit and say
“OK, this is important,” but it’s not like, “Oh my God,”
the end of the world here. (E7)

C14 evoked concepts from a recent training on safety risks:

Going through lab training the other day, there’s a
whole, when you have a safety risk or safety issue, the
best thing to do is to eliminate it. The second thing to do
is to have controls that contain it. The third thing to do
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is to tell people not to use it. . . . So I guess that applies
also in this kind of system. (C14)

This suggests that C14 was applying knowledge from an energy
OT safety training to a computer security context.

Additionally, one energy OT SME and one cyber SME participant
suggested methods for obtaining interdisciplinary insight, empha-
sizing how they would consult the other expert group once they
had seen proof of concept for the given vulnerability. E16 said they
would consult a “product SME” and cyber SME to collaboratively
understand what the vulnerability was capable of doing. C17 said
they would “lean on the energy SMEs” to gain insight into potential
implications for the system, how easy it would be to replace the
device, if the device could be “ruined” by the vulnerability, or what
kind of impact it might have “in terms of environmental impacts or
larger societal impacts.”

4.3 Perceptions of SME Groups (RQ2)
We first present recurring generalizations or perceived tendencies
about each group, in Sections 4.3.1–4.3.2. Because we didn’t spot
any particular difference between the characterizations advanced by
the two groups of SMEs, we present the stereotypes by the group
who is the target of the stereotypes. Then, in Section 4.3.3, we
convey what participants said were the occupational motivations,
or driving factors, of the expert groups. Participants’ positive or
negative perceptions of both expert groups’ vulnerability impact
assessment strategies are included in Appendix A.

4.3.1 Stereotypes of Cyber SMEs. Some stereotypes about cyber
SMEs were that they understand vulnerabilities, misunderstand
energy OT systems and impact, reduce systems to computers, pay
attention to details, overestimate impact, and cut off access to pro-
tect systems. Cyber SMEswere also seen as representing “IT” people
or departments.

Cyber SMEs’ understanding of vulnerabilities and systems. Cyber
SMEs were characterized as understanding exploits and vulner-
abilities (3 OT, 4 Cyber), e.g., being able to tear devices apart to
do things like extract firmware or find vulnerabilities. Ten partic-
ipants said that cyber SMEs lacked understanding of energy OT
systems (4 OT, 6 Cyber). Eleven participants said that cyber SMEs
lacked understanding of impact or overestimated impact (5 OT, 6
Cyber), while only one said they underestimate impact (1 Cyber).
C12 suggested that cyber SMEs “are more likely to think the sky is
falling when it’s not.” E7 also suggested they may incorrectly think
a vulnerability could crash the grid:

The cyber security folks tend to think of it as: “This is
exploitable, and if you can do this, you can crash the
grid with it.” Whereas the electric folks are like, “OK,
no. You can maybe knock off that one generator, but
in reality, you can just knock off the controller for that
induced draft fan, and that means I would have to de-
rate my generator. . . . I’m not making as much money
that day. But it’s not the end of the world. (E7)

Thus, this overestimation could be due to not understanding redun-
dancies in place and safeguards that prevent a vulnerability from
impacting systems.

Cyber SMEs see computers. Cyber SMEs were depicted as treating
OT systems as computer systems that can be manipulated as such
(1 OT, 3 Cyber). E7 conveyed how systems perceived by engineers
in terms of their function could be reduced to modifiable computers.
“From the perspective of the maker, the people who install it, [and]
the protection and controls people,” a protective relay is a device
that quickly and reliably “reads electrical voltage and current,” then
“does some math on them” to determine whether or not “to send a
trip signal to a breaker.” Yet, they added:

From the adversary, cyber security perspective, this
thing is a computer. It’s got a full-blown operating sys-
tem. It’s running Yellowstone Linux or Windows 8.1
embedded or something else. And if I have the right
passwords or I can figure out how to bypass the differ-
ent protections on it, I can make this thing do anything
that a computer could do. (E7)

Cyber SMEs focus on details. Four participants emphasized cyber
SMEs’ attention to detail (1 OT, 3 Cyber). C11 and C12 said they
go into “rabbit holes” and that this could be both a good and bad
thing, with C11 suggesting the importance of “reigning yourself in”
when focusing too much on one type of analysis, and C12 acknowl-
edging that some things may be interesting from a cybersecurity
standpoint but may end up being low risk. Yet, they said, it is not
always clear whether it is low or high risk until it is fully tracked.
E1 said cyber SMEs spend months on device vulnerability analy-
sis doing a full evaluation of a device. C13 suggested that cyber
SMEs underestimates impact because they focus on “the here and
now” details about the immediate environment rather than thinking
about implications and how something might “cascade” through a
system.

Cyber SMEs cut off access to protect systems. Five participants said
that cyber SMEs cut off access to protect system (3 OT, 2 Cyber).
Several responses indicated that cyber SMEs were perceived as
restricting access to systems in order to protect them. Indeed, some
participants provided anecdotes or made suggestions that evoked
frustration with a lack of usable solutions.

There needs to be open communication between certain
applications, certain devices. And completely locking
those down, to the level that a lot of cyber security
experts would like to see, just isn’t feasible. . . .A lot of
times the OT, I think, just kicks out cyber security and
says “Get out of my hair.” (E8)

Cyber equals IT. Four participants (3 OT, 1 Cyber) discussed cy-
bersecurity and IT departments in the same statements, suggesting
an association between the two. When responding to a question
about cyber SMEs, E6 suggested that “IT people” don’t understand
how controllers work and how they communicate, and thus they
“think that they can just go onto the OT side and do the same thing
and then they have they find out the hard way”:

They don’t have the understanding of how controllers
work and how they communicate, so if you run certain
things to do analysis, you could potentially take out your
production system, where on an IT system, it wouldn’t
matter (E6)
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C14 suggested working with IT teams to develop authentication
solutions, since if “the IT Department is enforcing things without
actually talking to the people who have to use it, then you never
figure out that you can come up with different authentication sys-
tems.” E15 also evoked IT being an enforcer when, for example, “IT
says we’ve got to make a firewall or system” to avoid public access
to the grid.

Other Perceptions. Less common perceptions included that cyber
SMEs overemphasize the following: complicated exploits when sim-
pler ones achieve same effect (1 OT), IP-level communications (as
opposed to serial and proprietary level communications) (1 Cyber),
patching (2 OT, 1 Cyber), and software (1 Cyber). Two energy OT
SMEs said that cyber SMEs underestimate the importance of con-
tinuous operations and keeping things functioning (1 Cyber) and
underestimate or fail to consider misuse of technology (2 OT). One
participant suggested that cyber SMEs lack funding or resources (1
OT).

4.3.2 Energy SME Stereotypes. Energy OT SMEs were represented
as understanding systems and impact, not understanding vulnera-
bilities or exploits, lacking imagination, and taking shortcuts.

Energy OT SMEs understand systems. A repeated opinion was
that energy OT SMEs understand the design, maintenance, and
operation of energy systems, energy OT equipment and capabilities,
and how system components are connected. E15 also said energy
OT SMEs know how to install equipment, maintain it correctly by
making sure it integrates well with other equipment that’s coming
in, and replace old equipment. C11 highlighted how energy OT
SMEs’ input about systems helps them understand impact:

Usually the people that are talking about it and intro-
ducing us to it are quite honest about, “And if this part
goes down, it’s gonna be a huge pain.” They may not
be thinking about it in risk, but they usually point out
parts that are difficult to replace or computer systems
that are very key to keeping up and running. (C11)

E4 also spoke specifically about asset owner operator energy OT
SMEs, saying that they “will know their systems better than anyone
else on the planet.”

Energy OT SMEs do not understand vulnerabilities. Energy OT
SMEs were characterized as lacking understanding of exploit ca-
pabilities, attacks, vulnerabilities, technical details, and network
communications. Regarding overestimating and underestimating,
seven participants suggested that energy OT SMEs underestimate
the ease with which vulnerabilities could be exploited (1 OT, 6 Cy-
ber). C5 suggested that people who set up the OT systems may not
think about how easy it is for the different systems to be compro-
mised and not consider lateral movement across different parts of
the network and creative ways of gaining access. Relatedly, three
participants said that energy OT SMEs overestimate protections (1
OT, 2 Cyber).

Other things that participants said energy OT SMEs underes-
timate include: access & connectivity (2 OT, 2 Cyber), hardware
attacks (1 Cyber), impact (2 OT), misuse (1 OT), and risk (1 Cyber).
Participants also suggested that energy OT SMEs overemphasize
the following: network security (1 OT), physical security (1 OT),

prior vulnerabilities (2 Cyber), system resilience (1 OT), vulnera-
bility score (1 OT), what a device is supposed to do (1 Cyber), and
software (1 Cyber).

Energy OT SMEs lack imagination. Eight participants suggested
that energy OT SMEs find it difficult to think of possibilities outside
of what they already know (2 OT, 6 Cyber), i.e., are not able to
imagine vulnerabilities or potential exploits or harms beyond what
they already know.

Some of that stuff is not readily clear just by say reading
about something or walking through its configuration,
which is typically what an OT SME might do, where
they don’t go to that layer below, they really just look
at what’s there and kind of accept that that’s how it is.
(C13)

E7 suggested that energy OT SMEs fail to see computers in OT
devices: “It’s not a protective relay. That’s a computer. It can do
computer stuff.” C11 suggested that some energy OT SMEs needed
convincing or explanations when told that a device had to be re-
placed due to a severe vulnerability.

Some OT SMEs do not believe you, they’re like, ‘Oh no,
you just reboot it. It’s made to be reliable.’ . . . They have
worked with systems for a long time, and they are used
to things breaking and being good after a reboot or two.
They think that’s the same thing for someone actively
trying to exploit or damage a system. . . . They’re so used
to it just being able to recover because it’s made to
have high reliability for the types of things that happen
accidentally, that having someone purposely damage it
is a completely foreign idea. (C11)

Additionally, E16 suggested that energy OT SMEs might not con-
sider “the potential downstream” impact of a highly motivated and
resourceful attacker exploiting a relatively minor vulnerability on
a large scale, e.g., rather than simply opening one switch, creating
a scenario with “hundreds of or thousands of switches that are
opened and then you can’t re-close them because communication
lines have been taken out.” C17 suggested that energy OT SMEs see
some systems as always failing into a known state or behaving in
known and proven ways, and that they do not consider vulnerabili-
ties that can change how the system behaves. E18 suggested that
how specific responsibilities are distributed amongst personnel in
an organization could influence energy OT SMEs’ understanding
of vulnerabilities: “You may have one person that is responsible for
aspects of the operations on a daily basis. They need to make sure
that the facility is functioning and might have less of a concern
about quote unquote potential risk.”

Energy OT SMEs take shortcuts. Six participants warned about
energy OT SMEs taking shortcuts, thus leaving vulnerable defaults
open, in order to work around restrictive policies put in place
by IT or cybersecurity departments (3 OT, 3 Cyber). E1 said that
engineers circumvent or work around security policies if they’re
too restrictive so that they can access the system, for example, by
putting in a back door. C14 said “at some point you’re a little bit
looser on your security because you need to get stuff done and
there’s other defenses.”
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Stereotype Definition

Cyber does not understand energy OT systems Cyber SMEs do not understand how energy OT systems work and may overesti-
mate impact on overall system

Cyber sees computers For Cyber SMEs, energy OT devices can be reduced to computers

Cyber is detail-oriented Cyber SMEs pay attention to details, go into rabbit holes, spend a long time on
analysis

Cyber cuts off access to protect system Cyber SMEs place protections on the system that prevent or make it difficult for
Energy OT SMEs to access or operate systems

Cyber equals IT Cyber security and IT staff/departments are the same

Energy OT understands systems Energy OT SMEs are skilled in the design, maintenance, and operation of energy
systems

Energy OT does not understand vulnerabilities Energy OT SMEs do not understand exploit capabilities, attacks, and details about
vulnerabilities and may underestimate ease of exploit

Energy OT lacks imagination Energy OT SMEs do not or cannot think of technical possibilities outside of what
they already know, e.g., an adversary changing a device’s functionality

Energy OT takes shortcuts Energy OT SMEs leave access open, create backdoors, or otherwise allow vulner-
abilities to remain, for convenience or increased usability

Table 4: Specific stereotypes from responses comparing the two expert groups’ strategies for vulnerability impact assessment
and understanding of vulnerabilities. See Appendix D for more thematic codes.

Other perceptions. Energy OT SMEs were also depicted as lack-
ing funding or resources (2 OT, 1 Cyber) and “mistak[ing] safety
systems being certified safe or a security certification with securing
a system from hacking” (1 Cyber).

4.3.3 Occupational Motivations. Regarding impressions about cy-
ber SMEs’ occupational mission, ten participants suggested that
cyber SMEs identify exploits, vulnerabilities, and flaws (4 OT, 6 Cy-
ber). Three participants said that cyber SMEs tear apart or dissect
systems (1 OT, 2 Cyber), and three said they focus on protecting
computer systems (3 OT).

The most common impressions about energy OT SMEs’ motiva-
tion were that they focus on making sure the system works and
ensuring power delivery (5 OT, 3 Cyber). One or two participants
also suggested that energy OT SMEs focus on the following: opera-
tional efficiencies such as maximizing reliability, minimizing costs,
and saving time (2 OT), development or design (2 OT), protecting
systems (1 OT, 1 Cyber), and human safety (1 OT).

4.4 Participants’ Suggestions (RQ3)
Throughout our interviews, participants shared insights about their
collaborative experiences working with other type of experts and
made many suggestions for how collaboration, usability, design,
and education could be improved. Indeed, when discussing their
own strategies for impact assessment, six participants suggested
they would consult a SME from the other group themselves (3 OT, 3
Cyber), and when discussing perceptions of group strategies, eight
said that they expected SMEs to consult the other group (4 OT, 4
Cyber) in certain situations.

Overall, eleven participants made suggestions about collabora-
tion and communication (6 OT, 5 Cyber), emphasizing bringing
together the two SME groups to work on the same team or col-
laborate in shared work settings, opening up communication and
listening to each other, and understanding the goals and areas of
the other SME group.

4.4.1 Integrate OT Environments to Include Both Experts. Partici-
pants suggested integrating energy OT operational environments
by having conversations that build mutual understanding, creating
overlap in operational teams, and conducting red-team simulated
attack exercises.

E15 suggested that one cross-domain problem is that the two
groups have different conceptions of what it means to protect a grid:
“I can talk to you about protection and line current differentials . . . ,
but to a cyber security person, it’s not going to make any sense.
But that’s how I protect my grid. And they can talk to me in other
terms about how they can protect the thing, that I’m not going to
understand.” E7 suggested that a way to build mutual understanding
is to have a discussion between the two groups that “resembles a lot
of the same processes that an adversary would need to go through
to develop a targeted capability to create a specific impact” and
which requires both sides to go back and forth:

They’re going to converge towards a point of under-
standing in . . . that back and forth of, “What do you
mean somebody exploiting this couldn’t crash the grid?”
Well, because that piece of equipment, no matter what
you do with it, can’t cause an electrical cascading event.
“OK, I don’t know what that means, but it makes me
glad that you can’t crash the whole grid. What can you
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do?” Well, here’s all the things you can do with this
equipment, if you had total control over it. And the cy-
ber guy is like, “Here’s what I would need to do to have
total control over it.” (E7)

Thus, approaching issues “from different sides of the center” allows
the interdisciplinary team to iteratively build understanding of
potential impacts on the system.

E1 highlighted the importance of overlap in operational teams
to securing critical infrastructure and said that “operational groups”
should work with “the security side” in an integrated matter to
understand risk and avoid “breakdowns” in operational contexts:

Why do I care if a cyber researcher understands power
equipment, and why do I care if a power SME under-
stands cyber? The only time I really care about that
is implementing it in the actual operating utilities. If
[those groups] can work in a more integrated manner,
then they are going to do a better job. And engineers,
if they understand the risks and the hazards, are very
good at using that in their designs. But if they don’t
understand that risk, then they’re going to exclude that.
And that’s what I think happens in a lot of places, that
you don’t have enough overlap, so even if your power
SME wants to do things correctly, they don’t understand
how to do it correctly. (E1)

E1 thus emphasized integrating energy OT operational teams to
include cyber SMEs to help “utilities protect their systems opera-
tionally.”

C12 said that in their experience, the situations where “knowl-
edge tends to go back and forth” were exercises that brought the
groups together and assigned them roles to attack and protect the
system.

You have a group of people that will be focused on trying
to break something, and then you would have a group
of your OT experts that are there to manage the system
and restore and reign in the other team from going too
far and damaging everything. (C12)

C12 said that through these exercises, “the cyber people would
become more knowledgeable about the system, and the [energy]
OT SMEs would become more knowledgeable about the cyber
aspect and what could break.”

4.4.2 Consult Other SMEs for Domain-Specific Knowledge. Partic-
ipants emphasized the importance of consulting and listening to
people who understand the other domain very well. Some cyber
SMEs suggested that talking to energy OT SMEs who understand
specific systems would help them understand how systems are set
up or implemented, how they are supposed to work, how they actu-
ally work, and what they are connected to. C11 said that energy OT
SMEs can identify which systems are key to keep up and running
and thus difficult to replace, as well as provide advice for how to
replace such systems when they are no longer operational or should
be put out of service due to vulnerabilities.

E8 suggested that they gained knowledge from cyber SMEs and
said they now assume an air gap is already compromised: “I’m
more cautious [about air gaps], but that’s because I’ve worked with
cyber security researchers and cybersecurity experts that told me

otherwise. But that’s not the commonly accepted practice, from my
experience.”

4.4.3 Make OT Systems More Usable. Seven participants suggested
making energy OT systems more usable (5 OT, 2 Cyber). As dis-
cussed above, some participants conveyed the impressions that
energy OT SMEs take shortcuts or leave vulnerable defaults open
and that cyber SMEs cut off access to protect systems. E1 said that
cyber SMEs “should not have it be so locked down that the opera-
tional side can’t do their job,” emphasizing that energy OT SMEs
needs easy access to systems to do their job. C5 specifically spoke
about usability, making the following suggestion:

If something is extremely difficult to do, but it has to be
done all the time, then people are going to try to find
shortcuts or ways around it, so [try] to work with the
people who are using something to design solutions that
will work for them. (C5)

E8 said that there needs to be more open communication and more
collaboration on how to accomplish securing devices and appli-
cations while allowing them to communicate as needed. C14 sug-
gested tailoring or simplifying “cyber requirements” for the OT
environment. E15 said, “You can’t have them putting so many lay-
ers of protection that you can’t use the system or operate it” and
suggested “minimiz[ing] the complexity of cyber protections to
avoid not being able to restore power due to cyber protections.”
They added:

To keep power flowing I have to do maintenance, oper-
ation on these devices, and replace equipment. [Cyber
protections] can’t be so difficult on the SCADA or com-
munications sides that I’m unable to perform mainte-
nance, repairs, replacements, and get the grid up. The
system should not be so complex that we can’t make it
work with [them]. (E15)

E16 said that a system or product might still “work very well”
despite “poor code quality” and cyber SMEs’ disapproval, suggesting
that there could be more flexibility in restrictions for products that
continue to work well.

C14 provided some insight into the technical problems of apply-
ing recommendations, such as installing Microsoft updates “in a
plant kind of environment” or in “the electric sector”:

They [energy OT SMEs] can’t reboot their systems all the
time. . . . But if you want to change your authentication
on one system, you have to update all the other systems
that talk to it, in order to continue talking to it. . . . The
redundancy is more costly than in like a server farm.
(C14)

This suggests that they were familiar with how typical security
measures like updates might disrupt operations.

4.4.4 Security by Design. Four participants (2 OT, 2 Cyber) rec-
ommended that OT systems be initially designed with computer
security in mind, rather than focusing primarily on the operational
functionality and addressing security flaws later on. C3 recom-
mended bringing cyber SMEs into the development process at the
software or board level, as security consultants, saying that some
problems may be “a lot easier to fix in the beginning than to try
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and go back and patch it.” E16 suggested that software developers
“clean up the code” while considering risks and “abuse cases” when
developing a product:

There’s a whole concept of product secure development
cycle, and if developers were just to understand and
follow the principles within the secure product devel-
opment lifecycle, then 99% of the issues that we have
today would go away because the developers weren’t
just trying to make things work. They were trying to
make them work securely, using good coding practices,
looking at risks. (E16)

E10 made the design recommendation for equipment companies
to make “the right choices at the very beginning of their design
process” such as putting in “hardware protection that protects their
software.”

C14 expressed skepticism about revising design processes, sug-
gesting that both expert groups might stick to old habits or mental
models, saying, “We would hope to do a better job of it, but . . .
we’re going to go back to what we know also when we redesign it.”
They also noted that some OT systems are “obsolete” and difficult
to understand even for energy OT SMEs, and yet that “trying to set
up the infrastructure from scratch” would be very costly.

4.4.5 Educating SMEs. Participants made suggestions for things
to teach cyber SMEs (4 OT, 5 Cyber) and energy OT SMEs (1 OT, 3
Cyber). Topics suggested for cyber SMEs include: context, energy in-
frastructure, functional purpose, intended use, configuration, what
it controls and is connected to, system requirements, energy OT
need for access, maintenance and operation, that some devices are
not practically exploitable in OT contexts, what is being targeted,
what to prioritize (avoid rabbit holes), and impact on controls. Top-
ics suggested for energy OT SMEs include: hardware and software
vulnerabilities, risks and attack vectors, system capabilities, how
to monitor what’s happening and detect anomalous behavior, and
what red teams or attackers are looking for.

Some participants specified that even within their expert group,
certain skills were needed. C14 suggested that curiosity and willing-
ness to learn were prerequisites for vulnerability researchers. C12
also said that even among cyber SMEs, it was rare to find people
who were exceptional at finding meaningful exploits, saying, “Be-
ing able to find exploits is a skill, and not everyone has it. . . . And
I would probably put myself in that category.” C13 suggested that
a “good cyber security person” should have experience exploiting
vulnerabilities.” E4 said energy OT SMEs should be familiar with
things like technology misuse, vulnerabilities and historical exploits
for OT equipment.

5 DISCUSSION
Our research provides empirical insight into self-reported strategies,
perceptions and suggestions of a group of interdisciplinary cyber
SMEs and energy OT SMEs regarding vulnerability impact assess-
ment in energy OT contexts. While we found that responses about
information necessary to conduct an impact assessment (RQ1) were
broadly similar across both groups of participants, some responses
suggested major differences in the ways cyber SMEs and energy
OT SMEs think about risks posed by vulnerabilities in energy OT
systems. Differences appeared in their discussions of certain topics,

like cyber SMEs’ more adversarial and detailed considerations about
access and exploits, and energy OT SMEs’ holistic considerations
about the overall system and disruptions in operations (Section 4.2).
Differences also appeared in their perceptions of the two groups
(RQ2), which align with prior work on differences between critical
infrastructure security and traditional IT security approaches (see
prior work in Section 2.1).

We first discuss the significance of the differences (RQ1 and RQ2)
we found between the two groups (Section 5.1). We then discuss
the interdisciplinarity of this group of participants and how their re-
sponses highlight the need for cross domain exchanges (Section 5.2).
We also offer ideas for potential follow-on work related to cross-
domain collaboration and for future work given the limitations of
this study (Section 5.3). Finally, we make recommendations echoing
the suggestions of participants (RQ3) to make systems more usable,
and to develop more effective communication and collaboration
across domains in critical infrastructure security (Section 5.4).

5.1 Harnessing Differences in Approaches
Participants’ self-reported strategies, perceptions, and suggestions
convey some relative differences in approaches to vulnerability
impact assessment between energy OT SMEs and cyber SMEs. Find-
ing differences within this interdisciplinary group is particularly
insightful, as the differences highlight emphases and mindsets that
can persist despite cross-domain experience. Considering that the
goal of cross-domain interaction is not necessarily a complete skills
transfer but rather to seek benefits from exposure to other methods
and ways of thinking, the differences addressed in our work draw
attention to approaches and perceptions that can potentially com-
plement each other in building overlap in understanding risk for
energy OT systems. Below we consider a few differences conveyed
in participants’ responses.

First, our study provides examples of cyber SMEs’ considera-
tions about gaining access to networks and resources, tracing paths
across boundaries, modifying devices and their functionality, and
exploitability. The overlap between these more adversarial consid-
erations and energy OT systems may be useful for energy OT SMEs
to understand.

Our study also revealed the more holistic emphases of energy OT
SMEs on the overall system, potential disruptions in operations, and
risk mitigation, which aligns with prior work suggesting that “OT
practitioners” are primarily concerned with physical resilience and
safety aspects such as “equipment damage and continuous supply
of ‘essential services’ ” [45]. Educating cyber SMEs about the overall
system and their redundancies could help them avoid problems
suggested by participants such as overestimating potential impact.

We encourage professionals and researchers to work to ensure
that important aspects relating to risk and impact are transferred
across domains.

5.2 An Interdisciplinary Group
Participants in our study had repeated exposure to the other disci-
pline and worked with the other group at a research organization
focusing on the energy sector. Given the interdisciplinary back-
ground of all participants and their similar broad-level responses,
it appears that many participants had already built cross-domain
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awareness that allowed them to consider both computer security
and energy OT issues when assessing impact.

In our interviews, some participants made clear references to
experiences where they gained understanding from the other kind
of SME. These experiences likely helped them develop a model for
each group’s skills, occupational motivations, and weaknesses, and
we therefore hypothesize that many of their considerations sprang
out of exposure to the other discipline.

While we expected the groups to diverge in their perceptions
of each other, we were surprised to find that they had consistent
views of both groups. Even when speaking of their own group,
participants shared critical views of limitations or weaknesses. We
did not see many instances of resentment or annoyance (the only
times we noted this was when energy OT SMEs spoke about se-
curity policies that prevented them from working or slowed them
down). Rather, negative perceptions usually indicated recognition
of particular tendencies.

Yet, interdisciplinary experience did not appear to have equalized
their knowledge base; they did not replace each other. Participants
were aware of their own gaps in knowledge and where they might
need to consult the other type of expert, and they recognized the
strengths of the other experts. This was consistent with prior work
conveying differences between operational and security profession-
als (Section 2.1).

Indeed, the two groups’ specializations appear distinct enough
to imply that experts will continue to need to come together to
contrast their perspectives and build cross-domain understanding.
The problem remains that interdisciplinary security in critical in-
frastructure contexts is not the norm; it is uncommon for energy
OT SMEs and cyber SMEs to have access to each other. Resource
constraints may also prevent companies from being able to build in-
terdisciplinary teams or bring people together. Our study suggests
that discussions or exercises across groups working in the same
context will provide valuable insight. Researchers and industry
professionals must seek ways to facilitate cross-domain exchanges.

5.3 Future Work
Below we describe potential future work building on this study,
addressing its limitations, and expanding into other infrastructure
contexts.

First, following our discussion above about interdisciplinarity,
we encourage future work that develops ways to foster effective and
scalable cross-domain knowledge transfer in energy OT contexts.
For example, such work could consider vulnerability impact assess-
ment approaches of energy OT SMEs lacking computer security
experience and test the influence of interventions, such as exposure
to training, educational materials or interdisciplinary interactions
with a cyber SME, on participants’ risk assessment considerations.

Additionally, given our small sample size, we encourage future
work that investigates whether our hypothesis that the interdis-
ciplinary nature of the group leads to similar general approaches
to impact assessment holds at a larger scale. It is possible that our
thematic strategy codes were not able to sufficiently capture dif-
ferences in impact assessment approaches for this limited number
of participants. Future work could address these limitations by
conducting a larger-scale study with these two kinds of experts

to test whether there is a difference in approaches between the
two expert groups, as well as between interdisciplinary and non-
interdisciplinary experts.

Future work could also conduct interview studies with similarly
sized interdisciplinary groups to see if differences are more pro-
nounced when discussing different topics, such as what mitigations
are acceptable, when to accept certain levels of risk, best patching
practices, or who is responsible for given aspects of energy OT
security.

Finally, we also recommend researchers explore building cross-
domain understanding in different infrastructure contexts, such
as healthcare, water, and transportation. Such contexts similarly
require professionals to learn to operate highly specialized and
complicated systems, such that adding computer security under-
standing to their job requirements can pose training and educational
challenges.

5.4 Recommendations Building on Suggestions
There is a dire need for cross-domain collaboration in energy OT
operational, training, and educational contexts, as it is not the norm
for energy OT SMEs and cyber SMEs to work together, especially
given the short supply of computer security workers. In their sug-
gestions addressing collaboration between the two groups (RQ3),
cyber SMEs and energy OT SMEs emphasized the continuing need
for cross-domain communication and knowledge sharing among
people who understand vulnerabilities and energy OT systems, as
well as usable security and security by design. We echo participants’
suggestions in our recommendations below.

First, we reiterate participants’ suggestions to make energy OT
systems more usable. As conveyed by participants, low usability
security requirements can prevent engineers from effectively doing
their work, or worse, encourage engineers and operators to use
shortcuts that leave open vulnerabilities to be exploited. Usable
solutions could include collaboratively developing security policies
or designs that take into account operational needs such as con-
tinuous operations and the ability to restore power, simplifying or
reducing human-in-the-loop computer security requirements that
are too complex or burdensome for energy OT SMEs, and finding
ways to update systems with minimal downtime.

Since one of the roadblocks to cross-domain exchanges may
be organizational structure and assignment of roles, we also echo
participants’ suggestions to integrate teams. We recommend that
companies and researchers investigate potential benefits of un-
siloing workers and encouraging cross pollination of ideas. Walk-
ing through interdisciplinary contexts from multiple angles can
help stakeholders develop holistic solutions that integrate diverse
considerations.

As it may not always be realistic to integrate teams, given limited
resources and labor supply, we also encourage the design and de-
velopment of tools and interventions to help avoid wasting limited
resources of potentially overextended operational engineering and
cyber security staff. In addition to our call above for researchers to
develop effective ways to acquire and apply cross-domain knowl-
edge, we recommend that utilities and energy operators educate
cyber SMEs and energy OT SMEs on the other group’s objectives,
how they think about a system or context, and information they
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might consider critical to understanding risk in operational contexts
and computer security.

In particular, such training would provide energy OT SMEs with
additional information on how to think about energy OT systems
by considering different perspectives. Cross domain understanding
could act as a companion to industry risk assessment standards,
helping operators and other energy OT SMEs interpret standards
with more nuance, rather than mechanically following checklists
or output from automated systems, thus building resiliency in the
human operators of energy OT systems.

6 CONCLUSION
We interviewed two groups of subject matter experts, energy OT
SMEs and cyber SMEs, to explore and compare the two groups’ self-
reported impact assessment strategies, perceptions of differences
between the groups, and suggestions for working together. We find
that while their impact assessment considerations were generally
similar, the details of their considerations and their discussions
of their perceptions of each group revealed major differences in
mindset and understanding. We recommend following participants’
suggestions to foster interdisciplinary collaboration and integrate
usable security into operational contexts, andwe call for researchers
and companies to develop tools and interventions that will enable
cross-domain knowledge sharing in critical infrastructure security.
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A POSITIVE AND NEGATIVE PERCEPTIONS
OF SME GROUPS

Below we present the positive and negative perceptions of both
expert groups. Since the distribution of perceptions of both SME
groups were very similar, as shown in Appendix B, we present re-
sults about the perception of SME groups in aggregate, not dividing
perceptions according to the SME group to which the participant
belonged but rather focusing on the target group of the participant’s
statements.

When discussing differences in the groups’ approaches, more
participants spoke positively about cyber SMEs than about energy
OT SMEs for topics relating to Accessibility, Attack, and Vulnerabil-
ity, but cyber SMEs were perceived more negatively for the topics
of Consequence and Connectivity. Energy OT SMEs were depicted
more positively regarding Connectivity and Consequence topics,
and more negatively for Accessibility themes. The term “positive”
means that the described group was perceived as adequately or ef-
fectively considering the factors relating to the topic, and “negative”
signifies the converse.

Figure 2: Positive perceptions of each SME group’s impact as-
sessment strategies and understanding, using top-level strat-
egy codes and showing count per participant by target group.

Figure 3: Negative perceptions of each SME group’s impact as-
sessment strategies and understanding, using top-level strat-
egy codes and showing count per participant by target group.



Interdisciplinary Approaches to Cybervulnerability Impact Assessment for Energy Critical Infrastructure CHI ’24, May 11–16, 2024, Honolulu, HI, USA

B PERCEPTIONS BY PERCEIVING GROUP
The positive and negative perceptions offered by both SME groups
about themselves and the other group were similar across each
group, as can be seen in Table 5 and Table 6 below.

Cyber Main Code Positive Negative
Cyber OT Cyber OT

Accessibility 4 1 1 2
Attack 1 0 1 0

Connectivity 2 3 3 4
Consequence 4 6 5 1

Consult Other SME 2 2 0 0
Device Information 8 8 7 6

Vulnerability 6 1 1 6
Total 27 22 18 19

Table 5: Positive and negative valences for Cyber SMEs’ nar-
rated depictions of Cyber and Energy OT SMEs’ vulnerability
impact assessment approaches, using our top-level codes for
impact assessment topics.

OT Main Code Positive Negative
Cyber OT Cyber OT

Accessibility 3 1 2 3
Attack 3 0 1 2

Connectivity 4 3 1 3
Consequence 4 7 4 1

Consult Other SME 2 2 0 0
Device Information 5 8 8 8

Vulnerability 5 3 2 6
Total 23 21 16 19

Table 6: Positive and negative valences for Energy OT SMEs’
narrated depictions of Cyber and Energy OT SMEs, using our
top-level codes for impact assessment topics.

C INTERVIEW QUESTIONS
Below are the interview questions we used in our semi-structured
interviews.

C.1 Background Questions
(1) What is your current job role?
(2) How many years?
(3) Previous relevant experience?
(4) What do you mainly work on? What is your broad area of

expertise, for example, electric, ONG, computer security, or
other?

(5) How familiar are you with energy sector operational tech-
nology (OT)?

(6) Do you have a background in or exposure to cybersecurity?
(If yes: In vulnerability analysis?)

(7) Have you done impact assessments?

(8) Has your work focused on the impact of cyber vulnerabili-
ties?

(9) Have you encountered or do you know of any standard
procedures, strategies, or metrics for assessing the impact of
cyber vulnerabilities?

(10) Have youworked on the same team as [energyOT/cybersecurity
SMEs] before?

(11) Has your work overlapped with their work?
(12) In the context of OT security, have you collaborated across

operational security and computer IT security teams?

C.2 Self-Reported Strategies
(1) How would you go about considering the potential impact

of a cyber vulnerability in an OT system?
(a) What information would you seek?
(b) What questions would you ask?
(c) How might the sub-sector in which the system is used

influence your considerations, for example, generation,
transmission, distribution?

(d) Howmight the context or use-case of the system influence
your approach?

(e) How might the vendor of the system influence your ap-
proach?

(f) Are there any other factors you would need or want to
know about, to determine the impact, which we haven’t
already discussed?

(2) In your experience, how do energy OT SMEs’ approaches
or methods in assessing impact of cybervulnerabilites differ
from cybersecurity SMEs’ approaches?

(3) In your experience, how do energy OT SMEs’ understanding
of cyber vulnerabilities differ from how cybersecurity SMEs
might understand cyber vulnerabilities?

C.3 Perceptions of SME Groups
(1) What are some gaps or differences in thinking or strategy

that you have noticed in cybersecurity SMEs and energy
OT SMEs that might be important to consider when con-
ducting an impact assessment for an energy OT device or
component?

(2) What are some specific things [energy OT/cybersecurity]
SMEs are neglecting or perhaps overprioritizing at the ex-
pense of other things?

(a) (Ask for other SME type.)
(3) What type of information needs to cross between the two

domains to more accurately gauge cyberattacks’ impact on
energy OT systems?

(4) Based on your knowledge and experience, what cyber vulner-
ability impacts might energy OT SMEs tend to underestimate
or overestimate?

(5) What cyber vulnerability impacts might cybersecurity SMEs
tend to underestimate or overestimate?

D APPENDIX - CODE BOOK
We include our code book with the strategy codes we used to label
response to all questions we analyzed in Table 7 and the perception
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codes in Table 8, which we used to label responses about general
skills, motivations, stereotypes of both expert groups.

E SUBCODES
Below are counts per participant for the subcodes described in
Appendix D, which account for more detailed themes we encoun-
tered. Table 9 includes relevant information categories for partic-
ipants’ self-reported impact assessment strategies, counted per
individual self-reported narrative. Table 10 includes all codes for
perceptions of the SME groups, counted per participant (from either
group) who expressed a negative opinion about cyber SMEs (“Cyber
Negative”), a positive opinion about cyber SMEs (“Cyber Positive”),
a negative opinion about energy OT SMEs (“OT Negative”), or a
positive opinion about energy OT SMEs(“OT Positive”).
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Main Code Subcode Definition
General What type of access has to be necessary to get to it?

Accessibility Network Access Can the network be reached? Does an attacker have to have a local presence on a
network, behind several firewalls; via internet?

Physical Access Does reaching the system require physical access or contact with the system?
Attack General Consideration of adversarial threat, attacker and potential attack vectors

Communication Protocol Specific protocol configuration and modules
Logical Connectivity How does this relate to, influence, or control other things in the system, beyond just

physical or network connection? Follow-on effects. Dependencies.
Connectivity Network Architecture Overall map that defines network on large scale

Network Connectivity How does it interact on the network? What connections are open?
Physical Connectivity What are the physical devices, ports, wires, etc. that it is connected to?
Segmentation How segmented is it from networks or the outside world? Boundaries.
Cost/Financial Impact Impact on costs, finances, business priorities
Damage to Equipment Physical damage to device/system/equipment
Disrupt Operations Disrupt operations, shut down power, cause outage

Consequence Ecological Impact Effect on the environment
General Consequences, implications, impacts, what could happen; includes concepts like data

loss, criticality, critical infrastructure, severity of impact
Human Impact How many people might be impacted? Could there be injuries?
Remediation What will it take to restore service? How long will it take to fix things?
Scale of Impact How far does the impact spread, e.g., region, duration, number of systems

Consult other
SME

General Need or wish to consult the other kind of SME to seek their explanation, advice, or
work on part of the problem

Basic Information What is the device or system? How is it installed, configured?
Capabilities What can be done on this device? Can it be used beyond intended function?
Functional Purpose What does the device or system do? What is it made to do? How is it used?
Maintenance History Details about when, how, how often the system is updated or maintained

Device Physical Location Where does it live? Physical location of device or system.
Information Protections How is the system protected? Includes physical and network protections

System Architecture Information about setup in relation to other things in a broader system
Ubiquity/Deployment How common or prevalent is this device in the system and generally?
Users Who uses the system or device?

Vendor General Unprompted mention of the vendor, before being prompted directly
Affected Area What places, systems, or devices have the vulnerability?
Exploit Requirements What is required to exploit the vulnerability? How long would it take?
Mitigation Can the vulnerability be mitigated: prevented, stopped, or patched?

Vulnerability Residual Impact An impact that causes adverse effects that remain after efforts to remediate
Understanding of Vulnera-
bility

How does the vulnerability work? What is the vulnerability supposed to do? How
does it relate to system operation?

Vulnerability Information Basic information about the vulnerability, e.g., whether it occurs or not, CVE number,
vulnerability score, what system it applies to

Table 7: Thematic codes developed for responses to questions about participants’ self-reported strategies for vulnerability
impact assessment.
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Main Code Subcode Definition
Cyber focuses on protecting computer
systems

Cyber SME’s goal is to protect computer systems, prevent intrusion

Cyber identifies attack/exploit Cyber SME looks for and identifies potential attacks or exploits
Cyber identifies flaws or problems Cyber SME seeks and identifies exploitable flaws or problems in software or

hardware
Occupational
Motivation

Cyber identifies things others haven’t
seen yet

Cyber SME identifies overlooked aspects of technology that could be exploited

Cyber identifies vulnerabilities Cyber SME identifies vulnerabilities, which could be exploited
Cyber tears apart systems Cyber SME takes apart systems to better understand them
OT focuses on development/design OT focuses on and prioritizes the development or design process
OT focuses on making sure the system
works

OT focuses on and prioritizes maintenance, operations, making sure devices
work and power is flowing

OT focuses on operational efficiency OT focuses on and prioritizes reliability, minimizing or saving costs, saving
time, operating at peak efficiencies

OT focuses on protecting systems OT focuses on keeping system and tools safe, keeping people out
OT focuses on safety OT focuses on and prioritizes human safety
Cyber cuts off access to protect system Cyber SMEs place protections on the system that prevent or make it difficult

for OT to access or operate systems
Cyber is detail-oriented Cyber SMEs pay attention to details, go into rabbit holes, spends a long time

on analysis
Cyber lacks funding or resources There is a lack funding or resources to support cyber SMEs
Cyber lacks understanding Cyber SMEs don’t understand some aspect
Cyber overemphasizes Cyber SMEs focus too much on some aspect
Cyber overestimates Cyber SMEs miscalculate or incorrectly consider some aspect as more impor-

tant, severe, or consequential than it is or should be
Cyber sees computers For Cyber SMEs, OT devices can be reduced to computers
Cyber underestimates Cyber SMEs do not sufficiently consider some aspect

Stereotype Cyber understands Cyber SMEs are knowledgable and skilled in some aspect
OT conflates security and safety OT SMEs mistake safety or reliability for security of computer systems
OT lacks funding or resources There is a lack funding or resources to support OT SMEs
OT lacks imagination OT SMEs do not, cannot, or find it difficult to think of possibilities outside of

what they already know
OT lacks understanding OT SMEs don’t understand some aspect
OT overemphasizes OT SMEs focus too much on some aspect
OT overestimates OT SMEs miscalculate or incorrectly consider some aspect as more important,

severe, or consequential than it is or should be
OT takes shortcuts OT SMEs leave access open, create backdoors, or otherwise leave open vulner-

abilities for the sake of having easy access
OT underestimates OT SMEs do not sufficiently consider some aspect
OT understands OT SMEs are knowledgable and skilled in some aspect
Collaboration SME suggests how or whether SMEs should or can collaborate

Suggestion Make systems usable for OT SME suggests that security design or policies should also ensure that systems
can still be accessed and used by OT

Teach Cyber SME suggests that Cyber should know or learn something
Teach OT SME suggests that OT should know or learn something

Table 8: Thematic codes developed for responses to questions about participants’ perceptions of the two SME groups’ strategies
for vulnerability impact assessment and understanding of vulnerabilities.
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Main Code Subcode Cybersecurity Energy OT Total Count
Accessibility General 6 6 12

Network Access 5 1 6
Physical Access 4 2 6

Attack General 4 5 9
Connectivity Communication Protocol 1 1 2

Logical Connectivity 7 10 17
Network Architecture 2 1 3
Network Connectivity 4 3 7
Physical Connectivity 1 1 2
Segmentation 1 2 3

Consequence Cost or Financial Impact 2 3 5
Damage to equipment 2 1 3
Disrupt Operations 2 4 6
Ecological impact 1 0 1
General 7 8 15
Human Impact 5 2 7
Remediation 1 4 5
Scale of Impact 6 5 11

Consult other SME General 3 3 6
Device information Basic Info 5 7 12

Capabilities 3 3 6
Functional Purpose 4 5 9
Maintenance 0 1 1
Physical Location 2 3 5
Protections 5 4 9
System Architecture 4 5 9
Type of Facility 0 1 1
Ubiquity/Deployment 2 2 4
Users 1 1 2

Vendor General 3 2 5
Vulnerability Affected area 1 2 3

Exploit Technical Requirements 5 3 8
Mitigation 1 4 5
Residual Impact 1 3 4
Understanding of Vulnerability 7 4 11
Vulnerability Information 6 4 10

Table 9: Strategy subcodes applied to each individual’s self-
reported impact assessment strategies and considerations,
showing count per narrating participant based on their ex-
pert group, and also showing total count.
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Main Code Subcode Cyber Negative Cyber Positive OT Negative OT Positive
Accessibility General 3 7 3 2

Network Access 0 0 2 0
Physical Access 0 0 3 1

Attack General 2 4 2 0
Connectivity Communication Protocol 1 1 0 0

Logical Connectivity 4 5 4 5
Network Architecture 0 0 1 1
Network Connectivity 0 1 1 1
Physical Connectivity 0 0 2 0

Consequence Damage to Equipment 1 0 0 1
Disrupt Operations 1 0 0 2
General 7 6 2 12
Human Impact 0 0 0 1
Scale 0 2 0 2

Consult Other SME General 0 4 0 4
Device Information Basic Info 1 1 1 4

Capabilities 3 11 9 0
Functional Purpose 5 4 1 12
Maintenance History 1 0 0 1
Physical Location 0 0 0 1
Protections 2 0 1 0
System Architecture 4 1 0 7
Ubiquity/Deployment 1 0 0 3

Vulnerability Exploit Technical Requirements 3 1 1 0
General 0 3 3 1
Mitigation 1 0 0 1
Residual Impact 0 1 0 0
Understanding of Vulnerability 0 9 10 0
Vulnerability Information 0 2 1 2

Table 10: Strategy subcodes applied to participants’ stated
perceptions of the SME groups’ strategies and understanding,
showing counts per SME group being characterized (target
of the comment).
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