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ABSTRACT

Distributed embedded systems are becoming incrglgsin
vulnerable to attack as they are connected to radteretworks.
Unfortunately, they often have no built-in autheation
capability. Multicast authentication mechanisms uiegfd to
secure embedded networks must function within timéque
constraints of these systems, making it difficut apply
previously proposed schemes. We propose an authgati
approach using message authentication codes wkjdbits the
time-triggered nature of many embedded systemsultyng only
a few authentication code bits in each messagebgndquiring
authentication to be confirmed by the correct réoepof multiple
messages. This approach can work for both statesitien
commands and reactive control messages, and eraltadeoff
among per-message authentication cost, applickicai-latency,
and the probability of induced system failure. Aartication
parameters can be tuned on a per-message bases saligfying
typical wired embedded network constraints.

Categories and Subject Descriptors
C.2.0 [Computer-Communication Networks]:
Protection

Security and

General Terms
Design, Reliability, Security.
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Distributed Embedded Systems, Networks, Securityltivhst,
Authentication, Controller Area Network, CAN, Flex® Time-
Triggered Protocol, TTP, In-vehicle, Real-time.

1. INTRODUCTION

Distributed embedded network protocols such as iGbet Area
Network (CAN) [3], FlexRay [1], and Time-Triggereeirotocol
(TTP) [15] are used in a wide variety of safetytical
applications. While these wired network protocasdbeen
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developed primarily for in-vehicle automotive netk& they are
also seen in aviation, robotics, and industriabmation systems.
Safety, reliability, performance, and cost havelitranally been
the primary concerns in these systems.

Wired embedded network protocols are, for the npast, not
designed with security in mind. This is largely &ese in the past
embedded networks were isolated from the Interaet| could
only be attacked by someone having direct physicaéss to the
network. But now these embedded networks are stibtpo
attacks, just as enterprise networks are, becaasefacturers are
incorporating connectivity to the Internet or was$ networks
[14]. If an attacker corrupts even a single node am external
network or other method of attack, they will gaiccess to the
internal safety-critical traffic on the wired emhied network.
Wired embedded network protocols typically do matude built-
in support for authenticating transmitters, resitrig the messages
transmitters can send, encrypting message payloagseventing
denial of service (DoS) attacks. Wolf et al. [28]strate a variety
of attacks on these distributed embedded netwodkopols,
focusing on attacks which will disable the network.

In this paper we focus upon providing message atittegion for
wired embedded control networks such as CAN, TTRd a
FlexRay. Because these protocols do not incorporate
authentication, they are vulnerable to masquerautt r@play
attacks [27]. A masquerade attack occurs when &ty esends a
fraudulent message identifying itself as anotheititeate node.
Replay attacks occur when an old message is retitad and
accepted as a fresh message. Embedded networkcamoto
provide means to identify the sender node, andrpurate error
detection techniques. However, these techniquesotiprevent a
malicious entity (or non-malicious defective softe)a from
masquerading as a legitimate node or replaying agesswithin
the network. Masquerade attacks can be performechhyging
an identifier field and recalculating error cheakinodes, or by
broadcasting during another node's designateddiatén a Time
Division Multiple Access (TDMA) protocol [18]. Repy attacks
can be performed simply by recording a messageesehding it
in a similar fashion. TTP may be less vulnerableaose the
sender identity is implicit in the time slot beingsed. An
adversary may need to exert additional effort teroeme this
characteristic.

An attacker with physical access to an in-vehiokdwork and
knowledge of message formatting and identifiers easily send a
spoofed message to unlock an automobile's car dstag the
engine, or operate other vehicle equipment. Witlrelass
connectivity to a corrupted node, an attacker mégtitvate a car's
electronic parking brake while traveling on thehvigy, or shut



off the headlights while traveling at night. Nilssand Larson
[19] demonstrate how such an attack can be perfibrare the
CAN protocol through simulation.

While gateways between internal and external nédsvanight
help improve security, it seems plausible thatcattes will be
able to circumvent or penetrate gateways and olth&rability to
send messages on an internal embedded networleriray such
attacks requires strong authentication of nodearasdditional
layer of protection. This presents a particular llehge in
distributed embedded networks, because any authdoti
scheme must support multicast authentication stibjecthe
constraints of: resource limited nodes, small packies,
potentially high packet loss rates, and tight teme deadlines.

We present an authentication method for distribigetbedded
networks which conforms to these common embeddstersy
constraints. Our method allows the system desigm@erform a
tradeoff among per-message authentication costicafipn level
latency, and the probability of induced systemufa! This is
accomplished by appending truncated Message Autiagion
Codes (MACs) of only a few bits to each messagee filme-
triggered embedded applications we consider braduoariodic
updates of the values of system inputs and vasafleis allows
us to aggregate authentication from several messagdéore
permitting an irrevocable alteration to the stafeth® system.
Additionally, this approach allows us to reduce pinebability of
successful attacks on reactive control functions nigking it
difficult for attackers to forge enough messagea short period
of time to produce a system control failure.

This paper first identifies the impact of embeddeetwork
constraints on authentication, and describes whystieg
authentication schemes do not fully satisfy themestraints. We
then describe an authentication scheme which cosfado the
constraints, and takes advantage of existing ptiegerof
embedded network protocols. Additionally, we idBntivo types
of embedded network messages, each requiring iddfenethods

of authentication, and analyze the security ofsmiveme for each.

Lastly, we introduce the notion of an engineeriragiéoff among
per-message authentication costs, application dgfeand the
probability of induced system failure.

2. Embedded Network Constraints

Distributed embedded networks are composed of abeurof
Electronic Control Units (ECUs). Each ECU performset of
functions in the system. These ECUs are intercdedeto form a
network, and communicate using a protocol such &8\,C
FlexRay, or TTP. In this paper, we will consideegh protocols
as they are commonly used in time-triggered apfitina. These
protocols are among the most capable of thosemilyri@ use in
wired embedded system networks. Many other prosoacd even
less capable, but have generally similar requirésneand
constraints:

[5] provides a description of multicast autheniimatissues
along with some solutions. The configuration of trework is
usually fixed at design time, with little or no rime
reconfiguration.

* Resource Limited Nodes - Processing and storage capabilities
of nodes are often limited due to cost considenstiat design
time. For example, the S12XD series, produced leesaale
[2], is a family of 16-bit microcontrollers desighéor use in
general automotive body applications. These miartotlers
provide up to 32 kilobytes of RAM, 512 kilobytes Bfash
memory, and four kilobytes of EEPROM, with a core
operating frequency of 80 MHz. Flash memory is gaihenot
written to except for software updates, so the EGBNIRholds
non-volatile application data. Any buffering andrsige for
authentication consume space in RAM, which is faren
expensive and scarce than flash memory in sucteragst
Authentication mechanisms which require large artewf
processing power or storage in RAM may not be HBesi
More powerful ECUs are infeasible for most nodesthie
system, and many nodes are 8-bit ECUs with sigrifiy
smaller memories due to cost and power consumption
considerations.

* Small Packet Sizes - Packet sizes are very small in embedded
network protocols when compared to those in enpr
networks. These packets have maximum data payiaed as
small as eight bytes in the case of CAN, with thegést
payloads for FlexRay and TTP being 254 bytes argliR&es
respectively. Due to cost, signal integrity, andwoek node
synchronization concerns, data rates are limitetl kdbit/sec
for CAN and 10 Mbit/sec for TTP and FlexRay. Lowsto
embedded networks can be orders of magnitude sltveer
that. Authentication should incur minimal bandwidth
overhead.

e Toleranceto Packet Loss - Distributed embedded systems are
subject to message blackouts due to environmental
disturbances such as interference from large @eniotors.
High quality cable shielding is often impracticaledto cost,
size, and weight considerations. As such, authatntic
schemes must be tolerant to packet loss.

* Real-Time Deadlines - In real-time safety-critical systems,
delays are not tolerated. Processes which canncoreleted
within specified deadlines for the system cannot used.
Authentication of nodes must occur within a knowmet
bound, with that bound being fast enough to matich t
physical time constants of the system being coetiofoften
on the order of tens or hundreds of milliseconds).

3. Reated Work

This section describes the related work in multieashentication
and previous work in authentication for embeddesvoks.

3.1 Existing Multicast Authentication with
Respect to Embedded Constraints

* Multicast Communications - All messages sent on & The multicast nature of distributed embedded conications

distributed embedded network are

coordinate their actions. Once a sender has traesima
packet, all other nodes connected to the netwackive the
message. (In CAN, hardware performs message figeat the

receiver based on content.) Each packet inclutesénder's

identity, but does not include explicit destinatioformation.

inherently mutica
because all nodes within the embedded system need t

makes authentication particularly challenging. Rtoapoint
cryptographic mechanisms, such as appending a M tp a
message using a single key shared across all nodest provide
adequate authentication. If more than two nodes tioé same
shared key, it becomes impossible to discern whaoie
transmitted the message. Any receiver of a messandd



masquerade as the sender. For this reason,
authentication requires some form of asymmetry.

As a simple extension of the single shared keyreeht® provide
asymmetry, a sender could establish shared pag-téys with
every other node. For each transmitted messageetiaer would
append a distinct MAC for each receiver to the mgss
providing strong authentication. A receiver wouldol that a
message with a valid MAC could only have come ftbmsender,
because those two nodes share a secret key andcttiger did
not send the message. However, the bandwidth caerbusing
full-size MACs makes this approach infeasible fonbedded
networks.

Public key cryptography using digital signatures dsother
asymmetric approach. While this could provide drasource
authentication, digital signatures have very highcpssing and
bandwidth overhead. The processing overhead aloalesnit
impractical for a resource constrained node to egmpligital
signatures for each message it sends. Several sshsuggest
amortizing the cost of the digital signature ovevesal packets
[17][24][29][20]. But, known approaches may not beitable
when sending time-triggered embedded messages due t
bandwidth overhead or intolerance to lost packé&t&itionally,
attackers can perform a denial of service attamicirig a node to
consume extra resources by processing arbitraggfbsignatures,
as noted in [22].

One-time digital signature schemes [21][10][8] allsenders to
sign messages much faster than with traditionataligignatures
by utilizing one-way hash functions. Unfortunatelgne-time
digital signatures can incur several kilobytes athantication
data per message. This makes them impractical firedded
networks with small packet sizes and time-triggered
communication.

Canetti et al. [5] suggest a scheme which appkmdA&Cs to each
message, computed using different keys. The keys are
distributed amongst receivers such that at leastceivers must
conspire in order to forge a message as the sembier.scheme
requires computation ok MACs, and incurs considerable
bandwidth overhead due to the attachment of thegeCsv
Additionally, this scheme is vulnerable to collusio

Bergadano et al. [4] and the TESLA protocol [22]iz& time-
delayed release of keys for authentication. Byasitegy keys at a
pre-specified interval after a MAC is released,ereers can
confirm the authenticity of the data from a sendére released
keys are computed using one-way hash chains. Rmsour
constrained nodes may not have sufficient storageired for key
chains to authenticate periodic messages in a ttiggered
system. unTESLA [23], a version of TESLA for resource
constrained sensor networks, limits the numberutfienticated
senders and utilizes a base station for communitsiti These
options are not available for most distributed eddael real-time
control systems, which use peer-to-peer wired negsvalthough
a node, such as an embedded gateway, might adiaseastation,
it also introduces an undesirable single point aflufe.
Additionally, one would expect that the gateway @adbuld be
the one node on the network most vulnerable to comjze from
an external attacker, because it is the one nodmemted to
external networks. Compromise of the base statiotierwould
compromise the security of the entire system. ltuldobe

multicas desirable to have a practical approach that doedepend upon a

base station.

3.2 Embedded Network Authentication

While there have been many publications on multicas
authentication, little prior work has focused upothe
requirements for authentication methods specificédr wired
distributed embedded networks. There have beenoappes
which apply security to resource constrained wi®lesensor
networks such as SPINS [23] and TinySec [13]. Hawethose
approaches are specifically designed for use ieless networks,
which have significantly different constraints thawired
networks. Secure aggregation has also been userkdiace
security overhead in both sensor networks [12]g%] Vehicular
Ad-Hoc Networks (VANET) [26]. Those approaches fecon
secure aggregation of data from multiple sensorsclose
geographic proximity rather than time-triggered sages in close
temporal proximity.

Morris and Koopman [18] identify the potential forasquerade
failures to be used to cause accidental or malciilures, via
allowing non-critical nodes to masquerade as higtréicality
nodes. Additionally, they propose the use of sdveoanter-
measures of varying strengths to prevent masqueyafdilures
between nodes of varying criticality. Their apptoassumed an
attack was due to a non-malicious software faultvas being
made by an unsophisticated attacker, unfamilian wiyptology.

Wolf et al. [28] provide an overview of the secuntlnerabilities
of various in-vehicle network protocols including odal
Interconnect Network (LIN), Media Oriented Systemarisport
(MOST), CAN, and FlexRay. These vulnerabilities npatrily
focus upon attacks which will disable the networkdditionally,
they state the need for confidentiality and auticatibn. Wolf et
al. suggest the use of digital signatures or thlyenasetric MAC
scheme proposed by Canetti et al. [5] for authatitig sent
packets along with gateways between individual éhigle
networks. These authentication schemes may notuitebke for
some distributed embedded networks, as discussgedtion 3.1.

There have been several publications demonstrattagks on the
authenticity of messages and nodes in embedded orietw
Nilsson and Larson [19] detail the actions whichastacker may
take, and demonstrate masquerade attacks on CANg usi
simulation. Additionally, they discuss the possibilof viruses
transmitted over CAN and preventative measures.pdogt al.
[11] and Lang et al. [16] demonstrate a combinatioh
eavesdropping and replay attacks on CAN.

Lastly, Chavez et al. [6] propose using RC4 endoypto provide
confidentiality on CAN buses. Chavez et al. dismiss
authentication and non-repudiation as unnecessarythese
networks, under the assumption that message igentédnd error
detection provide sufficient confirmation of thender's identity.
Our work relaxes this assumption by assuming thiatler identity
can be forged.

4. Criticality Based Authentication

In order to provide multicast authentication on er pnessage
basis for time-triggered communications, our apphoaises
truncated MACs. In time-triggered communicationacte node
periodically broadcasts the current state of eathto state
variables and sensor inputs to the rest of the omtwThis



information is often broadcast faster than the ratewhich
receivers must act upon this data in their cortrops. This faster
rate gives the system a degree of resilience toxpeuted
operating situations and message losses.

In our approach, when a node sends a messagemjiutes a
MAC for each distinct receiving node in the netwarker the
message and the current time (or TDMA round numbsing a
pair-wise shared secret key. Each MAC is truncdtagn to just a
few bits, and appended to the message. (If theomrisern that
the low bits of the MAC are not sufficiently randpatl bits of the
MAC can be hashed. For example, XORing all MAC byte
together would create a condensed 8-bit versich@MAC.) By
only using a few bits, one MAC per receiver canpkteced in a
packet, as illustrated in Figure 1. The receiveesify their
respective MACs and signal an error if the MAC daes match
the message in the current time interval. Nodes wgmbn
authenticated messages depending upon the type esfage
received. The number of bits in each truncated Mi&Pend on a
variety of factors, but could be as little as oitegpbr MAC.

64 Bits
e
r I
Header Data MAC1 [| MAC2 || MAC3S || MAC4
32 Bits 8 Bits B Bils 8Bits 3 Bits

Figure 1. Example packet containing 32 bits of message data
and four 8-bit MACS, for four receivers.

This allows the designers of the system to perfarrtradeoff
among the required amount of bandwidth they ardingilto
sacrifice for per-message authentication, appticalivel latency,
and the probability of induced system failure. Thiadeoff is
based upon the criticality level of the message tiedmessage
type. Criticality is related to the amount of plegdichange which
can be exerted on the environment around the systepotential
for monetary loss or damages.

4.1 Message Types

We identify two types of messages in embedded né&svaiith
different requirements for authentication: statargying
messages, and reactive control messages.

4.1.1 State-Changing Messages

State-changing messages cause transitions withiite fistate
machines in the system design, or cause discreteprdinuous
output changes in actuators. If an attacker sufidgsexecutes
an undesired state change, the system must attempit back to
an earlier correct state to undo any damages. Réapgron the
action, such a roll-back may or may not be possibde example,
triggering a pyrotechnic that deploys an airbag @iscontinuous
actuator state change that cannot be rolled backeatically.

For state-changing messages, nodes must receargammumber
of correctly authenticated consistent messagestiigethe state
change before executing the action. The numbep$ecutively
authenticated messages which must be received@gional to
the criticality of the message. For example, arack#r who
managed to forge a message to turn on the fourflaglyers of an

automobile would only cause some confusion anthtioin that is
easily rolled back by turning the flashers back dfhat state
change might require only a few consecutive autbeted
messages before the system accepted the statesot@mgranded
by those consecutive messages as valid. On the lo#mel, if an
attacker successfully forged messages to unlocldbes and turn
on the engine to facilitate car theft, the resglttamage could be
greater. A receiver of those messages would waiteteive a
larger quantity of correctly authenticated messadesore
accepting the state change as authentic.

4.1.2 Reactive Control System Messages

Reactive control system messages cause updatestiouous or
ordered values in network nodes running feedbacitrabloops.
These loops often contain a low pass filter to aittu changes
(implicit or explicit), such as physical inertia,high limits the
possible impact of a single forged message. Inewent of a
single successfully forged message, this low paHsririg

characteristic damps out the possible impact onststem. So
long as a sufficiently small fraction of messagesn cbe
successfully forged, the system can either ridedisttirbances or
have time to notice an attack is taking place lefsignificant
damage has been done or the system has become.unsaf

So long as there are enough MAC bits used to keepessful

forgeries sufficiently infrequent, nodes can autloate each
reactive control system message individually. Atacker would

need to correctly forge many messages within sceneg of time

to produce a potentially damaging physical outprgmf an

actuator. As the number of messages within a dimog period

required to produce a damaging output increasesptbbability

that an attacker can forge such a series of messaga short
enough period of time so as to induce a systerar&aiflecreases.
If sufficient MAC bits are not available in each seage to keep
the probability of a successful forgery sufficigntiow, then

several messages in a row might be required to ltaveect

MACs before a new actuator output value is accepsedhlid.

4.2 Additional Properties

Our scheme provides three additional beneficiaperties. First,
each transmitted packet contains all authenticatiflxmation for
that packet. This allows some amount of authentinato be
performed for every packet received. No bufferiagequired by
the sender or receiver. Second, authenticationnrdton is fully
contained within each individual packet, so ouresoh is tolerant
to packet loss. Lastly, this scheme has ideal teegie to node
compromise, because an attacker can only masquesadlgose
nodes from which they have extracted key material.

4.3 Assumptions
Our approach makes three assumptions:

Each sender has sufficient computational resouocesmpute
one MAC per receiver per message that is sent. MégDsbe
computed relatively quickly, and the number of reees is
quite limited in embedded networks.

The number of bits in a message is greater thanuher of
receivers of a message. Embedded networks typically
incorporate a small number of nodes, usually fethan 32.
This allows authenticators for each receiver in paeket,
leaving room for the message.



¢ Nodes use existing cryptographic one-way hash fonst
such as SHA-256, and MAC functions, to implement
authentication. We assume the underlying cryptdgcap
primitives are secure. We do not rely on specifis®/or one-
way hash functions to implement our scheme.

4.4 Attacker Model

We consider an active attacker model [27] in whachattacker
may modify, inject, drop, or eavesdrop upon netwtnfic.
Attackers may physically access the network lirgsaccess the
network through a corrupted node. Attacks throughrupted
nodes include connections from an external netwhrkugh a
gateway, malicious insider code, physically compsat devices,
and malicious devices physically attached to thevork.

Attackers accessing the network through corruptedes will

have access to the key material in those nodesarRlegs of the
key material possessed by the attacker, they natsbe able to
masquerade as any node they do not control to nperfa

successful attack, except with some negligible gbdliy.

We constrain the attacker to one forgery attemptrpessage,
since receivers only accept a single message per siot in a
time-triggered application.

It is likely that any single successful forgeryeatpt will only
succeed in fooling a subset of receiving nodesalse each
receiving node bases its acceptance of a messagedifferent
MAC value. Whether it is possible to successivalgl fdifferent
nodes one at a time to accomplish a global malgcstate change
depends on the details of system design. In péaticdoing this
would require finding an enduring state change tba be
accomplished with only a few successfully forgedssages per
node, and that does not revert to a non-malicitate sluring the
time it takes to successfully messages to otheeso@ommonly
used fault containment mechanisms such as groupbsrstrip
would form strong countermeasures to such divid-@nquer
attacks on nodes.

Lastly, it should be noted that this scheme do¢seek to protect
against DoS attacks. Wolfe et al. [28] surveys mame existing
vulnerabilities in these networks to simple DoSaeks. This
scheme presents additional opportunities for Dé& ks, such as
intentionally sending incorrect MAC values, butgeneral does
not make the DoS issue worse than it already is.

5. Criticality Based Authentication Process
This section describes the process which the waedbedded
network nodes will use to provide authentication.

5.1 Key Initialization

A node establishes shared secret authenticationWitly all other
nodes at time of installation. This can be accoshgd by having
maintenance or factory personnel program each ntte the

respective shared secret keys when the node ialletst This

method is not ideal, since it requires additionatkwby personnel
to establish the keys, and places a large amoutrusff in these
personnel. Alternately, another approach is to ideeach node
with a public and private Diffie-Hellman [7] key ipawhich has
been digitally signed by the manufacturer's sekegt Each node
also has the manufacturer's public key. At timénefallation, the
nodes could exchange their Diffie-Hellman publicyskeand

certificates. Each pair of nodes then authentictitecertificates

and uses the Diffie-Hellman key exchange protocatdmpute a
shared secret key for authentication.

For a system withn nodes, this scheme will require establishing
O(n®) keys. While this overhead is high, it is incur@uy once at
time of installation, while the system is inactivEmbedded
networks have very stable hardware configuratiovtsich often
last for months or years. Thus, a one-time keyibistion cost is

a minor concern in most situations.

Additionally, in a typical embedded system, all esdavired to the
network are known at design time. It is reasonablassume a
node will know the standard configuration and wimatdes
comprise the group it is communicating with. Ttsgr contrast to
enterprise networks, where network nodes are eggdotchange
constantly.

5.2 Replay Protection

We use time synchronization to prevent replay k#aét system
startup, nodes perform pair-wise synchronizationclofcks to
some predefined granularity, which might be on ahger of the
time it takes to transmit a full round of all megss. A network
wide synchronization is not necessary, becausevisg MACs
are used for authentication. Pair-wise synchroiinatan be
accomplished through the use of a secure time sgnization
protocol such as Secure Pair-wise Synchronizati®. [
Experimentation in [9] demonstrates time synchratiin to a
time tick granularity on the order of microseconldsa distributed
embedded network, synchronization to the nearessage round
is often adequate, which is often on the orderen&tor hundreds
of milliseconds, and might be a service built in the
communication protocol.

5.3 Run-Time Authentication and Trade Offs

In order to provide multicast authentication, egatir of nodes
must establish a shared secret key, and secunethynize their
clocks. For each message which is sent, the nostecmputes a
MAC for each receiver using the shared secret Keysa receiver
i, the sender computes MANI;, which is computed over the
messagam and synchronized tim&;, using shared ke¥. "||"
denotes concatenation.

Mi «—

MACqi(m || T)

Each MAC is truncated, arallower order bits of each MAC are
appended to the message. Raeceivers, the data payload of the
packet consists ofm || Malp [| Me]s | ... | Mn-alo || Malp, where
[] denotes truncation. Using a few bits per messageices the
amount of message overhead so that all MACs fihiwia single
packet. As these time-triggered messages are egteithe
authentication information accumulates, granting eatgr
confidence in the authenticity of the messages.hEame-
triggered message is verified independently obtier messages.
Fooling a receiver once has minimal impact, becawséjected
failure is cleared unless the attacker continuesuocessfully
forge messages.

5.3.1 State-changing Message Verification

For state-changing messages, a receiver waits agiedefined
number of consecutive messages are received efeoaiting the
received command. For a receiver which waits Xocorrectly



authenticated messages to arrive, the probabifity successful
forgery is equal to ®. The probability of a successful forgery
drops exponentially as the number of litsf the MAC increases,
or the number of messages requirethcreases (Figure 2). The
system designer trades increased bandwidth anaciater lower
probability of induced system failure. Additionalthere will be a
limit on the value ok, based upon the maximum tolerated latency
for the message.

receivers, computation of one MAC per receiver feasch
message, and a limit on the number of receiverpractical
implementations. In the future, we intend to prégesults from
attacks on real systems, provide methodologiesfmineers to
perform tradeoffs in embedded network authenticatimprove
scalability, and further reduce bandwidth and cotaton
overhead to provide even more flexible authenticatolutions
for distributed embedded networks.
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