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Abstract

We propose a hierarchical control architecture for dealing with faults and adverse environ
mental conditions on an Automated Highway System (AHS). Our design builds on a previously
designed control architecture that works under normal conditions of operation. The faults that
are considered in our design are classified according to the capabilities remaining on the vehicle or
roadside after the fault has occurred. Information about these capabilities is used by supervisors
in each of the layers to select appropriate control strategies. We outline the extended control
strategies that are needed by these supervisors in each layer of the hierarchy and, in certain cases,
give examples of their detailed operation. A companion paper develops and verifies protocols for
extended coordination strategies and maneuvers.
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Executive Summary

The goal of the MOD 135 project is to extend the Automated Highway System (AHS) hierarchical
control architecture of PATH to work under abnormal conditions such as adverse environment and
system failures. Most of the research work in the AVeS area performed at PATH so far assumes that
the system is operating in the normal mode. The definition of "normal" may vary from case to case,
but, in general, it means benign environmental conditions and faultless operation of all the hardware,
both on the vehicles and on the roadside. Some studies to deal with "abnormal" conditions have
been made (for example [Rao and Varaiya1994, Tomizuka et al.1994, Hitchcock1994]), but they are
mostly concerned with specific faults rather than a general framework. Our goal is to propose an
AHS design that will perform well under almost any condition. The only abnormal conditions of
operation that we do not consider are faults in the design (e.g., a deadlock in the communication
protocols) and in the implementation of the software, since we assume the design will be verified
before being implemented.

In this report, we propose a general framework for fault handling and recovery. The study
results in a fault tolerant (degraded mode) control architecture for the AHS. The new architecture
is a qualitative as well as a quantitative extension of the normal mode architecture. Qualitatively,
the degraded mode architecture maintains the hierarchical structure introduced in [Varaiya1993] but
it increases the autonomy of the system. This is achieved by adding to the design the capability to
detect faults, determine their impact on the system capabilities, decide on a new control strategy
and execute it. Moreover, the extended architecture adds new control laws and maneuvers in each
level of the hierarchy, thus quantitatively extending the normal mode architecture.

During the normal mode of operation, the only information that the layers of the hierarchy
need is sensor data about the current state of the system (including the control messages passed from
one layer to the other). The degraded mode controllers however also need information about the
current capability of the system (in addition to the sensor data) to select the best possible action.
This additional information also needs to be presented in a form compatible with the abstraction
of the controller at each layer of the hierarchy. We propose to extend the information flow by the
addition of two more hierarchical structures. The capability structure encodes the discrete changes in
the system capability due to faults in the vehicle and roadside hardware. The performance structure
encodes the gradual degradation in the system performance due to adverse environmental conditions
and gradual wear of the vehicle components. These additional system monitors receive their inputs
from fault detection and sensor fusion modules. We assume that the sensor structure and the fault
detection module have already been designed for the normal mode (see for example [Alag et al.1994,
Garg and Hedrick1993]).

An important aspect of the degraded mode design is the system response strategies used
to recover from the abnormal condition with safety and minimum throughput reduction. A compre
hensive list of faults, for both the vehicle and the infrastructure is presented in the Appendix. The
capability and performance monitors are designed to induce a classification of faults. The classes
reflect the capabilities remaining in the system in the presence of a combination of faults and adverse
conditions. New coordinated control strategies are designed for each class of failures. All strategies
are implemented by a two stage process: a strategic planning stage, where a sequence of actions is
planned to deal with the given degraded conditions and an execution stage where the chosen strat
egy is executed using specialized maneuvers. In case of failures on-board the vehicle, the degraded
mode strategy is used to either stop the vehicle or take it to the nearest exit in cooperation with
the neighboring vehicles. Infrastructure based link layer strategies are designed to divert the traffic
around an incident using specialized queue management maneuvers. The strategies attempt to lo
calize the impact of the failure on the throughput while maintaining the safety of automated vehicle
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operation. New maneuvers and strategies (sequences of maneuvers) are outlined for the extended
coordination and regulation layer. A companion report [Godbole et al.1995a] presents a complete
design and verification of coordination protocols for the extended architecture.

In summary, we have proposed a framework for an AHS design that is capable of operating
in the presence of faults and other factors that induce performance degradation. Our framework is
hierarchical and builds on the control architecture of [Varaiya1993]. The design provides a high degree
of autonomy by extending the information structure to include data about the system capability and
the control structure to make a distinction between strategic planning and execution. Once the
design of the control laws outlined in this report has been completed, the extended architecture can
be implemented, in conjunction with a fault diagnosis module, as a highly autonomous fault tolerant
control system for an AHS.

III





Contents

1 Introduction
1.1 Overview of Normal Mode Architecture
1.2 Notation .

2 Outline of Proposed Solution
2.1 Design Goals .
2.2 General Features . . . . . . .

2.2.1 Hierarchical Structure
2.2.2 Information Flow.
2.2.3 Control Structure.

2.3 The Design Process.

3 Modeling Capability
3.1 Capability Structure . . . . . . . . .

3.1.1 Physical Layer Predicates ..
3.1.2 Regulation Layer Predicates.
3.1.3 Regulation Layer Supervisor Capability Predicates
3.1.4 Coordination Layer Supervisor Predicates
3.1.5 Link Layer Supervisor Predicates

3.2 Performance Structure .
3.2.1 Robustness Analysis Framework
3.2.2 Robustness Enhancement
3.2.3 Degraded Mode Initiation
3.2.4 Examples .

4 Fault Classification

5 Control Design
5.1 Link Layer .

5.1.1 Overview .
5.1.2 Link Layer Supervisor
5.1.3 Link Layer Regulator

5.2 Coordination Layer.
5.2.1 Overview .
5.2.2 Strategies.
5.2.3 Maneuvers

5.3 Regulation Layer .
5.3.1 Overview .
5.3.2 Supervisor.
5.3.3 Control Laws

5.4 Physical Layer ...
5.4.1 Normal Mode Requirements.
5.4.2 Degraded Mode Requirements

6 Discussion & Further Issues
6.1 Design Optimality
6.2 Verification Issues .....

lV

1
1
3

4
4
4
4
4
5
6

7
7
7
7
8
9

10
11
12
13
13
14

15

17
18
18
20
21
21
21
21
22
22
22
22
23
23
23
24

25
25
26





1 Concluding Remarks & Future Work Directions

A List of Faults
A.l Vehicle stopped/must stop. . . . . . .
A.2 Vehicle needs assistance to get out ..
A.3 Vehicle needs no assistance to get out
A.4 Vehicle does not need to get out ..
A.5 Infrastructure Failures . . . . . . . .
A.6 Driver/Computer Interaction Down.
A.7 Faults not considered. . . . . . . . .

B Causes of Gradual Performance Degradation
B.1 List of Causes: .
B.2 Performance Parameters.
B.3 Qualitative Dependencies

B.3.1 Physical Layer ..
B.3.2 Sensors and Communications
B.3.3 Regulation Layer ..
B.3.4 Co-ordination Layer
B.3.5 Link Layer .....

v

28

31
31
31
31
31
32
32
32

31
37
38
38
39
39
40
40
40



List of Figures

1 IVHS Architecture . . . . . . . . . . . . . . . . . . . . . . . . .
2 Overview of the Supervision Problem. . . . . . . . . . . . . . .
3 Connection between Physical and Regulation layer capabilities
4 Regulation layer supervisor capabilities. . . . . . . . . . .
5 Coordination layer supervisor capabilities (normal mode)
6 On-line controller tuning .
7 Introduction of robustness predicates .
8 Extended Architecture for Degraded Modes of Operation of AHS
9 Stage 1: Vehicle stopped on highway
10 Stage 2: Vehicle stopped on highway
11 Stage 3: Vehicle stopped on highway
12 Stage 4: Vehicle stopped on highway
13 Stage 5: Vehicle stopped on highway
14 Recovery after the stopped vehicle is towed away
15 Desired velocity & density profiles for Stage 2 . .
16 Take Immediate Exit: Highway Snapshots ....
17 Take Immediate Exit - Escorted: Highway Snapshots .
18 Front Dock Maneuver .
19 Normal mode regulation layer supervisor. . . . . . . .
20 Outline of the degraded mode regulation layer supervisor
21 Fault Tolerant architecture: Fault handing and Robustness enhancement.

vi

2
5
8
9

11
13
13
17
18
19
19
20
20
20
33
33
34
34
34
35
36





1 Introduction

Intelligent Vehicle Highway Systems (IVHS) has been an active research area within the California
PATH} project for the past several years. One of the main objectives is to develop an Automated
Highway System (AHS) design that will significantly increase safety and highway capacity without
building new roads, by adding intelligence to both the vehicle and the roadside. Several approaches
to this problem have been proposed within the PATH project, ranging from Autonomous Intelligent
Cruise Control (where the driver is in control of vehicle steering) to full automation. An underlying
assumption in most of these designs has been that the operation takes place under normal conditions.
The definition of "normal" may vary from case to case, but, in general, it means benign environmental
conditions and faultless operation of all the hardware, both on the vehicles and on the roadside. Some
studies to deal with "abnormal" conditions have been made (for example [Rao and Varaiya1994,
Tomizuka et al.1994, Hitchcock1994]), but they are mostly concerned with specific faults rather than
a general framework. Our goal is to propose an AHS design that will perform well under almost
any condition. The only abnormal conditions of operation that we do not consider are faults in the
design (e.g., a deadlock in the communication protocols) and in the implementation of the software,
since we assume the design will be verified before being implemented. Even with this restriction it
is clear that the task is large. In this report we give an overview of what is involved and establish
a framework for tackling the problem. The framework will partition the task into more manageable
segments and formalize the requirements that each of them will need to satisfy.

1.1 Overview of Normal Mode Architecture

Our framework builds on the control architecture proposed in [Varaiya1993] for normal modes of
operation. Before presenting the framework for fault handling and recovery, we give a brief overview
of the normal mode design to fix the terminology and notation. The central concept of the architec
ture is that the AHS control problem is too large to be dealt with by means of a single controller.
Therefore a hierarchical control structure is introduced.

The design of the control hierarchy outlined in [Varaiya1993] centers around the notion
of "platooning". It is assumed that traffic on the highway is organized in groups of tightly spaced
vehicles, called platoons. Intuition suggests that doing this should lead to an increase in the ca
pacity and throughput of the highway; indeed theoretical studies indicate that, if such a scheme is
implemented successfully, the resulting highway throughput can be as high as four times the current
throughput. Moreover, this will be achieved without a negative impact on passenger safety. By
having the vehicles within a platoon follow each other with a small intra-platoon separation (about
1-2 meters), we guarantee that if there is a failure and an impact is unavoidable, the relative speed of
the vehicles involved in the collision will be small, hence the damage to the vehicles and the injuries
to the passengers will be minimized. The inter-platoon separation, on the other hand, is large (of
the order of 30 meters) so that, if needed, the platoons will have enough time to come to a stop
before they collide. In addition a large separation guarantees that transient decelerations will be
attenuated as they propagate up the freeway.

Clearly implementation of such a scheme will require automatic control of vehicles, as
human drivers are not fast and reliable enough to produce the kinds of inputs necessary for forming
platoons. In the architecture outlined in [Varaiya1993] the system is organized in five layers (Fig
ure 1). The top layer, called the network layer, is responsible for the flow of traffic on the entire
highway system2 . Its task is to prevent congestion and maximize throughput by dynamic routing of

lpATH stands for Partners for Advanced Transit and Highways
2The highway system might consist of interconnection of several highways around an urban metropolis.
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Figure 1: IVHS Architecture

traffic.
The second layer, called the link layer, coordinates the operation of whole sections (links)

of the highway and operates at the roadside. Its primary concern is to maximize throughput while
maintaining safe conditions of operation. With these criteria in mind, it calculates an optimum
platoon size and an optimum velocity for each highway section. It also decides which lanes the
vehicles should follow to get to their destination as fast as possible. Finally, it monitors incidents on
the highway and diverts traffic in order to minimize the impact of the incident on traffic flow and
safety. Because the link layer bases its control actions on large numbers of vehicles, it treats the
vehicles in a section in an aggregate manner rather than considering the state of individual vehicles
or platoons. The commands it issues are not addressed to individual vehicles but to all the vehicles
in a section; a typical command would be "30% of the vehicles going to the next exit should change
lane to the right" or "all platoons in this section should be at most 10 vehicles long". A possible
design for the link layer is described in [Rao and Varaiya1994]. It is based on a traffic flow model
similar to the ones developed for manual traffic.

The next level in the hierarchy below the link layer is the coordination layer. It resides
in each vehicle and it's task is to coordinate the operation of platoons with their neighbors. It receives
the link layer commands and translates them to specific maneuvers that the platoons need to carry
out. For example, it will ask two platoons to join to form a single platoon whose size is closer to
the optimum or, given a command like "30% of the vehicles going to the next exit change lane to
the right", it will decide which vehicles comprise this 30% and split the platoons accordingly. The
current design [Hsu et al.1994] uses protocols, in the form of finite state machines, to organize the
maneuvers in a systematic way. They receive the commands of the link layer and aggregated sensor
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information from the individual vehicles (of the form "there is a vehicle in the adjacent lane"). They
use this information to decide on a control policy and issue commands to the regulation layer. The
commands are typically of the form "accelerate to join the preceding platoon" or "decelerate so that
another vehicle may move into your lane ahead of you" .

Below the coordination layer in the control hierarchy lies the regulation layer. Its task
is to receive the coordination layer commands and translate them to throttle, steering and braking
input for the actuators on the vehicle. For this purpose it utilizes a number of continuous time
feedback control laws ([Hedrick et al.1991, Peng and Tomizuka1990, Sheikholeslam and Desoer1990,
Godbole and Lygeros1994, Godbole et al.1995b, Chee and Tomizuka1994]) that use the readings pro
vided by the sensors to calculate the actuator inputs required for a particular maneuver. The regu
lation layer communicates with the coordination layer to inform it of the outcome of the maneuver.
The following control laws are used in the regulation layer; lane keeping and lane changing control
laws for lateral movement, leader and follower control laws used as the default longitudinal con
trollers, and longitudinal control laws for each maneuver, namely, join, split, entry (consisting of
stop sign law and accelerate to enter law) and exit (consisting of catch up and platoon break up
laws).

The bottom layer of Figure 1 is not part of the controller. It is called the physical
layer and it contains the actual plant (in this case the vehicles with their sensors, actuators and
communication equipment and the highway topology).

1.2 Notation

A number of "new" terms will be defined throughout the paper. To help the reader keep track of
them we will summarize these definitions here.

The term layer will be used to describe the layers of the architecture discussed above.
For control under degraded conditions each of these layers will be divided into two levels. The
top level in each layer will be called the supervisor. It will contain all the "intelligence" that
determines when the control should switch from one mode of operation to another. The bottom level
will be called the regulator. It will be responsible for executing the strategy determined by the
supervisor. The controllers will be arranged in a hierarchy called the control structure. They make
use of information provided by the information hierarchies, the sensor structure, the capability
structure and the performance structure.

For degraded operation the coordination layer will be extended by adding a number of
new strategies (compound maneuvers). They will be appropriate concatenations of atomic ma
neuvers. For brevity acronyms will be used to describe them. TIE, TIE-E, TIE-N, AS, CS and
GS will be used for the compound maneuvers Take Immediate Exit, TIE-Escorted, TIE-Normal,
Aided Stop, Crash Stop and Gentle Stop. FD, FS, GS, CS and ELC will be used for the atomic
maneuvers Front Dock, Forced Split, Gentle Stop, Crash Stop and Emergency Lane Change. AHS
will be used for Automated Highway System.
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2 Outline of Proposed Solution

2.1 Design Goals

The references given in the introduction describe models and control strategies that fulfill the re
quirements set for all the layers of the architecture. All of these laws have been verified theoretically
and tested in simulation and, in some cases, in experiments. Proofs of performance have been given,
mostly under the assumption that the conditions of operation are "normal" (in the sense discussed
above). Because the normal mode controllers are typically designed to be robust to external dis
turbances, the dividing line between "normal" and "degraded" conditions is fuzzy. For autonomous
operation we would like the system to be able to deal with a wide range of conditions, significantly
wider than the range of robustness of the normal mode controllers. Some laws also exist for op
eration under severely degraded conditions. For example, [Rao and Varaiya1994] contains a link
layer control law to divert traffic when a lane is blocked (because of an accident for example) and
[Tomizuka et al.1994] describes a regulation layer control law for steering in case of a tire burst.
These degraded mode laws however have been designed to deal with a specific fault and do not
provide a general framework for operation under degraded conditions.

Our goal here is to encompass all the laws (for normal and degraded conditions of op
eration) into a general framework. 3 The result will be a fault tolerant control architecture for the
AHS. The new architecture will be a qualitative as well as a quantitative extension of the normal
mode architecture. Qualitatively, the degraded mode architecture maintains the hierarchical struc
ture introduced in [Varaiya1993] but it increases the autonomy of the system. This is achieved by
adding to the design the capability to detect faults, decide on a new control strategy and execute
it. Moreover, the extended architecture adds new control laws and maneuvers in each level of the
hierarchy, quantitatively extending the normal mode architecture.

2.2 General Features

The requirement for increased autonomy and the complexity of the problem imply that the extended
design should possess certain features.

2.2.1 Hierarchical Structure

It seems that any fault tolerant AHS design will have to be hierarchical. Even for normal mode
operation the complexity of the problem forced the designers to introduce a hierarchical controller.
For the degraded mode architecture we have to deal with the additional complications arising from the
reduction in the capability of the system, therefore the need for a hierarchy is even more pronounced.
The controller presented here will maintain the normal mode hierarchical structure (number of layers,
abstraction at each layer, etc.).

2.2.2 Information Flow

The normal mode architecture implicitly assumes that the system capability is fixed and known a
priori. As a result the only information that the layers of the hierarchy need is sensor data about
the current state of the system (including the control messages passed from one layer to the other).
However, this assumption is no longer valid under degraded conditions of operation. Therefore the
degraded mode controllers need information about the current capability of the system (in addition

3To complete the framework it will be necessary to design a number of new control laws to supplement the existing
ones.
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to the sensor data) to select the best possible action. This additional information also needs to be
presented in a form compatible with the abstraction of the controller at each layer of the hierarchy.

We propose to extend the information flow by the addition of two more hierarchical struc
tures. The capability structure encodes the discrete changes in the system capability due to faults
in the vehicle and roadside hardware. The proposed design is in the form of a hierarchy of predi
cates, i.e., boolean functions that return either "I" (if the system possesses a certain capability) or
"0" (if it does not). The performance structure encodes the gradual degradation in the system
performance due to adverse environmental conditions and gradual wear of the vehicle components.
The proposed design consists of a set of maps from the causes of gradual performance degradation
to a set of parameters (such as maximum and minimum acceleration, sensor ranges etc.) that reflect
the performance of the system. We assume that the sensor structure has already been designed
for the normal mode (see for example [Alag et al.1994]).

2.2.3 Control Structure

To complete the design we need to specify a controller hierarchy. The closed loop system will then
look like Figure 2. The autonomy requirement forces us to make an explicit distinction between
strategic planning and control execution. Each layer of the control hierarchy will be divided into
two levels. The top level is a planner that is responsible for selecting a control strategy which is
consistent with the current state of the system. The lower level is a regulator that is responsible
for tracking the strategy commanded by the planner. This distinction was not made explicit in the
normal mode of operation, as the control strategy is fixed and the controller is only responsible for
its execution (i.e., the planning level is trivial).

senior
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Figure 2: Overview of the Supervision Problem
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An issue that needs to be addressed by the controller design is that of optimality. The
design of the degraded mode architecture involves a trade off between safety, passenger comfort,
performance degradation and design complexity. Ideally we would like to be able to come up with an
"optimal" compromise. The formulation of such an optimal control problem is very hard however.
Even the fact that we are a-priori restricting ourselves to a hierarchical design implies that the
controller will be "suboptimal", as it is unlikely that the optimal solution for any meaningful cost
criterion will be hierarchical. In this paper we present a solution to the degraded modes problem,
without making any optimality claims. The related questions will be discussed further in Section 6.

2.3 The Design Process

The design of a degraded modes architecture involves a number of steps:

1. Identify faults and causes of gradual performance degradation

2. Develop ways of modeling the capability of the system and determine the effect of the factors
in 1 on the capability

3. Classify the factors in 1 according to their effect on 2.

4. Extend the control architecture to deal with the classes established in 3

5. Design controllers for the extended architecture

6. Verify (wherever possible) and simulate the extended architecture

7. Identify the shortcomings of the proposed design using 6 and return to 4 to fix them

Steps 1, 2 and 3 will be the main topic of this report. For step 1, an exhaustive list of faults and
other causes of performance degradation was compiled and is given in the Appendix. For step 2, a
framework for modeling the capability of the system in the presence of faults is given in Section 3.
The fault classification (step 3) induced by our modeling framework is discussed in Section 4. Based
on the work carried out for the first three steps, in Section 5 we discuss the requirements that
the extended controllers (step 4) for the link, coordination and regulation layers need to satisfy.
We also give a brief description of the proposed coordination layer design and state the additional
requirements that its implementation imposes on the physical layer. The details of the design, as well
as verification results (Steps 4 and 6) are the topic of a companion paper ([Godbole et al.1995a]).
It should be noted that many iterations between steps 4 and 6 may be needed before a satisfactory
design is obtained.
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3 Modeling Capability

3.1 Capability Structure

The control scheme for normal operating conditions presented in [Varaiya1993] relies on a number
of sensors, actuators and communication devices, both on the vehicles and on the roadside. All this
additional hardware as well as the standard mechanical parts of the vehicles are prone to failure.
Such a failure, in either the vehicle or the infrastructure will directly influence the capabilities of the
system as a whole and therefore restrict the strategies that the supervisor can implement.

To monitor the capability of the system we propose a design based on a hierarchy of
predicates. Each predicate will monitor one functional capability and will return a 1 (True) if the
system possesses the capability in question or a 0 (False) otherwise. The predicates will be arranged
in a hierarchy similar to that of the normal mode supervisor. The values returned by the higher
layer predicates will depend on the values of the lower layer predicates. This scheme can be used to
systematically go through combinations of faults and design specialized control laws that utilize the
remaining capabilities so that the impact of the faults on the system is minimized in each case. We
will start describing this hierarchy at the bottom and work our way up.

3.1.1 Physical Layer Predicates

The supervisor structure assumes that the vehicles and the roadside have access to certain resources,
namely, sensors, actuators and communication devices. We model each one of these resources as' a
predicate, that returns 1 if the resource is available and functioning and 0 otherwise. Assuming that
the supervisor requires n a actuators, n s sensors and n c communication devices, the capability of the
physical layer can be expressed as a vector of zeros and ones of dimension n s + n a + n c :

{O, I}n. +na +nc

This vector reflects which resources are functioning and which are not. It should be noted that for
simplicity the actuator predicates are interpreted as reflecting the capability of the vehicle to accel
erate, decelerate and turn. Therefore they incorporate information about basic vehicle functionality,
like engine and tires being in proper working order, enough fuel, etc. Predicates for these basic
functionalities can explicitly be added at the cost of a small increase in the complexity of the moni
tor. Similarly a "sensor" predicate reflect the ability of a vehicle to sense its environment. A more
complicated structure for the sensor predicates can be constructed to reflect things like redundancy,
etc.

3.1.2 Regulation Layer Predicates

The regulation layer contains a number of control laws, both longitudinal and lateral. Each one of
these laws makes use of a number of physical layer resources, primarily sensors and actuators. For
a regulation layer controller to be functional, all of these resources need to be available. Therefore,
the applicability of a regulation layer controller can be modeled by a predicate whose value depends
on the values of the predicates for the physical layer.

Consider, for example, the Autonomous Intelligent Cruise Controller proposed in
[Godbole and Lygeros1994] as the default longitudinal law for the leader of a platoon. This longitu
dinal control law uses sensor readings of velocity and acceleration of the vehicle, and of the spacing
and relative velocity with respect to the preceding vehicle to calculate inputs for the throttle and
brake actuators. Without getting into the details of the control law, we can see that the cruise
controller predicate can be viewed as an AND predicate on the values returned by the predicates for

7
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Figure 3: Connection between Physical and Regulation layer capabilities

the velocity, acceleration, spacing and relative velocity sensors and the brake and throttle actuators.
Likewise, the law proposed in [Hedrick et al.1991] for the followers in a platoon makes use of addi
tional information about the state of the leader of the platoon. It is assumed that this information
is transmitted to all the followers using an infrared communication link. Therefore, the predicate for
the longitudinal follower law should depend on the predicate for the infrared communication link (as
well as the predicates for the sensors and actuators listed above).

In this formalism the capability of the regulation layer can be encoded by a vector of zeros
and ones, of dimension equal to the number of control laws available to the layer. If there are nlong

longitudinal laws and nlat lateral laws this vector will have the form:

As shown in the examples, the design of the control laws implies a mapping from the vector coding
the capabilities of the physical layer to the vector coding the capabilities of the regulation layer:

This mapping is easiest to convey by means of a figure. Figure 3 shows the mapping for the con
trol designs in [Peng and Tomizuka1990, Sheikholeslam and Desoer1990, Godbole and Lygeros1994,
Godbole et al.1995b, Chee and Tomizuka1994].

3.1.3 Regulation Layer Supervisor Capability Predicates

From the point of view of the coordination layer, the regulation layer control laws represent resources
that can be used to carry out maneuvers. Typically, each maneuver will need to make use of two
control laws, one longitudinal and one lateral. Therefore, in order for the coordination layer to be
able to invoke certain maneuvers, the relevant control laws should be operational. For example,
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for the coordination layer to command a platoon leader to join, at least one4 (of possibly many)
longitudinal join law and a lateral lane keeping law should be operational.

The capabilities of the regulation layer, when seen from the point of view of the coordina
tion layer, can be modeled by predicates that depend on the regulation layer capability vector. Let
n man denote the number of maneuvers that may be requested by the coordination layer. Then the
regulation layer supervisor capability vector will be a vector of zeros and ones of dimension n man .

The design of the supervisor induces a mapping between the capability vectors of the regulation layer
and its supervisor.

Fr: {O,l}n/ong+nlat ---t {O,l}nman

For the normal maneuvers presented in [Hsu et al.1994, Godbole et al.1995b] and the control laws
of [Peng and Tomizuka1990, Sheikholeslam and Desoer1990, Godbole and Lygeros1994],
[Godbole et al.1995b, Chee and Tomizuka1994, Frankel et al.1995], the map Fr can be seen in Fig
ure 4.

3.1.4 Coordination Layer Supervisor Predicates

In order to operate normally, the coordination layer of [Hsu et al.1994] requires the vehicle to be
able to perform certain maneuvers. More specifically a normal vehicle should be able to enter the
AHS, lead a platoon, be a follower, join with a platoon ahead (provided it is a platoon leader), split
from a platoon (provided it is a follower), decelerate to facilitate a lane change, move from one lane
to another and exit from the AHS. As discussed in the previous section, the capability to carry out
these maneuvers will be coded by the regulation layer supervisor capability vector. In addition, to
execute the protocols that organize the maneuvers, the coordination layer needs cooperation from

4 As there are multiple objectives for designing continuous control laws such as safety, passenger comfort and time
optimality, it is possible that the regulation layer contains more than one control law for a particular maneuver.

9



the neighboring vehicles which is achieved through inter-vehicle communication. As the capabilities
of all vehicles are fixed and known during the normal mode of operation, we only need information
about the communication capabilities for normal mode. Therefore, whether the coordination layer
can operate in its normal mode or not can be expressed as a predicate on the values of the capability
vectors for the regulation layer supervisor and the communications. A fault in the physical layer that
will damage anyone of these capabilities will render the normal mode coordination layer inoperable.
For this reason alternative coordination layer protocols that are still operational under reduced
capabilities need to be designed.

An example of such a set of protocols is the Take Immediate Exit strategy described in
Section 5.2. The objective of this strategy is to take a vehicle that has developed a fault (and therefore
can not function in the normal mode) out of the highway as soon as possible. The design makes
use of additional maneuvers, which can easily be added to the predicate structure for the regulation
layer and its supervisor. As we shall see in Section 5.2, some of these maneuvers will require close
cooperation with the neighboring vehicles. Therefore, the applicability of the Take Immediate Exit
strategy for the coordination layer can be expressed as a predicate on the values of the regulation
layer supervisor capability vector, the communication capability vector of the faulty vehicle and
the regulation layer supervisor capability vectors of the neighboring vehicles. It is assumed that
knowledge about the capabilities of the neighbor will be obtained once communication has been
established.

Once many such strategies have been designed (see Section 5.2) the coordination layer
capability can be expressed as a vector of zeros and ones. The dimension of this vector will be equal
to the number of these strategies, which will be denoted here by ncoord. The design of the strategies
induces a mapping:

Fe: {O,1}nman x {O,1}nc X {O,l}Nn m an -+ {O,1}ncoord

Here N stands for the maximum number of neighboring platoons that may need to cooperate in an
emergency maneuver. The part of Fe dealing with normal operation is shown in Figure 5. Similar
maps for the strategies introduced to deal with degraded conditions of operation can be constructed.

3.1.5 Link Layer Supervisor Predicates

As discussed in the introduction, the link layer design of [Rao and Varaiya1994] makes use of infor
mation about the density and average velocity of traffic in a link and traffic flow in the downstream
links to come up with control inputs that maximize the throughput of the highway. In order to
improve the resolution of the information and the commands, the link is partitioned into smaller
sections. Each section consists of a single lane and its length is (typically) smaller than that of the
link. Even though the controllers we propose for the link layer operation under faults are quite a bit
different (see Section 5.1) we still maintain this partitioning of a link into sections in our capability
structure.

In addition to density and average velocity information (which will be provided by the
sensor hierarchy), a link layer design for degraded conditions of operation needs information about
discrete events that limit the capabilities of traffic in its sections. The example presented in Sec
tion 5.1 indicates four such events: section is blocked, section contains no vehicles, section contains
vehicles queued behind an accident and section contains emergency vehicles. Similar events are also
relevant for any entrances and exits that may be contained in the link.

These properties can be modeled as a set of predicates for each section, entrance or exit
that return 1 if the link possesses the property (e.g., is blocked) and °otherwise. The value returned
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Figure 5: Coordination layer supervisor capabilities (normal mode)

by these predicates should depend on the capability vectors of all vehicles in the section. For example,
if a section contains a broken down vehicle then the predicate for "section is blocked" should return
one. In addition the values of the predicates should also reflect certain infrastructure faults. For
example the fault "uncontrolled object in the lane" (which may refer to debris from an accident in one
lane spilling over to an adjacent lane) should also cause the predicate "section is blocked" to return
one. Let nj denote the number of the relevant infrastructure faults, N i the number of platoons in
section i and n sec the number of predicates for each section (n sec = 4) then for all sections, entrances
and exits contained in the link we can define maps:

is. : {a, 1}N;ncoord x {O,1}n]

F. . {O l}Njncoord x {O l}n]enj' , ,

F
eXk

: {a, 1} N k ncoord X {a, 1}n]

---+ {O, I} n sec

---+ {O, 1}nsec

---+ {O,l}n sec

where i, j, k range over the number of sections, entrances and exits contained in the given link. As
will be seen in Section 5.1, the values of the output predicates for each section will be used by
the link layer controllers as events that trigger transitions from one desired velocity and density
profile to another. The link layer capability also depends on the capabilities of traffic flow sensors
and communication devices used for communication with adjacent link controllers and broadcasting
control messages to vehicles in the link.

3.2 Performance Structure

The performance structure is designed to continuously monitor the effect of disturbances on the
system and draw the line between acceptable and unacceptable degradation of performance. In
case of unacceptable degradation, the performance structure can either tune the parameters of the
affected controllers (at the regulator level) or initiate a degraded mode strategy (at the supervisor
level).
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3.2.1 Robustness Analysis Framework

There are three elements involved in this process. The first is the causes of gradual performance
degradation, which the supervisor will have to guard against. They include adverse weather con
ditions (such as rain, fog or snow) and gradual hardware degradation (such as brake ware). An
extensive list, compiled by consulting with numerous PATH researchers is given in Appendix B. We
will use C to denote the set of performance degradation causes. Assuming there are c such causes, C
has the form:

C = {Cd i = 1, ... , c}

Each Ci is a real number whose magnitude signifies the severity of the cause (e.g. the longitudinal
wind measured in meters per second) 5.

The second factor is the performance parameters that can be used to monitor the capability
of the system. These performance parameters depend on the layer of the architecture and include, for
example, the maximum and minimum deceleration available to the vehicle (for the physical layer),
and the maximum tracking error of the various continuous controllers (for the regulation layer). We
use P to denote the set of performance parameters. The set P is divided according to the level of
the hierarchy associated with each parameter.

where Pp = {Pp, i = 1, ... , n p } are the parameters associated with the physical layer, Ps =
{Ps. i = 1, , n s } are the ones associated with the sensors and communication devices, PR =
{PH' i = 1, , nr } the ones associated with the regulation layer, etc. A list of the associated
performance parameters considered for each level is given in Appendix B.

The final factor is the performance requirements. They can be thought of as bounds on the
performance parameters. More formally performance requirements can be thought of as predicates
on the space of performance parameters:

Ri : P ~ {True, False} i = 1, ... ,r

Robustness analysis involves finding functional relationships between causes of gradual
performance degradation and the performance parameters. In other words we would like to establish
a map:

f:C~P

that determines how the causes of performance degradation affect the performance parameters. This
map will depend on the details of the control laws. It can be quantitatively altered by changes in the
controller parameters. The qualitative dependencies will be fixed, unless major changes are made in
the design. The qualitative dependencies for the set of performance parameters discussed above are
outlined in Appendix B. The range of conditions C under which the performance of the system is
acceptable is given by:

r

C= nj-l(Ri1(True)) C C
i=l

Many iterations (off-line) may be needed in order to properly capture the system requirements in
terms of the above equation for C.
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3.2.2 Robustness Enhancement

Enhancing the robustness of the system involves enlarging C. This framework can be used for off-line
robustness enhancement of the design, where the controllers are tuned (off-line) to accommodate
the largest set of conditions C. The framework can also be used to increase the system autonomy
by on-line tuning of the controllers at the regulator level of each layer. If the requirements on the
control laws are not met by the capability parameters at any time (e.g., a join controller may need
the vehicle to decelerate faster than the capability of the vehicle at the current time), the control
laws are tuned until the new requirements are met by the parameters. This process is represented
by Figure 6.

3.2.3 Degraded Mode Initiation

Even after the domain Chas been maximized, there will probably still be some conditions in C \ C
which are not covered. These conditions for which performance is unacceptably degraded will be
treated by the supervisor in a way similar to the treatment of loss of capability due to faults. In this
sense, the effects of gradual degradation and limits of robustness are modeled as an extra term on
the predicates (Figure 7).
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Figure 7: Introduction of robustness predicates

51n its simplest form C i can be thought of as a predicate that returns 1 if cause i is present and 0 if it is not. "Soft"
approaches, such as fuzzy logic may be used to quantify more elusive causes, such as snow or fog.
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3.2.4 Examples

Based on the normal mode ARS design, we have identified the causes of performance degradation
and the performance parameters. Appendix B contains the list of causes of gradual performance
degradation. The list is further classified into environmental causes and vehicle causes. Note that
this list also depends on the particular design of the ARS. In Appendix B, we provide a list of per
formance parameters classified according to the hierarchical structure of the controller. We have also
identified the qualitative composition of the maps f that capture the effect of C onto P. The com
plete quantitative specification of the maps will be possible after testing the system, experimentally
or in simulation. Once these maps are determined, the performance monitor along with the con
troller tuning module can be completely designed. We outline the possible design of the robustness
enhancement module by examples:

Control Laws for the Leader

We suggest some simple changes that would increase the autonomy of the leader control laws.

1. If the limits on Pj, are violated, the join/split/change lane trajectories used in the regulation
layer design [Godbole and Lygeros1994] should be recalculated to accommodate for the reduced
acceleration capability. Different limits for aborting the maneuvers should be set in the interface
of [Lygeros and Godbole1994].

2. If the limits on P~ are violated similar measures should be taken. In addition the headway
(inter-platoon distance) should be increased and/or the desired speed should be reduced. For
example, suppose:

R I = {amin < -3}

R~ {aminE[-3,-1)}

R~ {amin 2:: -I} = Boundary of unacceptable amin

The normal mode requires the deceleration to be at least -3m/82. If some Gi (say rain) causes
Gmin to become greater than -3, but less than -1, the robustness module augments the control
laws (say changes the join trajectory), inducing a change in f. The requirement is also modified
to R~, to reflect the change. If some other Gi (say leak in brake fluid) causes Gmin to become
greater than -1, the robustness module calls for a degraded mode, by toggling the predicate for
the brake actuator to O.

3. The join control law has to be robust to handle the effect of GI , C14, Gl7.

4. If G24 affects the sensor range, then the desired speed should be reduced and/or the headway
should be increased.

Similar modification can be made for the remaining control laws. For example for a lateral
controller, if the limits on P'k are violated the desired speed should be reduced, particularly on a
curved road. It should be noted that the three step procedure suggested here (causes of degradation,
performance parameters, performance requirements) allows us to simplify the robustness analysis
task. In the above discussion only the performance parameters were needed to tune the controllers.
Effectively we group large numbers of performance degradation causes into classes, based on their
effect on the performance parameters. Apart from the obvious simplification this also makes the
design a lot more flexible, as it allows us to add the effect of more causes of degradation by linking
them to the performance parameters.
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4 Fault Classification

Appendix A contains a comprehensive list of faults, for both the vehicle and the infrastructure. Be
cause the list is so large, we would like to be able to design controllers that deal with whole classes
of faults or combinations of faults. In this section we show how the capability and performance
structures can be used to induce such a classification. The classes reflect the potential available in
the system in the presence of a combination of faults and adverse conditions. Faults in the same
class will lead to the same predicates in the capability structure returning zeros. Using this principle
as a guide we are able to distinguish the following classes:

Vehicle stopped, must stop: This class contains the most serious vehicle faults. The vehicle
can not continue moving on the AHS safely and has either already come to a stop or it should be
commanded to do so and wait to be towed away. Because of the severity of the situation, all the layers
of the control architecture will undergo some degradation in performance and assist in resolving the
fault condition.

Faults in this class will typically lead to a false "Capable of being a free agent" predicate in
the regulation layer supervisor.. This will in turn lead to predicates returning zeros all the way up to
the link layer. Depending on the type of fault we identify three subcategories which are differentiated
by the technique that is used to stop the faulty vehicle. The subclasses and the faults contained in
each one of them are listed in the appendix.

Vehicle needs assistance to get out: The faults in this class are slightly less serious. The vehicle
may continue moving but has lost some essential capability and it must therefore exit the AHS as
soon as possible. Moreover, it needs the assistance of its neighbors to do so. Typically, faults in
this class will result in the normal mode coordination layer predicate returning a zero without any
of the link layer predicates being affected. Therefore, these faults can be handled locally and need
not involve the higher layers of the architecture (link and network). As before, the faults are divided
into subclasses according to the affected capability.

Vehicle needs no assistance to get out: The faults in this class are even less serious. Typically
the vehicle is fully functional but should leave the system soon to avoid further problems and haz
ards (in case a second fault occurs for example). Typically faults in this class result in regulation
layer predicates returning zeros, without any coordination layer predicates being affected. They are
handled by special controllers in the regulation layer and neither the neighboring vehicles nor the
roadside need to be alerted.

Vehicle does not need to get out: This class contains minor faults that require no special action
but should nonetheless be recorded and the driver should be notified in case he needs to alter the
travel plan. They result in only physical layer predicates returning zeros.

Infrastructure failures: This class includes all faults that induce a reduction in the capability of
the infrastructure. They usually lead to severe degradation in performance. Some of them can be
handled by the normal mode controllers of the link and network layers, but some may need drastic
changes in the operation of the system. The faults reflected in the infrastructure predicates discussed
in Section 3.1.5 are contained in this class. They result in link layer predicates returning zeros, with
out any changes in the coordination layer predicates.

Driver-Computer interaction down: Problems in this class mainly occur during the entry and
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exit to the system. We assume that once on the freeway, the driver may not interfere with the system
operation (except for route/destination selection) and therefore can not induce any special faults.
These faults are resolved by simple additional strategies that do not interfere with the rest of the
design (see [Godbole et al.1995b] for details).

It should be noted that, even if the list in the appendix is not exhaustive, any additional
faults we come up with can be uniquely classified using this scheme. Moreover combinations of faults
can also be classified similarly.

Note; The classification of faults and the design of degraded mode maneuver control laws do not
assume existence of a breakdown lane. If such a lane is provided, then in case of certain faults,
it might suffice to take the faulty vehicles to the breakdown lane and wait for emergency roadside
assistance rather than exiting the highway or stopping on the highway lane. This amounts to a
refinement of the classification introduced above. The maneuvers and control laws developed based
on the current assumption can be easily adapted to accommodate for the breakdown lane.
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Figure 8: Extended Architecture for Degraded Modes of Operation of AHS

5 Control Design

The extensions discussed so far (i.e., the capability and performance structures) have been quite
general and will be needed in any architecture that is capable of dealing with degraded conditions
of operation. In this section we present specific suggestions for controller designs that deal with
each one of these faulty conditions. As already discussed in Section 2, controllers at each layer of
the control hierarchy consist of two levels, a supervisory level that selects an appropriate strategy
and a regulator level which executes individual maneuvers to track this strategy. This distinction is
implicitly present in the normal mode architecture. Because there is only one fixed strategy for the
normal mode, the division is not explicitly stated.

As part of the extended architecture, we design new strategies at the supervisory level
and new controllers for the regulator level for each layer of the control hierarchy. Based on the
available capabilities of the roadside and the vehicle, the supervisor selects control strategies in order
to respond to the fault. 6 The supervisor uses one of two schemes to select the control strategy. If the

6In this work, we assume that faults are irreversible. This results in conservative modeling of intermittent faults.
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Figure 9: Stage 1: Vehicle stopped on highway

fault is vehicle borne, the capabilities map directly to a coordination layer control strategy, using the
predicate hierarchy of Section 3.1. If the fault is in the infrastructure, or the fault requires assistance
from the link layer, the capabilities of the link layer are also affected. In this case, however, a map
from infrastructure capabilities to control strategies is harder to obtain, because the model for the
link layer is not a discrete event system. As the current design of the link layer uses a flow model, a
translation is made from capabilities to control strategies for the link layer using a density/velocity
profile generator, which is described in Section 5.1.

What is presented in this section is an outline of control strategies that are proposed for
dealing with the fault classes presented in the previous section. These control strategies have not
been explicitly optimized for capacity and safety. Some discussion of the optimality of the design is
given in Section 6.

5.1 Link Layer

5.1.1 Overview

For normal operation, the primary consideration of the link layer is to maintain a smooth flow of
traffic and ensure that all vehicles make their exits. Under degraded conditions, however, other con
siderations such as avoiding an incident, facilitating emergency vehicle access, etc. take precedence.
To highlight this point consider the following example:

Suppose a faulty vehicle has stopped in the middle lane of a three lane highway. The
vehicles immediately behind the faulty vehicle will stop and form a queue. The safety critical task
of stopping vehicles upstream before they hit the stopped vehicle is carried out by the regulation
layer control laws. The link layer controller will invoke an incident avoidance control strategy.
The following figures present snapshots of desired traffic patterns and link layer commands over
different time intervals. They indicate both the temporal and the spatial extent of the performance
degradation. In Stage 1 (Figure 9), the section labeled stop has a change of capability of the form
"section is blocked". Adjacent lanes are slowed down to facilitate the vehicles from the stopped lane
to change out. Some vehicles will queue behind the incident.

In Stage 2 (Figure 10), there are no vehicles in the stopped lane in section L 2 . There is a
gap created in an adjacent lane which travels towards the stopped vehicles at the speed of that lane.
This strategy has been triggered by the predicate "section contains queued vehicles" becoming true
for section L 1, as well as the predicate "section contains no vehicles" for section L2 becoming true.

We have adopted this strategy to ensure safety on the highway.
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As the gap approaches (Figure 11), the queued up vehicles Back Up in the empty space
in L 2 , speed up to adjacent lane speed and change lane into the gap. The gap creation and vehicle
removal will go on until all the vehicles which are queued up behind the faulty vehicle are cleared.
This strategy ends when the predicate "section contains queued vehicles" for section L 1 returns false.

In the meantime (Figure 12), the emergency vehicles move towards the incident using
the blocked lane. As the lane is empty from L2 onwards and the vehicles in this lane in L3 are
moving out, the emergency vehicle will probably be moving faster than the vehicles in adjacent
lanes. Alternatively, if the emergency vehicle shows up earlier, then we can stop lane changes from
the blocked lane to one of the adjacent lanes and let that lane carry the emergency vehicle faster.
This control strategy is triggered by a change of the capability predicate "section contains emergency
vehicles" .

In Stage 5 (Figure 13), the emergency vehicle has reached the stopped vehicle and is
moving ahead of it (and any remaining queued up vehicles) using the algorithm of Stages 2 and 3
(gap creation in adjacent lane).

Finally, in the recovery mode (Figure 14) some restrictions on speed and lane changing
activity are imposed to avoid further crashes due to large velocity differentials across lanes. At this
stage all the link layer predicates have returned to their normal mode values.

It should be noted that the proposed strategy is such that the link layer is not a safety
critical subsystem. The automated vehicles possess sufficient on-board intelligence to avoid being
involved in a catastrophic collision. The role of the link layer is to simply ease the congestion caused
by the presence of the fault. Therefore, no further accidents will be caused even if the link layer fails
to perform its task; the worse that can happen is an increase in travel times.
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5.1.2 Link Layer Supervisor

The above example indicates that the control strategy employed by the link layer to clear an incident
involves a sequence of discrete steps. Transition from one step to the next is triggered by a change in
the link layer capability predicates. The easiest way to visualize this strategy is through a sequence of
desired density and velocity profiles of the vehicles in the given link. For example Stage 2 corresponds
to a velocity profile with zero velocities in lane 2, sections L 1 and L 2 , small velocities in lanes 1 and
3, sections L 2 and L 3 and lane 2, section L 3 and large velocities in lanes 1 and 3, section L 1 . The
corresponding density profile has high densities everywhere, except lane 3, section L 2 and lane 2,
section L 3 , where the density is low and lane 2, section L 2 where the density is zero (Figure 15).

The link layer strategy can be implemented as a sequence of such profiles. The task of
calculating the strategy is carried out by the link layer supervisor, which uses a traffic flow model
to produce the sequence of desired traffic patterns. It should be noted here that the description of
the strategy need not be in terms of density and velocity profiles. Such profiles are better suited if
flow traffic models, such as the ones in [Rao and Varaiyal994, Li et al.1995]' are used. For activity
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Figure 14: Recovery after the stopped vehicle is towed away
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and work based models (like the ones in [Ha1l1993, Broucke and Varaiya1995]) description in terms
of a desired distribution of activities may be more suitable. It should be possible to move from
one description of traffic patterns to the other, provided the formalisms are of comparable power.
Implementation of degraded mode strategies, like the one described in the example is currently
underway for the activity model of [Broucke and Varaiya1995].

5.1.3 Link Layer Regulator

The task of tracking the strategy determined by the supervisor is carried out by the link layer
regulator. The objective at this level is to translate the desired traffic patterns to commands for the
vehicles in each section. The commands will in general take the form of velocity, lane change, join and
split suggestions. The nature of the commands will depend on the modeling formalism used for the
link regulator. Such differences will be taken care of by an appropriate design of a link-coordination
layer interface. The regulator should monitor the traffic in the link and use feedback to guarantee
that the desired strategy is tracked by the closed loop system.

A possible regulator design is presented in [Li et al.1995]. The design accepts as inputs
velocity and density profiles and issues velocity commands to the vehicles (both longitudinal and
lateral). Asymptotic tracking of the desired profiles is proved by Lyapunov analysis, assuming a
flow model for the traffic. The performance of the regulator is currently being investigated on the
SmartPath [Eskafi et al.1994] simulation platform.

5.2 Coordination Layer

5.2.1 Overview

Similar to the link layer, the coordination layer consists of a two level control structure (Figure 8).
The supervisor level determines the sequence of maneuvers (strategy) that a vehicle should carry out.
The regulator level contains protocols for coordination of individual maneuvers with the neighbors.
The normal mode coordination layer is structured in a similar way. New strategies are added both
to the coordination supervisor and to the coordination maneuver level in order to extend the design
to faulted conditions. The extended coordination layer also contains a map of the highway network
so as to route itself if the vehicle can not obtain the broadcast information from the link layer (either
due to the link layer failure or communication failure)

5.2.2 Strategies

The coordination supervisor contains a set of strategies corresponding to the fault classes of Section
4. A strategy consists of a predefined sequence of atomic maneuvers. For faults in the class "vehicle
stopped/must stop" a two step strategy is employed. In the first step, a strategy for stopping the
vehicle is chosen while, the second step determines what needs to be done once the vehicle is stopped.
If the vehicle is stopped before the fault is detected only the second step is relevant. The strategy
employed for the first step depends on which subclass the fault belongs to. If the faulty vehicle has
lost its braking capability, then it uses the Aided Stop strategy. If the faulty vehicle is a follower,
the vehicle in front it applies gentle braking to bring both the vehicles to stop. If the faulty vehicle
is a leader, then it first executes a Front Dock maneuver to become a follower. For other subclasses,
the faulty vehicle employs either the Gentle Stop, or the Crash Stop strategy. The names reflect the
severity of braking employed to bring the vehicle to a stop. Once the vehicle comes to rest, the link
layer employs strategies to ease congestion, divert traffic away from the incident, assist emergency
vehicles and get the queued vehicles out. Coordination layer strategies are also designed for the
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vehicles stopped in the queue to Backup and then Catch Up with the adjacent lane traffic so as to
move out.

All other strategies result in the faulty vehicle leaving the highway on its own. Note that
the link layer need not be involved for these faults. For faults in the class "vehicle needs assistance
to get out" a strategy called Take Immediate Exit(TIE) is executed by the coordination layer. The
strategy consists of up to two Forced Split maneuvers for the faulty vehicle to become a free agent.
The free agent then executes a number of Emergency Lane Change maneuvers until it reaches the
rightmost automated lane from where it takes the next exit. Figure 16 contains highway snapshots
while the TIE maneuver is in progress.

This strategy is used by all subclasses except in cases where the vehicle capabilities limit
its use. This situation is encountered if the vehicle can not sense distant objects (needed for leader
operation). In this case, a modified version of TIE, called Take Immediate Exit - Escorted is used.
The faulty vehicle leaves the highway system as part of a two vehicle platoon in which the faulty
vehicle is the follower (Figure 17). This requires a Front Dock maneuver if the faulty vehicle is
a leader of a platoon to start with. The leader of this platoon (called the escorting vehicle) now
executes a TIE strategy until it drops off the faulty vehicle at the nearest exit.

Finally, for faults in the class "Vehicle needs no assistance to get out" a control strategy
called Take Immediate Exit - Normal is chosen by the coordination layer supervisor. TIE-Normal is
a milder version of TIE in the sense that it uses normal mode split and lane change maneuvers. The
neighboring vehicles and the roadside are not affected by this strategy.

5.2.3 Maneuvers

To implement the above control strategies, the coordination layer supervisor makes use of the normal
mode maneuvers as well as the new maneuvers, Forced Split (FS), Emergency Lane Change (ELC)
and Front Dock (FD). These maneuvers collectively serve as the regulator level of the extended
coordination layer. In FD (Figure 18), the last vehicle of the preceding platoon decelerates to join
the faulty vehicle platoon as a leader. In this, sense FD is similar to the normal mode join maneu
ver. The maneuvers FS and ELC are variations of the normal mode maneuvers split and lane change.

Due to space limitations, we do not describe these maneuvers and strategies in detail.
Design and verification of the extended coordination layer controller is presented in the companion
paper [Godbole et al.1995a].

5.3 Regulation Layer

5.3.1 Overview

The regulation layer also consists a supervisor and a regulator level. The regulator consists of a set
of continuous feedback controllers for each task defined by the coordination layer. The supervisor
acts as an interface between the discrete event system of the coordination layer and the continuous
feedback laws of the regulation layer. We briefly describe the functional requirements of the extended
regulation layer below. A detailed design of the extended regulation layer is a current research area.

5.3.2 Supervisor

The normal mode regulation supervisor (Figure 19), originally designed in [Lygeros and GodboleI994],
is a finite state machine whose transitions depend upon the commands from the coordination layer,
the readings of the sensors (physical layer responses) and the state of the continuous controllers. It
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plays a dual role. On one side it acts as a symbol to signal translator and therefore directly influ
ences the evolution of the continuous system. It receives the coordination layer commands (symbols)
and uses them to switch between the different continuous layer controllers (signals). In addition it
keeps track of which of these controllers needs to be initialized (symbol) and carries out this ini
tialization by directly changing the controller state (signal). In the other direction the supervisor
acts as a signal to symbol translator. It processes the sensory information (signal) and presents it
to the coordination layer in an aggregate form compatible with the finite state machine formalism
(symbol). It also monitors the evolution of the continuous system (signal) and decides if the ma
neuver in progress is safe or not. If, at any stage, the maneuver becomes hazardous it aborts it,
notifies the coordination layer of its decision (symbol) and switches to a different continuous control
law that will get the system back to a safe configuration. The normal mode regulation supervisor
designed in [Lygeros and Godbole1994] act as an interface between the coordination layer design of
[Hsu et al.1994] and the regulation layer control laws of [Godbole and Lygeros1994].

The supervisor brings together discrete event and continuous dynamical systems to form
a hybrid system. Unfortunately there is no systematic way of verifying the complete hybrid sys
tem at this time. Such a proof will be required to show that the design is safe, i.e., automated
vehicles do not collide with each other. Even though, the regulation layer control laws were in
dividually proved to be locally stable ([Godbole and Lygeros1994]) and the coordination layer was
proved to be deadlock free and live ([Hsu et al.1994]), when the two were combined using the in
terface and tested using the SmartPath simulator ([Eskafi et al.1994]), unexpected behavior (e.g.
vehicle crashes) was observed ([Godbole et al.1995c]). Some of the regulation layer maneuvers were
redesigned ([Frankel et al.1995]) and the safety checks in the interface were modified ([Godbole1994])
to enhance the safety of the system. The mathematical verification of safety of the normal mode
design is still under way (see [Puri and Varaiya1995] for an optimal control approach to verification
of this hybrid system and [Lygeros et al.1995] for a redesign methodology using game theory).

The degraded mode regulation supervisor will be required to play a similar role. The
outline of the interface finite state machine is shown in Figure 20. All the details of this design can
not be completed before the feedback control laws for the new maneuvers are specified. Design and
verification of an interface to guarantee safety of the vehicles in presence of faults is still an active
research area.

5.3.3 Control Laws

Most of the coordination layer maneuvers described above can be carried out by tuning some of the
regulation layer feedback control laws designed for normal operation. For example, the maneuvers
ELC and FS can use the normal mode regulation layer lane change and split feedback control laws
respectively ([Godbole and Lygeros1994, Frankel et al.1995]). The new maneuvers front dock and
platoon lane change (needed for TIE-E and queue management) need separate regulation layer control
laws to be designed.

5.4 Physical Layer

5.4.1 Normal Mode Requirements

For normal operation, each vehicle should be capable of detecting the relative distance and velocity
from the vehicle in front, in its own lane, apart from measuring its own velocity and acceleration.
The necessary range of this sensing depends on the maximum speed allowed on the highway and the
maximum deceleration a vehicle can apply. It takes 90m for a vehicle to stop from 30m/sec using
a deceleration of 5m/s2, thereby requiring the sensor range to be at least 90m. If the lane change
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maneuver is not restricted to take place at certain locations7 , then we also need gOm range for
the sensors detecting relative distance and velocity of the vehicles in the adjacent lane (in both
front and rear of the vehicle). Actuators for acceleration, braking and steering are needed for
automatic operation of the vehicles in an AHS. The coordination layer protocols need inter-vehicle
communication capability that ranges over at least the sensor range on the front and the rear of the
vehicle and spanning across two lanes on either side. The follower control laws of [Hedrick et al.1991]
need infrared communication link to transmit the acceleration of the lead vehicle of the platoon.
The normal mode architecture also requires radio communication capability between link layer and
individual vehicles as well as fixed communication infrastructure for link-to-link data transmission.

5.4.2 Degraded Mode Requirements

The degraded mode architecture proposed here only keeps track of functionality or the capability of
the physical layer. The capability can be enhanced by using multiple redundant sensors along with
sensor fusion. Sensor fusion schemes for AHS are discussed in detail in [Alag et al.1994]. We also
assume that fault detection methods exist on the vehicle and the infrastructure which together with
the sensor fusion methods, appropriately fill out the capability vector of the physical layer.

For the degraded mode architecture, we need longitudinal distance and rate sensors de
tecting rear vehicles, in addition to the sensors used for normal mode controllers. The number of
redundant sensors for each functionality should be calculated based on the failure probability of
sensors. Similar to the predicate hierarchy of Section 3.1, the failure probability of individual com
ponents will propagate into probability of crashes and injuries. The goal of the project is to design
a fault tolerant architecture to substantially reduce probability of collisions and injuries over the
current manual traffic.

7Lane changes can alternatively be designed to take place only at certain fixed locations on the highway. Such an
approach is used for changing lane from the transition lane to the automated lane in the entry maneuver design of
[Godbole et al.1995bJ. In this case, the lane change is assisted by roadside sensors allowing on-board vehicle lateral
sensors to have a reasonably small range.
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6 Discussion & Further Issues

The overall fault tolerant control architecture can be described with the help of Figure 21. The system
starts operation in the normal mode. There are two loops starting and ending in normal mode. The
robustness analysis loop represents the on-line parameter tuning described in Section 3.2. In case
of severe disturbance or loss of capability due to a fault, the bigger loop involving degraded modes
of operation is invoked. Each vehicle is supposed to be equipped with fault detection mechanisms.
Once a fault is detected8 , the appropriate predicate for the physical layer capability changes from
1 to O. This change propagates upwards through the predicate hierarchy of Section 3.1. The fault
handling module of Figure 21 is responsible for fault classification based on the state of the capability
structure. The coordination supervisor of the faulty vehicle then selects the optimal strategy among
the ones that are possible9 . The selected degraded mode strategy is then carried out by the faulty
vehicle. This strategy will often need assistance from the neighboring vehicles. Cooperation from the
neighbors is guaranteed by assigning the degraded mode strategies higher priority than the normal
mode strategy. Thus, the faulty vehicle or the neighbors required to assist in the degraded mode
maneuver execution abort any normal mode maneuver they might be engaged in at the time of the
fault.

This scheme works well in case of isolated faults on the highway. The request for a degraded
mode maneuver by the faulty vehicle can get rejected if the neighbor itself is engaged in a higher
priority degraded mode maneuver. The faulty vehicle in this case chooses the next best strategy
until the only possible alternative is to stop on the highwaylo. The degraded mode maneuver can
also get aborted by the regulation layer of the vehicles involved for safety reasons. This type of abort
will be issued by the regulation supervisor if a particular control law becomes safety critical.

The degraded mode state of Figure 21 represents the special controllers designed for de
graded modes of operation. After successful completion of the degraded mode strategy, the faulty
vehicle has left the highway and all other vehicles on the highway return back to normal mode of
operation using the recovery state (Figure 21) controllers. Although we have shown recovery state
explicitly in the diagram, we do not expect to have special recovery laws for the coordination and
the regulation layer. Special recovery laws may be needed by the link layer to assign optimum speeds
and lane change restrictions so as to bring traffic stopped behind an accident back to the normal
state.

6.1 Design Optimality

For the duration of the fault, the faulty vehicle and its neighbors 11 operate in a degraded mode. In
this case, the comfort and throughput considerations get lower priority than the safety of the faulty
vehicle. The proposed architecture attempts to keep the performance degradation to a minimum by
localizing the extent of a fault.

The design of controllers for degraded modes involves tradeoffs between safety, complexity
of coordination and control, and performance degradation of the AHS. Performance degradation is
measured in terms of congestion (loss of throughput) and discomfort to the passengers caused by the
malfunction. In the control design, topmost priority should be given to the safety of the vehicles.
However, there can be many designs satisfying a given safety requirement, which differ in the other

8 See [Alag et al.1994] for fault detection and sensor fusion details
9Note that normal mode strategy will no longer be possible due to the fault, unless the fault belongs to the category

"vehicle does not need to get out" .
lOSee [Godbole et al.1995a] for a detailed discussion on priorities among different strategies.
llThe size of the "neighborhood "depends on the type of fault [Godbole et al.1995a].
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two criteria. For example consider the following solution to the degraded mode control design
problem:

A faulty vehicle always stops on the highway regardless of the type of fault. In case
of faults that limit the capability of the vehicle to perform basic driving functions, the
stopped vehicle waits for an emergency vehicle to tow it out of the highway. Otherwise,
traffic in all other lanes towards the direction of the exit is stopped for the faulty vehicle
to exit by itself.

This strategy involves minimal coordination between vehicles as the faulty vehicle can stop by itself
in most cases. The roadside controller then needs to stop the traffic in the other lanes to let this
vehicle exit the highway. But a stopped vehicle on the highway results in severe loss of throughput
and can create massive congestion depending on the traffic density. By using this strategy, we can
maintain safety and simplicity at the cost of throughput. Moreover we need to make extensive use
of the roadside controller in a safety critical way.

Our approach has been to design control laws to achieve the objective of taking the faulty
vehicle to the nearest exit without stopping it on the highway as much as possible1 2. As already
discussed, the lower layers have access to more detailed information and operate at a faster time
scale. They are therefore better suited to assess the safety of a given situation. We have tried to
delegate as many control actions as possible to the lower layers to make the system quicker and
more robust. As a result, our control laws are more complicated as they need assistance from the
neighboring vehicles. Our design maintains safety and reduces performance degradation at the cost
of complexity of control.

It should be noted that, because of its complexity, formulation and solution of the degraded
modes problem in terms of optimal control is very difficult. The fact that we came up with a
hierarchical design based on a classification of faults implies that our solution will probably not be
optimal in any meaningful cost criterion. Our design represents a particular compromise between
safety13, capacity and complexity. It is yet to be verified that our approach results in less performance
degradation than the simple strategy described above. This is a topic of further research.

6.2 Verification Issues

After designing the control laws in this framework, the extended architecture has to be verified be
fore implementation. The extended coordination layer control laws have been verified to be deadlock
free, live and fair [Godbole et a1.1995a]. The discrete proof makes use of simple abstractions of the
continuous dynamics of the regulation and physical layer (e.g. the regulation layer always follows the
orders of the coordination layer, it completes each maneuver without colliding with other vehicles,
it will not abort a maneuver infinitely often, etc.). This proof will suffice to guarantee safety of
vehicles if the continuous dynamics can be designed to obey the abstractions. From past experi
ence [Godbole and Lygeros1994, Lygeros and Godbole1994, Godbole et al.1995c] it is clear that the
regulation layer control laws can not be designed to satisfy such abstractions in presence of a wide
variety of disturbances. The problem now reduces to showing that for all possible state trajectories
(traces) of the combined hybrid system (coordination plus the regulation and physical layer), the

12In certain cases such as faults in Appendix A.I, stopping the vehicle is the only alternative for safety. To improve
the system performance the hardware design must keep the probability of occurrence of these faults to a minimum.

13It is an ongoing effort to prove that the extended architecture is in fact safe. Proving system safety will involve the
hybrid system resulting from the interactions of the coordination and the regulation layer. From our past experience, it
seems plausible that for our framework (and the coordination layer of [Godbole et al.1995aJ), suitable regulation layer
controllers can be designed to satisfy the safety requirement.
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continuous state of each vehicle at every instant of time is in the region of attraction (safe set) of the
regulation layer control law that the vehicle is applying. We are developing optimal control and game
theoretical methods [Lygeros et al.1995J to analytically verify safety and reachability properties of
the hybrid dynamical system of PATH.

Because of this lack of tools, simulation plays a very important (if not indispensable) role
in the design of complex, hybrid systems. Even though simulation can not replace formal proof
techniques it can still provide valuable information about the system performance. More specifically,
successful results under extensive simulation indicate that the design is likely to behave well, even
though, usually there is still a lot of room left for situations where the system behaves poorly. On
the other hand, unsatisfactory performance on the simulation testbed indicates that the design is not
good enough for certain cases and may suggest improvements that will eliminate these shortcomings.
In other words, simulation results can not be taken as proof that a system works well in general but
they can be taken as proof that it works in specific cases, or, more importantly, that it doesn't work
in others. The AHS simulator SmartPath [Eskafi et al.1994J has been used successfully in the past
to identify shortcomings of the hybrid system and improve the design [Godbole et al.1995c]. We
are currently extending the capabilities of SmartPath to include working under degraded modes of
operations. The controllers for extended architecture will be implemented in SmartPath along with
the ability to induce faults and adverse environmental conditions.

After proving the safety of the extended architecture, we need to estimate the performance
(throughput, time delays) in the presence of faults. This will allow one to compare different fault tol
erant designs for optimality. Two different methods can be employed to achieve this. Firstly, Monte
Carlo simulations can be performed using SmartPath to obtain performance metrics. Alternatively,
an aggregate traffic model can be developed to predict the traffic flow under degraded modes of op
eration. This model will make use of abstractions of the various regulation and coordination actions
in terms of an appropriate modeling language. We are currently working on obtaining such ab
stractions using optimal control techniques. The resulting model will be validated using SmartPath
simulations.
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7 Concluding Remarks & Future Work Directions

We proposed a framework for an AHS design that is capable of operating in the presence of faults and
other factors that induce performance degradation. Our framework is hierarchical and builds on the
control architecture of [Varaiya1993]. The design provides a high degree of autonomy by extending
the information structure to include data about the system capability and the control structure to
make a distinction between strategic planning and execution.

Our framework now needs to be filled in with appropriate control laws. We proposed a de
sign for the coordination layer and gave requirements for the link and regulation layer controllers.The
assumption our design makes about the physical layer were also stated. The complete coordination
layer design, together with verification results is given in the companion paper [Godbole et al.1995a].
Work is already underway for a link layer design compatible with our framework, both for the plan
ning [Broucke and Varaiya1995] and the regulator [Li et al.1995] levels. The modifications to the
regulation layer design are also the subject of ongoing research.

Our design raises important issues for both automated highway systems and hierarchical
control in general. Ideally we would like to produce an optimal compromise between the complexity
of the design, highway throughput, passenger comfort and safety. Unfortunately such an optimum is
very difficult to obtain, due to the complexity of the problem. We tried to touch upon these issues in
Section 6. We are currently working on resolving some of these problems and providing a framework
for evaluating the performance of an AHS design in terms of capacity and safety.
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A List of Faults

All faults are listed in their corresponding classes and subclasses, according to classification of Sec
tion 4.

A.I Vehicle stopped/must stop

1. no throttle control, no engine power, out of gas, no power transfer, vehicle to vehicle commu
nication down (Radio - Needed for coordination)

2. no steering control, uncontrolled object ahead, no control computer, magnetometer failure, no
sensing of distance and velocity of car ahead (long and short range)

3. no brake control

A.2 Vehicle needs assistance to get out

1. no control of transmission / selection of gear

2. no long-range (longitudinal) sensing of vehicles

3. no short-range (longitudinal) sensing of vehicles

4. no lateral sensing of vehicles

5. flat tire - reduced steering capability

6. Vehicle - Vehicle communication down (Infra-Red: Needed for Follower operation)

A.3 Vehicle needs no assistance to get out

1. Non-crucial Sensor fault: engine sensor (e.g. intake manifold pressure sensor), accelerometer,
wheel speed, etc.

2. low on gas

3. Single fault in a redundant sensor set

4. Vehicle-roadside communication down because of on-board equipment failure

A.4 Vehicle does not need to get out

1. Lights won't go on

2. In vehicle displays not working

3. Out of range of magnets, magnetometers working, not changing lanes
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A.5 Infrastructure Failures

1. Network layer down or communication between link and network down

2. Link layer down or communication between link and vehicle down in the entire link due to
roadside equipment failure

3. unable to communicate with object on AHS

4. Roadside sensors not working

5. Lane(s) blocked

6. Exit(s) closed

7. Entry(s) closed

8. Robustness spill over and environment
In this category we group all problems caused by unfavorable conditions that the normal mode
controller is not robust enough to handle. These problems may not be the result of faults, but
may arise due to gradual performance degradation. Since they result in certain normal mode
predicates calculating as false, however, degraded modes will have to be designed for them. If
the gradual performance degradation is limited to a single vehicle then it will be classified into
one of the classes 3.3.1 through 3.3.4. Here we consider the effect on the infrastructure. This is
mainly caused due to environmental degradation such as rain or snow. They will be grouped
in two subclasses:

• loss or reduced traction with road (lateral & longitudinal)

• reduction in sensor range or accuracy (caused by rain, dust, sunshine, etc.)

A.6 Driver jComputer Interaction Down

Problems in this class mainly occur during the entry and exit to the system. We assume that once
on the freeway the driver may not interfere with the system operation and therefore can not induce
any special faults.

1. Improper Exit: Driver unable to take control and/or system unable to transfer control at exit

2. Improper Entry: Wrong destination/route entered by driver or system unable to start auto
matic control at entrance or manual driver tries to enter automated TL

A.7 Faults not considered

1. Software implementation errors

2. Design errors such as protocol design errors, control design errors

3. Communications errors including: wrong message, message to wrong car, etc.
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Figure 15: Desired velocity & density profiles for Stage 2
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Figure 21: Fault Tolerant architecture: Fault handing and Robustness enhancement
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B

B.l

Causes of Gradual Performance Degradation

List of Causes:

Environment

1. Longitudinal Wind

2. Lateral Wind

3. Sunshine

4. Sunrise-Sunset

5. Ice

6. Snow

7. Fog

8. Rain

9. Wet Road

10. Oil on Road

11. Pot Holes

12. Gravel

13. Other Debris

14. Road Slope

15. Road Bank

16. Road Curvature

17. Slip Stream of Other Vehicles

18. Magnet Damage

19. Lane Marker Damage

37

Vehicle

20. Vehicle Make

21. Tire Pressure

22. Brake Fluid Pressure

23. Suspension

24. Longitudinal Sensors

25. Lateral Sensors

26. Radio Link

27. Radar

28. Accelerometer

29. Cameras

30. Steering Error

31. Accelerator Error

32. Braking Error

33. Brake Fade

34. Brake Wear

35. Yaw Rate Sensor



B.2 Performance Parameters

Physical

• P),: Maximum Acceleration

• P~: Minimum Acceleration

• P},: Maximum Velocity

• pt: Maximum Cornering Stiffness

Sensors & Communications

• PI,: Maximum Sensor Range

• P§: Measurements Mean and Variance

• P~: Lost Packets

Regulation

• Pk: Maximum Longitudinal Tracking Error

• P'k: Maximum Lateral Tracking Error

Coordination

• pb: % of maneuvers that get aborted

• PE:: Timers that expire

Link

• pI: Density error

• pi: Flow error

• pi: % of vehicles that miss exit

Note: In general performance parameters of higher levels depend on those of lower levels.

B.3 Qualitative Dependencies

In this section, we determine the qualitative dependencied between the causes of performance degra
dation and the performance parameters described in the previous sections. The detailed functional
form can be calculated only after conducting experiments with the actual hardware and the specific
control laws in the environmental conditions mentioned above.
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B.3.! Physical Layer

Maximum Acceleration

Pft = f1(C14 )

• Pft ;:::::: 2m/82 on flat road

• Pft ex sin(C14 )

Minimum Acceleration

P~ = f 1(C5, C6, Cg , C14 , ClO, C12, C21, C22, C23, C32 ,C33, C34)

• Assuming C5 , Cg, ClD & C12 are binary:

{

0.2g
P 2 ",

P'"
0.7 -1g

• p~ ex sin(C14 )

• Effect of C22 is approximately linear

otherwise
(1)

• C33 and C34 will have minimal effect on automated highway

• Absence of low level controllers makes C32 relevant.

• Associated lag "-' 50ms

Maximum Velocity

p) = f i(C5 , C6, C8, Cg, ClD , C12 , C14, C2d

Cornering Stiffness

pj, = fi(C5 , C6 , C8,Cg , ClQ, C12 )

B.3.2 Sensors and Communications

Vision System

1. PB.2 = f1.2(E1, E2, E3, E4, Ell, E12, E13, E14, V23, V29)

2. PB.2 = f1.2(E1, E2, E3, E4, E5, E6, E9, Ell, E12, E13, E15, E19, V23, V29)

• Effect of E1, E2, Ell, E12, E13, V23 is similar. They produce camera shake which induces
error in lateral as well as longitudinal sensing.

• E5, E6, E9 make detection of lane marker difficult, thereby producing the same effect as
E19 on lateral sensing error.

• Effect of V29 : The camera might need recalibration while on the freeway thereby causing
an error if there is no on-line calibration.

• E3 and E4 produce sensing errors because of the shadows and highlights.
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B.3.3 Regulation Layer

Maximum Longitudinal Tracking Error

pA = r(pj" P~, PJ, p'§, pJ, CI , C14 , C17, C24, C26, C27, C28, C31 )

• Effects of CI , Cl4 & Cl7 are similar to one another. We can expect !PAl;::::: 12cm.

• Effect of C24, C26 & C 27 is mainly through lag ('" 75ms).

• Low level controllers guarantee effect of C31 is minimal. Associated lag'" 7.5ms, negligible.

• Effect of C28 is because of noisy measurements, offsets & lag.

Lateral Tracking Error

P'k = Ji(P~, Pj" C 2, C15, C16, C18 , C21, Cll , C13 , C 23 , C 30 )

• Effect of C2l is same as Pj, if all tires have low pressure.

• The effect of C2l with imbalance of tire pressures, Cll , C13, C23 is similar. It is qualitatively
same as a tire burst. For tire burst, IP'k1 ;::::: lOcm on a straight road and 15-20 em during a
curve.

• Effect of C2, C17 is similar. Correct road banking (C15 ) is helpful during a curvature. The
effect of incorrect banking angle is same as C2 , C17 .

• Effect of C18 is minimal as the controller can tolerate up to 5 magnets damaged in a row on a
straight road.

• Presence of low level controller makes effect of C30 negligible. The steering actuator has a 0.1
sec. time lag.

• Effect of C 25 , C 28 , C 35 is under investigation.

B.3.4 Co-ordination Layer

1. pb = r(pA, P'k' P'§)

2. PE: = ji(pA,p'k,P,§,PJ)

B.3.5 Link Layer

1. PI = t(Pt, pA, P'k)

2. pi = ji(Pt, pA, P'k)

3. pl = ji(Pt, pA, P'k)
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