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ABSTRACT
In this paper, we consider the case of network-on-chip (NoC)
based multiple-processor systems-on-chip (MPSoCs) implemented
using multiple voltage and frequency islands (VFIs) that rely on
fine-grained dynamic voltage and frequency scaling (DVFS) for
run-time control of the system power dissipation. Specifically, we
present a framework to compute theoretical bounds on the perfor-
mance of DVFS controllers for such systems under the impact of
three important technology driven constraints: (i) reliability and
temperature driven upper limits on the maximum supply voltage;
(ii) inductive noise driven constraints on the maximum rate of
change of voltage/frequency; and (iii) increasing manufacturing
process variations. Our experimental results show that, for the
benchmarks considered, any DVFS control algorithm will lose up
to 87% performance, measured in terms of the number of steps
required to reach a reference steady state, in the presence of max-
imum frequency and maximum frequency increment constraints.
In addition, increasing process variations can lead to up to 60% of
fabricated chips being unable to meet the specified DVFS control
specifications, irrespective of the DVFS algorithm used.

Categories and Subject Descriptors
B.7.2 [Hardware]: Integrated Circuits—Design Aids

General Terms
Performance
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1. INTRODUCTION
With increased levels of integration in scaled technologies, novel

on-chip communication architectures that use a Network-on-Chip
approach have emerged as a scalable alternative to traditional
bus-based or point-to-point communication solutions. Further-
more, due to increased power density and energy consumption,
NoCs implemented using a multiple Voltage Frequency Island de-
sign style have become an attractive alternative to single-clock,
single-voltage designs [2, 7]. Each island in a VFI system is locally
clocked and has an independent voltage supply, while inter-island
communication is orchestrated via mixed-clock, mixed-voltage FI-
FOs. The power savings result from the fact that the voltage of
each island can be independently tuned to minimize the system
power dissipation under performance constraints.

To cope with run-time variations in the workload or power char-
acteristics of VFI systems, the voltage and frequency of each island
can be dynamically scaled to exploit the slack in the application
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to reduce the power dissipation under a performance budget [6].
Not surprisingly, designing appropriate dynamic voltage and fre-
quency scaling (DVFS) control algorithms for run-time control of
VFI systems is a matter of great importance. While this prob-
lem has been addressed before by a number of authors [7, 9, 6],
no attention has been given to analyzing the fundamental limits
of the capabilities of DVFS controllers for multiple VFI systems.
Starting from these overarching ideas, in this paper, we specifi-
cally focus on three technology driven constraints that we believe
have the most impact on DVFS controller characteristics: (1) reli-
ability and temperature constrained upper-limits on the maximum
voltage and frequency at which any VFI can operate; (2) induc-
tive noise driven limits on the maximum rate of change of voltage
and frequency; and (3) the impact of manufacturing process varia-
tions. We note that each of these factors is becoming increasingly
important with technology scaling.

Given the broad range of proposed DVFS control algorithms
proposed in literature, we believe that it is insufficient to merely
analyze the performance limits of a specific control strategy. The
only assumption we make, which is common to many of the DVFS
controllers proposed in literature, is that the goal of the control
algorithm is to ensure that the occupancies of a pre-defined set
of mixed-clock, mixed-voltage queues in the NoC are controlled
to remain at pre-specified reference values1. We then define the
performance of a controller to be its ability to bring the queues,
starting from an arbitrary initial state, back to their reference
utilizations in a desired but fixed number of control intervals. Given
the technology constraints, our framework is then able to provide
a theoretical guarantee on the existence of a controller that can
meet this specification.

2. RELATED WORK AND PAPER CONTRIBUTIONS
Power management of multiple VFI-based MPSoCs has been

the subject of extensive prior research. [6] presents a Lagrange
optimization based approach to perform DVFS in multiple VFI
systems, while in [9], the authors propose a PID DVFS controller
to set the occupancies of the queues in a multiple clock-domain
processor to reference values. Finally, [7] presents a state-space
model of the queue occupancies in an NoC with multiple VFIs
and proposes a formal feedback control algorithm to control the
queues based on the state-space model. We note that, compared to
prior work, we focus on the fundamental limits of controllability of
DVFS enabled multiple VFI systems and not on a specific control
algorithm. Our results are, therefore, equally applicable to any of
the control techniques proposed before.

As compared to previous work we make the following novel con-
tributions: (i) we propose a computationally efficient framework
to analyze the impact of three major technology-driven constraints
on the performance of DVFS control algorithms for multiple VFI
networks-on-chip; and (ii) starting from a formal state-space repre-
sentation of the queues in an NoC, we provide theoretical bounds
on the performance capabilities of any DVFS control algorithm
(i.e., the proposed bounds are DVFS control algorithm agnostic).

1While we explicitly control the NoC queues in this work, it can
easily be applied to other systems with queue-based communica-
tion, such as point-to-point queues or even software queues.



3. PRELIMINARIES AND ASSUMPTIONS
We begin by briefly reviewing the state-space modeled devel-

oped in [7] to model the controlled queues in a multiple VFI sys-
tem. We start with a design with N interface queues and M VFIs.
An example of such a system is shown in Figure 1, where M = 3
and N = 2. Furthermore, without any loss of generality, we as-
sume that the system is controlled at discrete intervals of time, i.e.,
the kth control interval is the time period [kT, (k+ 1)T ], where T
is the length of a control interval.

Figure 1: VFI system with three islands and two queues.

The following notation can now be defined:

• The vector Q(k) ∈ RN = [q1(k), q2(k), . . . , qN (k)] represents
the queue occupancies in the kth control interval.

• The vector F (k) ∈ RM = [f1(k), f2(k), . . . , fM (k)] represents
the frequency of each VFI in the kth control interval.

• λi and µi (i ∈ [1, N ]) represent the average arrival and ser-
vice rate of queue i, respectively. These parameters are
workload dependent and can be obtained by probabilistic
workload characterization.

• The system matrix B ∈ RM×N is defined such that the
(i, j)th entry of B is the rate of write (read) operations at
the input (output) of the ith queue due to the activity in the
jth VFI. We refer the reader to [7] for a detailed example on
how to construct the system matrix.

The state-space equation that represents the queue dynamics
can now simply be written as [7]:

Q(k + 1) = Q(k) + TBF (k) (1)

The key observation is that given the applied frequency vector
F (k) as a function of time, this equation describes completely the
evolution of queue occupancies in the system. In this equation,
we have implicitly assumed that the occupancy feedback from the
queues is available to the centralized controller within a single
control interval - this is a reasonable assumption, since, in practice,
a control interval is of the order of micro- to milli-seconds [7].

As shown in Figure 1, we also introduce an additional vector
F ∗(k) = [f∗1 (k), f∗2 (k), . . . , f∗M (k)], which represents the desired
control frequency values at control interval k. For a perfect system,
F ∗(k) = F (k), i.e., the desired and applied control frequencies are
the same. However, due to the technology driven constraints, the
applied frequencies may deviate from the frequencies desired by
the control, for example if there is a limit on the maximum fre-
quency at which a VFI can be operated. The technology driven
deviations between the desired and actual frequency will be ex-
plained in greater detail in the next section.

4. LIMITS ON DVFS CONTROL
We now present the proposed framework to analyze the lim-

its of performance of DVFS control strategies in the presence of
technology driven constraints. To describe more specifically what
we mean by performance, we define Qref ∈ RN to be the desired
reference queue occupancies that have been set by the designer.
Furthermore, we assume that as a performance specification, the
designer also sets a limit, J , that specifies the maximum number
of control intervals that the control algorithm should take to bring

the queues back from an arbitrary starting vector of queue occu-
pancies, Q(0), back to their reference occupancy values. Note that
the time index 0 here refers to a time instant at which the queue
occupancies deviate from their reference values due to workload
variations, and not to the start-up state of the system.

Given this terminology, using Equation 1, we can write the
queue occupancies at the Jth control interval as [4]:

Q(J) = Q(0) + TB

J−1X
k=0

F (k) (2)

Since we want Q(J) = Qref , we can write:

(TB)

J−1X
k=0

F (k) = (Qref −Q(0)) (3)

4.1 Limits on Maximum Frequency
In a practical scenario, reliability concerns and peak thermal

constraints impose an upper limit on the frequencies at which the
VFIs can be clocked. For now, let us assume that each VFI in the
system has a maximum frequency constraint f i

MAX(i ∈ [1,M ]).
Therefore, we can write:

fi(k) = min(f i
MAX , f

∗
i (k)) ∀i ∈ [1,M ] (4)

Consequently, the system can be returned to its required state
Qref in at most J steps if and only if the following system of
linear equations has a feasible solution:

(TB)

J−1X
k=0

F (k) = (Qref −Q(0)) (5)

0 ≤ fi(k) ≤ f i
MAX ∀k ∈ [0, J − 1], ∀i ∈ [1,M ] (6)

Note that this technique only works for a specific initial vector
of queue occupancies Q(0); for example, Q(0) may represent an
initial condition in which all the queues in the system are full.
However, we would like the system to be controllable in J time
steps for a set of initial conditions, denoted by RQ.

Let us assume that the set of initial conditions for which we want
to ensure controllability is described as follows: RQ = {Q(0) :
AQQ(0) ≤ BQ}, where AQ ∈ RP×N and BQ ∈ RP . Clearly, the
set RQ represents a bounded closed convex polyhedron in RN . We
will now show that to ensure controllability for all points in RQ,
it is sufficient to show controllability for each vertex of RQ. In
particular, without any loss of generality, we assume that RQ has
V vertices given by {Q1(0), Q2(0), . . . , QV (0)}. First, due to the
Krein-Milman theorem [8], we get the following result 2:

Lemma 1. Any Q(0) ∈ RQ can be written as a convex com-
bination of the vertices of RQ, i.e., ∃{α1, α2 . . . αV } ∈ RN s.t.PV

i=1 αi = 1 and Q(0) =
PV

i=1 αiQ
i(0).

Lemma 2. The set of all Q(0) for which Equation 5 and Equa-
tion 6 admit a feasible solution is convex.

Finally, based on Lemma 1 and Lemma 2, we can show that:

Theorem 1. Equation 5 and Equation 6 have feasible solutions
∀Q(0) ∈ RQ if and only if they have feasible solutions ∀Q(0) ∈
{Q1(0), Q2(0), . . . , QV (0)}.

Significance Theorem 1 establishes necessary and sufficient
conditions to efficiently verify the ability of a DVFS controller
to bring the system back to its reference state, Qref , in J control
intervals starting from a large set of initial states, RQ, without
having to independently verify that each initial state in RQ can
be brought back to the reference state; instead, it is sufficient to
verify the controllability for only the set of initial states that form
the vertices of RQ. This significantly reduces the computational
cost of the proposed framework.

2For brevity, all results in the paper are stated without proof.
Detailed proofs can be found in [1].



Figure 2: Process variation impact on DVFS controller.

In practice, the region of initial states RQ will depend on the
behavior of the workload, for example, a bursty read or a bursty
write. While it is possible to obtain RQ from extensive simulations
of real workloads, RQ can be defined conservatively as follows:
RQ = {Q(0) : 0 ≤ qi(0) ≤ qi

MAX}, ∀i ∈ [1, N ], where qi
MAX is the

physical queue length of the ith queue in the system.
Finally, we note that minimum frequency constraints are not

considered in this work because we assume that the frequency of
each VFI can safely be reduced to zero, for example, using clock
gating. However, minimum frequency constraints can easily be
included in the framework if required.

4.2 Frequency Increment Constraints
A major consideration for the design of systems that support dy-

namic voltage and frequency scaling is the resulting inductive noise
in the power delivery network due to sudden changes in the power
dissipation and current requirement of the system. While there
exist various circuit-level solutions to the inductive noise problem,
it may be necessary to additionally constrain the maximum fre-
quency increment within a control interval to minimize inductive
noise. Furthermore, the limited slew rate of off-chip voltage con-
trollers also constrains the maximum frequency change possible in
a control interval [3]. We note that while there exist techniques
to scale frequency on the order of a few clock cycles, both volt-
age and frequency scaling are required to obtain maximum energy
efficiency from the system.

Frequency increment constraints can be modeled in the pro-
posed framework as follows:

|fi(k + 1)− fi(k)| ≤ f i
step ∀i ∈ [1,M ], ∀k ∈ [0, J − 1] (7)

where f i
step is the maximum frequency increment allowed in the

frequency of VFI i. Equation 7 can further be expanded as linear
constraints as follows:

fi(k + 1)− fi(k) ≤ f i
step ∀i ∈ [1,M ], ∀k ∈ [0, J − 1] (8)

−fi(k + 1) + fi(k) ≤ f i
step ∀i ∈ [1,M ], ∀k ∈ [0, J − 1] (9)

Together with Equations 5 and 6, Equations 8 and 9 define a
linear program that can be used to determine the existence of a
time-optimal control strategy.

Finally, we note that for Theorem 1 to hold, we need to ensure
that Lemma 2 is valid with the additional constraints introduced
by Equation 7. We show that this is indeed the case.

Lemma 3. The set of all Q(0) for which Equation 5, Equation
6 and Equation 7 admit a feasible solution is convex.

Significance Lemma 3 ensures that Theorem 1 still remains valid
after the inductive noise constraints given by Equation 7 are added
to the original set of linear constraints.

4.3 Process Variation Impact
To demonstrate the effect of process variations on DVFS con-

trol, we plot the voltage-frequency curves for the slow, nominal
and fast process corners of a VFI in Figure 2(a). As mentioned
before, we assume that due to reliability concerns, the process
allows a maximum voltage of Vdd,max. As it can be seen, for a
given Vdd,max, we obtain three different values of fMAX for the
slow, nominal and fast VFIs. Figure 2(b) shows the relationship
between desired and applied frequency values in the presence of
process variations - from the figure it is clear that under the impact

of process variations, we must think of f i
MAX as random variables,

not fixed upper limits on the operating frequency of each VFI.
As a result, the linear programming framework described in

the previous sections will now have a certain probability of being
feasible, i.e., there might exist values of f i

MAX for which it is not
possible to bring the system back to steady state within J control
intervals. We will henceforth refer to the probability that a given
instance of a multiple VFI system can be brought back to the
reference queue occupancies in J time steps as the probability of
controllability (PoC).

In this paper, we use Monte Carlo simulations to estimate the
PoC, i.e., in each Monte Carlo run, we obtain a sample of the max-
imum frequency for each VFI, f i

MAX , and check for the feasibility
of the linear program defined by Equations 5, 6, 8 and 9. Further-
more, we are able to exploit the specific structure of our problem
to speed up the Monte Carlo simulations. In particular, we note
that if a given vector of upper bounds, f i,1

MAX(i ∈ [1,M ]), has a

feasible solution, then another vector, f i,2
MAX(i ∈ [1,M ]), where

f i,2
MAX ≥ f i,1

MAX∀i ∈ [1,M ] must also have a feasible solution.
Therefore, we do not need to explicitly check for the feasibility of
the upper bound f i,2

MAX , thereby saving significant computational
effort. This provides significant speed-up over a naive Monte Carlo
implementation.

5. EXPERIMENTAL RESULTS
To validate the theory presented in this paper, we experiment

on two benchmarks: (1) MPEG, is a distributed implementation
of an MPEG-2 encoder with six ARM7-TDMI processors that are
partitioned to form a 3 VFI system, as shown in Figure 3(a); and
(2) Star, a 5 VFI system organized in a star topology as shown
in Figure 3(b). The MPEG encoder benchmark was profiled on
a cycle-accurate MPSoC simulator to obtain the average rates at
which the VFIs read and write from the queues, as tabulated in
Figure 3(a). The arrival and service rates of the Star benchmark
are randomly generated.

To begin, we first compute the nominal frequency values f i
NOM

of each VFI in the system to ensure stable queues for the nominal
workload values. The maximum frequency constraint, f i

MAX is

then set using a parameter γ =
fi

MAX

fi
NOM

- in our experiments we use

three values of γ = {1.1, 1.25, 1.5}. Finally, we allow the maximum
frequency increment per control interval to vary from 5% to 20%
of the nominal frequency.

Figure 4: (a) Response of proposed controller to a devia-
tion from the reference queue occupancies. (b) Evolution
of queue occupancies in the system.

Figure 3(c) shows the obtained results as γ and the maximum
frequency step are varied for the MPEG benchmark. The results
for Star benchmark are quantitatively similar, so we only show the
graph for MPEG benchmark in Figure 3(c). As it can be seen, the



Figure 3: (a) Topology and workload characteristics of the MPEG benchmark. (b) Topology of the Star benchmark.
(c) Impact of γ and maximum frequency increment on the minimum number of control intervals, J.

frequency step size has a significant impact on the controllability
of the system, in particular, for γ = 1.5 we see an 87% increase in
the number of control intervals required to bring the system back
to reference queue occupancies, J , while for γ = 1.1, J increases
by up to 80%. The impact of γ itself is slightly more modest - we
see a 20% to 25% increase in J as γ increases from 1.1 to 1.5.

Figure 5: (a) Speed-up (×) of the efficient Monte Carlo
technique compared to naive Monte Carlo. (b) PoC as a
function of increasing process parameter variations.

In Figure 4, we plot the response of the time-optimal control
strategy for the MPEG benchmark when the queue occupancies of
the two queues in the system drop to zero at the control interval 2.
As a result, the applied frequency values are modulated to bring
the queues back to their reference occupancies within J = 10
control intervals. From Figure 4(a), we can clearly observe the
impact of both the limit on the maximum frequency, and the limit
on the maximum frequency increment, on the time-optimal control
response. Figure 4(b) shows how the queue occupancies change
in response to the applied control frequencies, starting from 0%
occupancy until they reach their reference occupancies.

Next, we investigate the impact of process variations on the
PoC of DVFS enabled multiple VFI systems. For this experiment,
we model the maximum frequency of each VFI as an independent
normal distribution, and increase the standard deviation (σ) of the
distribution from 2% to 10% of the maximum frequency. Finally,
we use 5000 runs of both naive Monte Carlo simulations and the
proposed efficient Monte Carlo simulations (see Section 4.3) to
obtain the PoC for various values of σ and for both benchmarks.
From Figure 5(a), we can see that the proposed efficient version of
Monte Carlo provides significant speed-up over the naive Monte
Carlo implementation - on average, a 9× speed-up for the MPEG
benchmark and a 5.6× speed-up for the Star benchmark.

From the estimated PoC values in Figure 5(b), we can see that
the PoC of both MPEG and Star benchmarks are significantly im-
pacted by process variations, though MPEG sees a greater degra-
dation in the PoC, decreasing from 92% for σ = 2% to only 40%
for σ = 10%. On the other hand, the PoC of Star drops from
95% to 62% for the same values of σ. To explain the significance
of these results, we point out that a PoC of 40% implies that, on
average, 60% of the fabricated circuits will not be able to meet the
DVFS control performance specification, irrespective of the con-
trol algorithm that is used. Of note, while the specific parameters
used in the Monte Carlo simulations (for example, the value of γ
at various technology nodes) are implementation dependent and

may cause small changes in the PoC estimates in Figure 5, the
fundamental predictive nature of this plot will remain the same.

We now briefly discuss the integration of the proposed frame-
work in a power-aware NoC design methodology. First, given a
specific implementation of a DVFS controller, for example, the
ones proposed in [7] or [9], the framework can be used to deter-
mine how far away a particular implementation of the controller
in Figure 1 is from an optimal solution. Second, based on the
application, designers may be willing to trade-off reliability, peak
temperature or maximum inductive noise for a better DVFS con-
troller. In this scenario, the proposed approach can be used to
efficiently explore the trade-offs between these technology driven
factors and the upper bound on performance of DVFS control,
similar to the analysis presented in Figure 3(c).

6. CONCLUSION
In this paper, we presented a theoretical framework to efficiently

obtain the limits on the controllability and performance of DVFS
controllers for multiple VFI based networks-on-chip. Using a com-
putationally efficient implementation of the framework, we present
results, using both real and synthetic benchmarks, that explore
the impact of three major technology driven factors - temperature
and reliability constraints, maximum inductive noise constraints
and process variations - on the performance bounds of DVFS con-
trol strategies. Our experiments demonstrate the importance of
considering the impact of these three factors on DVFS controller
performance, particularly since all three factors are becoming in-
creasingly important with technology scaling. As future work, we
plan to consider explicit control of power consumption instead of
purely time optimal control.
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