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Abstract—To achieve reliable packet transmission over a
wireless link without feedback, we propose a layered coding
approach that uses error-correction coding within each paket
and erasure-correction coding across the packets. This layed
approach is also applicable to an end-to-end data transpornbver a
network where a wireless link is the performance bottleneckWe
investigate how to optimally combine the strengths of error and
erasure-correction coding to optimize the system performace
with a given resource constraint, or to maximize the resoure
utilization efficiency subject to a prescribed performance Our
results determine the optimum tradeoff in splitting redundancy
between error-correction coding and erasure-correction odes,
which depends on the fading statistics and the average sighto
noise ratio (SNR) of the wireless channel. For severe fadinghan-
nels, such as Rayleigh fading channels, the tradeoff leanswards
more redundancy on erasure-correction coding across packs
and less so on error-correction coding within each packet. &t
channels with better fading conditions, more redundancy ca be
spent on error-correction coding. The analysis has been esthded
to a limiting case with a large number of packets, and a scen&
where only discrete rates are available via a finite number of
transmission modes.

I. INTRODUCTION

o The feedback delay is very large; this prevents instant
channel state feedback and the usage of any automatic
repeat-request (ARQ) based solutions, e.g., [1], [2], [3].

While the fading channel assumption applies to most wigeles
scenarios, the assumption of large feedback delays is typ-
ical for satellite channels and also for acoustic undemvate
communication channels (see [4] and references thereim). F
such a system setup, we propose the following layered coding
strategy:

1) Error-correction coding on a per packet basis, where the
data stream is partitioned into packets with each packet
encoded separately. Any packet with decoding errors
will be discarded.

2) Erasure-correction coding (such as digital fountainesod
[5], [6], [7]) across the data packets, viewing the under-
lying wireless channel as an erasure channel.

For this setup, we term the error-correction coding as 4intra
packet coding, or inner layer coding, and the erasure-
correction coding as inter-packet coding, or outer layelirog.
The inter-packet code treats the decoding errors of irdickgt

IRELESS access to the Internet is by now very populaoding as erasures, and can facilitate data recovery withou
thanks to the success of wireless local area networi@yuesting retransmission of lost data packets.

(WLANS). Also, in wireless sensor networks, sensor data is We would like to point out that our results can be applicable
transmitted first via wireless links and then via wired links to a network scenario. Consider an end-to-end connection
the data fusion center. Wireless links are usually the &tttk that consists of both wired and wireless links, and assume
in such systems, due to the multipath fading effects atldat the wireless link is the performance bottleneck. Error

interference-rich environments.

correction coding is used to improve the error performance o

In this paper, we analyze a wireless link in terms of botthe wireless link, while erasure-correction coding can sedu

throughput and error rate. The considered system setup
the following characteristics:

tmsandle lost packets on the end-to-end connection leve. T
layered coding is well motivated because: i) When trangmgitt

« The channel of the wireless link is slowly fading. Due t®ver a series of links, the inner layer coding is applied on
channel fading, there is a non-zero outage probability &f single link (our attention here is focused on the wireless
the channel not being able to support any prescribed raligk), while the outer layer coding is applied on the encetwd
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connection. From the viewpoint of a single link, each padket

a separate transmission and is therefore processed sdparat
This reduces necessary buffer space at each link and avoids
additional delays as decoding across packets is only ddahe at
final destination. ii) The assumption of a large feedbaclkylel
could also be motivated in view of an end-to-end connection
in a large network across many links.

We are mostly concerned with the problem of judiciously
combining the strengths of intra-packet and inter-pachet ¢
ing in this layered coding setup. In particular, we woulcelik
to know: given an overall efficiency (resource constraimtjy
should we split it into inter-packet coding and intra-péacke
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coding for best system performance? Alternately, to meetwderes is the transmitted signai, is the received signaly is
prescribed performance, how should we optimally combiraglditive white Gaussian noise (AWGN) with variantg and
inter-packet coding and intra-packet coding to minimize thh is a channel gain which is constant over each packet, but
total resources needed? We study three different scenarimwn independently between packets, as will be formalized
In the first, we consider capacity-achieving error-coirgct soon. We assume that the feedback delay is large and hence
coding with continuously variable coding rate; we inveatey any feedback mechanism such as ARQ cannot be used, nor is
the optimal solutions in terms of the efficiency and transmimstant channel state information available at the sender.

sion outage probability. In the second scenario, we ingatti  For reliable transfer, we consider a layered coding ap-
the limiting case of the first scenario where the number pfoach, where an erasure-correction-code is applied scros
data packets approaches infinity. We characterize the aptirdata packets (inter-packet coding) and an error-cornectio
solution in analytical form for some special cases. Interesode is applied within each data packet (intra-packet a)din
ingly, this scenario has an equivalent formulation as thsecaOur objective is to study how to complement the strengths
of maximizing throughput over an instant feedback channelf erasure-correction coding and error-correction coding

In the third scenario, we consider practical modulation araptimal performance given some fixed resource, or for max-
coding schemes where only discrete transmission rates @nal resource utilization efficiency subject to a presalibe
available. performance.

In the presence of erasure-correction coding across packWe now specify the details of the system model and the
ets, it is beneficial to maximize the number of successfullyroblem formulation. The data block @, bits is partitioned
received packets across the wireless link, and it is irra@hto k& packets withN, bits per packet:
evant which packets are received as the message can be
reconstructed from any combination of received packéisr Na = ENy. 2
adverse channel conditions such as Rayleigh fading, heav'(?1 erasure-correction code (e.g., digital fountain code[H
redundancy should be placed on the outer erasure—connecf&ﬂ Ny '

coding, transmitting many redundant packets. Insteadasf t ) is used to code across thelspackets to generate a stream
of K encoded packets.

ditional schemes targeting packet error rates (PER) aroun : Lo . .
geting p ( ) ntra-packet error-correction coding is applied to impgrov

—2
or below 107, the layered approach leads to a PER ?}%e error performance. Suppose that each packet consists of

the wireless link of abova0~!. In Nakagami-m channels . . : ;
o : o N, information symbols after error-correction coding and
with improved fading conditions, more redundancy can be . . : .
odulation. The physical data rate is accordingly

placed on the inner error-correction coding, with PER o
above 102 for the practical ranges of signal to noise ratio
(SNR). For practical modulation schemes with a limited set
of transmission rates available, the results are apprdioma In thi that

of the findings based on continuous rates, and there is onlyna IS paper, we assume tha

small penalty on the achieved throughput.

Note that erasure-correction codes can be also usedAgsumption 1 The channelis constant for the duration of one
noisy channels directly, see e.g., [8]. However, this neegi Packet and independent across packets (a.k.a. block fading
maximum-likelihood decoding, e.g., belief propagatiogeal @nd the channel amplitudé| has a Nakagami-m distribution
rithms, which are highly complex and require processing§ith a probability density function (pdf) of = |A|* as

Ny .
R, = N [bits/symbo] . 3)

S

all the noisy packets received. Given our context, it is also mm

not desirable to forward quantized noisy packets when the fA) = W/\m_le_mk-

wireless transmission could be just one hop in an end-to-end

communication. Let v = E|[|s|?] /Ny denote the average signal to noise

The rest of the paper is organized as follows. In Section ghtio (SNR). Due to the block fading assumption, packets wil
we introduce the general problem setup, in Section Il wexperience packet errors no matter what error-correctioles
investigate the optimal tradeoff, then in Section IV we studare used inside each packet. Assuming capacity-achieving
the limiting case with infinite number of packets, and itGaussian codebooksvith flexible encoding rate (the second
Section V we work on systems with practical modulation angssumption will be relaxed later), correct inner layer diog
coding schemes. Lastly we conclude in Section VI. is achieved iff the mutual informatiod = log,(1 + 7|h|?)

is above the transmission rate. Hence, the packet error rate

Il. SYSTEM MODEL AND PROBLEM STATEMENT (PER) can be well approximated by

We consider the transmission of a finite-size data block PER=Pr(I < R,) = Pr(|h|* < ) (4)
over a wireless link. For simplicity, we consider a flat-fagli
wireless link with channel input-output relationship as wherea = (27 — 1) /. So the PER is simply the probability
distribution function ofi|?; for Nakagami-m fading channels
y=hs+w (1)
2This assumption is not very limiting, as capacity achieviagles have

1This is different from the ARQ principle, where lost packéve to be been reported, i.e., Turbo and low density parity check (CDRodes, see
re-transmitted until correct reception. e.g., [9].
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this is [10] need to decode. An outage (or failure) happens when fewer
a m thanpk correct packets are received. The probability of outage
PER= | ——\""le ™ dA (5a) s then
r
0 m) pk—1 K
m—1 _ % K—i
1 —ma Poutage — ( . )q : (1 - q) . (10)
=1-3Y H(ma)ke : (5b) ; i

k=0 In summary, since the data block f; bits travels through

The probability of correct transmission of a packet acrbgs tine wireless link viaK N, symbols and each symbol could

wireless channel is carry a maximum of”' bits on average, the overall efficiency
mly ke for the data transfer is
g=1-PER= )" (ma)teme. (6) N, N, 1
k=0 = —To T, (11)

n= = . =
The ergodic capacity of a Nakagami fading channel is . KNG K NG p _ -
defined as the average mutual information [11, Eq. (20)]: whllnghg _da(tfot)ransfer has an outage (or failure) protgbili
specified in .
C(v,m) = E [logy(1 + 7[n[*)] (7a)  The definition of efficiency in (11) suggests two basic
e m™ 1 approaches to improving the overall efficiency. On the one
:/0 log, (1+94) W/\ ¢ dA  (7b) hand, one can spend a small amount of redundancy coding
m—1 k each packet,{ =~ 1) and rely heavily on generating a lot of
= log,(e) e™/? Z (@) r (—k, @) (7c) redundant data packets. In this case, the PER will be high and
k=0 7 v many packets will get lost when passing through the wireless
channel. On the other hand, one can rely on strong FEC
(r; < 1) to improve the packet error rate, but that translates
into a smaller number of data packets generated in totateéhen
V\}ge data transfer becomes more vulnerable to packet loss. It
a8 unclear which strategy is better, and clearly there sxast
[gpdeoff between these two different coding techniques.
We are motivated to investigate the following two dual

where'(a,z) = [“t*"'e~*dt is the “upper tail" of the
incomplete Gamma function. Whem = 1, the Nakagami
channel reduces to a Rayleigh fading channel.

Since we are dealing with a fading wireless channel,
define the coding rate of the intra-packet code, the innex, r
as a non-vanishing fraction of the channel ergodic capaci
similar to the approach used in [12],

problems:
T = &, (8) 1) Given a specified overall efficiency (resource constyaint
C o . how should we split it into inter-packet coding,§ and
where we dropped the parameterizationoon y andm in intra-packet codingr() for the lowest outage probabil-
(7a) to shorten notation. By the definition of ergodic capaci ity?

error free transmission is possible fo < 1 if channel ) T4 meet a prescribed outage probability (performance
coding is done across infinitely many packets to experietice a constraint), how should we optimally combine the
channel realizations. On the contrary, for coding donedimsi strengths of inter-packet coding,j and intra-packet
one packet, there is always a non-zero probability of dewpdi coding ;) to maximize the resource utilization effi-

error for anyr; > 0. The ergodic capacity is used in (8), asa  ¢jency? (Maximal efficiency means minimal resources
means of normalization on the physical data rate, as in [12], needed for a finite-size data transfer.)

sinceC varies depending on the operating SNR dfdshall
change accordingly.

IIl. OPTIMAL COMBINING OF INTER- AND INTRA-
We further assume that

PAckeT CODING

Assumption 2 Error  detection based cyclic redundancy Whenpk and K are large, it becomes difficult to evaluate
checking (CRC) is perfect, with a sufficiently reliable CR¢he outage probability in (10). According to the DeMoivre-

code on each packet. The packets with CRC errors ar@Place Theorem [10], one can approximate the binomial
discarded. distribution used in (10) as a Gaussian distribution witrame

Kq and variancd{q(1 — ¢q). The outage probability in (10) is
With digital fountain codes, the original data of; bits then approximated as
can be reconstructed with high probability ik packets are

received correctly, where > 1 reflects the decoding overhead P N Pk 1 (_ (x — Kq)? )
incurred by the erasure coding scheme. For reasonsilplét outage = | V2rKq(1—q) exp 2Kq(1—q)
is assumed that the overhead is about five percent,pi.e:,
1.05 [9, Chapter 50]. With this we define the code rate of the -Q (M) )
erasure-correction code as the outer rate: Kq(1—q)
ry = Pk 9) According to [10, pg. 105-109], this approximation is accu-
K’ rate ifi) K > 1,ii) Kq > 1, andiii) |Kq—pk| is on the order

which is a quantity between zero and one, since we wilf a few standard deviations/K¢(1 — ¢). For a reasonable
obviously need to send at least as many packets as we wilding scenario we can assurhe> 1 and with (9) we have
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K > k> 1, sincer, < 1 andp > 1. Also we are only which is equivalent to

interested in smallPsytage ©.9.,107%...1073, which means o o
that K q — pk is between two to four standard deviations, and = . (24)
Olnr; Olnr,

Kqg>k>1. . .

After a few substitutions, we simplify (12) as Hence, the optimalr;,r,) operates at the point where the

increments ofinr; andIlnr, lead to the same growth in the
N _ 7,0 . . .
Poutage = Q P q _ (13) objective function.
Toriq(1 — q)

Note thatg depends om; via (8) and (6). B. Maximizing Efficiency under Performance Constraint

We now look into the problem of maximizing the resource
A. Optimizing Performance under Resource Constraint Utilization efficiency subject to a prescribed performance

We will first look into the problem of performance opti- max 7;7, SUbJect toP,iage < CONStant (25)
mization subject to a resource constraint, as formulated as {riro}
MiINiMize Pyyiage The problem in (25) is the dual problem of (14). Since

(14) adding the coding redundancy can only improve the system

performancePoutage Shall be monotonically decreasing when
wherery is prescribed. Sinc€(-) is a monotonically decreas-r;r, decreases. As such, we can solve (25) based on a bhi-
ing function of its argument, the problem in (14) is equivdle sectional search on;r,, where for each tentative poimtr,

subject ton > no,

to we obtain(r;, r,) via the solution of (14). The final solution
. q—ro of (r;,7,) is found when the performance constraint is met.
maximize J(r;, r,) := ————,
Vrire(1—q)gq (15)
subject tor;r, > pno. C. Numerical Examples
Using the standard Lagrangian method, we formulate thel) Resource Constrained Optimizatiofio give some nu-
objective function as: merical insight, we elaborate on an example. For the purpose
of simulation we define
L(T‘i, To, )\) = J(Tiaro) A (riro - P770) ) (16) KO — de _ 28 (26)
where )\ is the Lagrangian multiplier. SettingL/or;, = CN;
9L/0r, =0 leads to which is the number of packets needed when transmitting at
\ 19J 19J 17 capacity. Keeping this ratio constant, the data size sewilbs

the channel capacity and we do not need to explicitly comside
the coding overheag. Further, we define the numbers of
symbol per packet and the prescribed efficiency:

N, =28 (27)

pno = 0.5 (28)

o dri  Ti 01,
The requisite partial derivatives are
0J _ ria(l = a)d = 5(a—ro) (a(1 — q) + rild — 2dq])
Ori [riroq(1 — q))?

(18)
The fading channel experiences Rayleigh fadjng = 1)

—g)(=1)—L(g— —
0J 7T.T0q(1 (1) — 5(a = r0)e(1 Q), (19) which is constant for the duration of one packet as desciibed

o [riroq(l — CI)]% Section Il, where the capacity for a given SNR is calculated
whereg is the derivative of; with respect ta-;. Based on (6), Via (7c). In the simulation, for each level of SNR, we iterate
we have throughr; and calculate the following parameters:

q= 0 Oa = _m_amflefmawgcml (20) Ny = |r,C] (29a)
Oa Or; I'(m)
k= PNa (29b)
Substituting (18) and (19) into (17), we obtain PR = N,
—15qq ok J
To = " 21 K = —T; 29C
21— @) - a4~ D @D I (29)

The value forr; can be solved numerically from the constrainif the number of transmitted packef§ is smaller than the
—r2q¢ number of correctlylre(_:eived packets necessary to degbde
M2 —Tq—2q(—q " (22) the outage probability is naturally set to one.
! The PER and outage probability are evaluated via (5b),(10)
In short, we find the optima(r;, r,) based on (21) and (22). and we plot the outage probability in Fig. 1. First we notice
that for r; below 0.5 there is no possible,, sincer, can’t
Remark 1 Multiplying (17) by r;r, leads to be larger than unity angny = ror; = 0.5, leading to an
oJ 0J outage probability of one. Otherwise, the tradeoff between

“3_” = roa_ro’ (23) the redundancy of error-correction coding and the redundan

TiTo =
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Fig. 1. For a prescribed efficiengyno = 0.5, the outage probability can Fig. 3. The maximum achievable efficiency for a given outagebability

be determined for each SNR and pair (@f, r,); values belowl0~1° are of 10~2 shows a clear maximum for each SNR; there are 256 symbols per
displayed ag 019, there are 256 symbols per packet and the data size scajeket and the data size scales with the capacity as in (26).

with the capacity as in (26).

0.65 ‘ ‘ ‘ ‘
L = = = Numerical nl 0.6
optimal T
— — — numerical Ty 0.55
0.9f optimal 05

0.8 0.45
9 -
g 0.4} s ]
0.7 ,
0.35} R4 optimal scheme
06 o3, | fixed PER = 107 ]
a fixed r= 1
0.251 -, ) _ E
05 L, — — — fixed r= 0.9
j i i ; i 0.2 ‘ ‘ : :
0 5 10 15 20 25 30 5 10 15 20 25 30
SNR [dB] SNR [dB]

Fig. 2.  Minimizing Poutage OVer r; gives the following pairs ofr;,r,) Fig. 4. Comparison of the optimum efficiency with the effidgrof sub-
for each value of SNR. optimum schemes, configuring the inner layer coding to eithehieve a
constant PER or to transmit at a fixed fraction of capacity.

packets for erasure coding leads to a clear global maximum
for each fixed SNR. Nakagami fading. We evaluat®,, pk, K as in (29a)-(29c)

We pick the r; which returns the smallesP, ... for and the PER from (Sb).
each SNR, and show the result in Fig. 2, together with the a) Optimal Efficiency: To determine the achievable

corresponding-,. Fig. 2 also shows the results derived Vigypije satisfying the given outage probability, we use nuioar
(21) based on the Gaussian approximation in (12). The CUN&S;ch. We evaluat®

. JA ) butage Via (10) for increasingk(; then
baseq on th(_a Gaussian approxm:_:ttmn are smooth, since;Q efficiency can be calculated as, c.f. (26),
guantization inkK, k and pk is taken into account. The values
obtained via Gaussian approximation agree very well wigh th n=Ky/K. (32)
optimal values obtained via brute-force search.

2) Performance Constrained OptimizationVe look at a
similar numerical example, but fix

The results are shown in Fig. 3, where the plot appears cencav
and shows a clear global maximum. We compare this to some
sub-optimum schemes in Fig. 4, where the physical link is
Poutage = 1072, (30) fixed to either having a certain packet error rate, e.g., PER
10~ or to transmit at a certain fraction of capacity, erg.=
The other parameters stay unchanged as defined in (26),(27pr r;, = 0.9. We see that keeping the PER fixed is not
We start with Rayleigh fadingm = 1), but will extend to reasonable for low SNR, as on a Rayleigh channel this leads to
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. m =1 optimal m = 1 optimal
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0al _ — — —m =4 numerical
m = 4 optimal m = 4 optimal
02 : : : : : 10_2 ! ! ! L L
0 5 10 15 20 25 30 0 5 10 15 20 25 30
SNR [dB] SNR [dB]

Fig. 5. Displayed are the; andr, which lead to the highest efficiency for a Fig. 6. Comparison of packet error rates correspondingecttimalr; for
given SNR, to achieve an outage probabilityl6f~2, for Rayleigh (» = 1)  Rayleigh ¢n = 1) and Nakagami-4 fading channels.
and Nakagami-4 fading channels.

) ~Section Il of finite N; has the same trend as that of infinite
a very low physical throughput. On the other hand transngjtti N,

at a fixed fract.ion pf capacity do.es better thaq fixing the PER; r 4 given SNR and a finite packet si2&, the outage
and the question is theq to deuqe what fraction to use. probability will go to zero as long as, < g, since

Next we plot the optimal coding rates and r, as the
“m = 1" plots in Fig. 5. The brute-force search results ) PNy q-—r B
match very well with results based on (21) from Gaussian NEI—I}OOQ N.C \/roriql—q) ) > 42
approximation. The plots confirm that the optimgl for
Rayleigh fading channels is rather constant for mediumga hiIntuitively, as Ny goes to infinity, we will haveK’ — oo
SNR. Generally, we see that the outer ragestarts very low, packets transmitted through the wireless channel. By tive la

then increases, while the inner rateis slowly decreasing. Of large numbers, the receiver will haveq correct packets
almost surely As long asK ¢ > pk, the receiver decodes the

b) Rayleigh vs. Nakagami Fading Channelext, we whole message back. In this case, the maximum network rate

simulate the same setup using a Nakagami-m fading changgh|| be equal to the transmission success probability, i.e
with m = 4, which implies less severe channel fading
conditions. Comparison of the optimal and numerical rates To=¢. (33)
to those of the Rayleigh case are plotted in Fig. 5. We see
that the Nakagami fading channel leads to a much higher
outer rate, as fewer packets are lost. The inner rate varies max 7;q. (34)
only slightly across the considered SNR range, but compared T
o the Rayle'g.h case.starts W't.h a 'OWer value and ShoWSRaemark 2 Let us consider a different setup where an imme-
monotonically increasing behavior. This reveals that ftess . : . : .

. . : . d{ate ARQ is available on top of error-correction coding for
severe fading environment it pays to go with a lower rate a L
€each packet. LeC'r; denote the transmission rate for each

]tcg? I(l)rwesr’\:aRyer to achieve a reliable transmission, est"ymlapacket after coding, antl — ¢ denotes the packet error rate.

Further, we evaluate the PERs corresponding to the optin;rat\]e system throughput is thér;g, which can be maximized

; . ; ; by adjusting the rate of the error-correcting code. This is
r; (see Fig. 6). While for Rayleigh fadingn( = 1) the PER . . .
decreases very slowly, reaching baraly ' at 30 dB, for mathematically equivalent to the problem in (34). Our rissul

. ; . in this section are hence applicable to such an system with
Nakagami-m fadings = 4) the PER is smaller. In general, . i : .
the “raw” PER at the wireless link is quite high, demonstrgti combined ARQ and error-correcting coding.

the utilization of a second level of redundancy across thewe have the following analytical solution to the optimiza-
packets. tion problem in (34).

e optimization problem (34) becomes

IV. RATE OPTIMIZATION IN A SPECIAL CASE Result 1 On a Rayleigh fading channel, the inner layer rate

We now consider a special case where the data size gbe}X|m|2|ng(34) is given by:

proaches infinity:N; — co. We shall find an explicit solution W ()
for this special case, and show that the optimal solution in

(35)
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m=1 m =2 m=3 m =14 m =6 m =38 m =12 m = 16

T 1 1%‘/5 ~ 0.809 | ~#0.757 | =0.736 | =0.725 | = 0.726 | ~0.735 | ~ 0.746

ro | e T~ 0.368 ~ 0.519 ~ 0.604 | =~ 0.660 | ~0.729 | = 0.771 | = 0.820 | ~ 0.849
TABLE |

OPTIMAL RATES FOR VANISHINGSNR.

whereW () is the Lambert-W function [13]. This leads to the

network rate as: 1
1 1
ro = exp [—— + —} . (36)
W) v 0ol
At high SNR, we have '
lim r; =1, lim 7, = 1. 37 I
S S B os

Proof: Setting the derivative of;q = 0 leads to

0.7}
q+mig=0. (38)
—m=1
Substituting (6) and (20) into (38), we obtain 06l : , m=2
2riC_1 2riC - - - =4
exp| ——— | |1 —r;In(2)C =0. (39) ——-m=8
v 7 0.5} R P m=o |1
Since the exponential function is not equal to zero, thenogiti ; ; ; ,
r; satisfies -20 0 20 40
v = In(2)Cr; PO (40) SNR [dB]

USing the Lambert—.W functiorW(y) to denote t.he. solution Fig. 7. Optimalr; as a function of SNR for different Nakagami-channel
to y = xe®, we obtain (35). Using (5b), we obtaiy in (36). models, in the case of infinite data block lengtly — oo.
When v — oo, the capacity isC' = log, (7). Hence, we

have
lim 7; = lim W(V)_ (41) For differentm, we solve (45) numerically to get as shown
Yoo y—o0 In(y) in Table I. We then obtaim, = ¢ using (6). ]
Since both numerator and denominator diverge, we useThe inner layer rates maximizing (34) for general
I'Hopital’s rule, Nakagamim fading can be seen in Fig. 7, where we used
; ; W(y) 1 42 nume_rical maxim_izgtion ex_cept for the analytic resultshie t
7520 T V1_{1210 STV + 1]/7 1, (42) Rayleigh case. It is interesting to observe that the gesbegie

of the curves changes far > 2, similar to what we observed
where the derivative of the Lambert-W function is given if Fig. 5 (finite data case). For high SNR all curves seem to
[13]. The limit of , for high SNR can be directly found from rise monotonically, while for vanishing SNR they approach a
(36), asW () — oo for v — cc. B constant value as predicted by Result 2.

Numerically solving (45), the values are given in the Table
Result 2 For general Nakagami-m fading channels, the optis Result 2.

mal rates of the problem i(84) at a vanishing SNR are given e yajues are given in the Table of Result 2. We find the

in Table I. optimal inner rater; is decreasing forn < 8 and slowly
Proof: For vanishing SNR, we use the approxmaﬂoH‘CfeaseS again afterwards, reaching a theoretic limit; 6f
In(1 + z) ~ z to calculate the capacity: 1 for m — oo; the optimal outer rate-, is monotonically
- - increasing. Therefore for severely fading channels, ies:
C = / In{ 1+7)‘ (A) dX ~ v / Frn(\) dX = Ll, it is better to invest less redundancy on the inner layer
Jm In(2) Jo " (2)(:od|ng (or transmit close to capacity) for vanishing SNR. As

. th f a Nak . able Wi t(h )hthe gain on these channels in terms of packet error rate per
since the mean of a Nakagami-m variable 1S one. Ve then %‘aundancy increase in error-correction is rather low, enor
lim o — lim eriv — 1  lim rie"iv . (44) redundant packets in the outer layer, erasure-correction,
7—0 =0 7y =0 1 ! preferable.
via I'Hopital’s rule. Substituting (6) and (20) into (38)ve Fig. 8 compares the optimal rates of finite data lengths to
obtain those of infinite data length. In general, bathand r, are

m-1 ) smaller in the finite data length case, simge= ¢ is equivalent
e~ [Z — (mr;)F ﬁ(mri)m] =0. (45) toanoutage probability af.5, c.f., (13) — accordingly we need

P k! - (m — to increase redundancy to lower the outage probability. The
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Fig. 8. Comparison of optimal;, r, for different data lengths, for Rayleigh Fig. 9. For each discrete transmission mode (TM), the optirperformance
(gray) and Nakagami-4 (black) fading channels. is achieved for a limited SNR regiotP§utage= 10~2); modulation mode and
coding rate of each TM are defined in Table II.

curves with finite/y approach the limiting case of infinit&,
uniformly across the SNR range, showing similar behaviors.

V. OPTIMIZATION WITH DISCRETETRANSMISSION RATES

In Sections 1ll and IV we have assumed continuously
available inner layer coding rates. In practice, howevaly o
discrete rates are available depending on the chosen moc
ulation and coding pairs. In this section, we consider how
the performance is affected when only a finite number of
transmission modes are available.

The rate in a practical transmission mode is determined
by the modulation scheme, i.e., the number of bits per sym-

bol, and the coding rate which makes some fraction of the solociod rate N =
transmitted bits redundant to protect against errors. We wi 03l optimal curve RN - ]
consider square quadrature amplitude modulation (QAM) wit — — —availablerates |~ - T~
capacity-achieving channel coding (e.g., Turbo codes dPCD 02; 5 0 15 20 25 30
codes [9]). Each symbol carries an even integer number (say SNR [dB]

b) of bits. For example, QPSK, 16-QAM,..., and 256-QAM
have 2, 4,..., and 8 bits per symbol, respectively. With aecoflig. 10. Optimal inner coding rate; with discrete transmission modes,
of rate R, the actual inner rate is = b- R./C. We consider Rayleigh fading {1 = 1) and Pouage= 10",
the following rates listed in Table II.
When using discrete transmission modes, we cannot opti-
mize over the continuous variable. In fact, discrete trans- Suboptimum otherwise, since ultimately eaghconnected to
mission modes lead to a constant number of bits per symbglcertain transmission mode will go to zero, since it is a
R, = 7;C, which defines curves on théSNR r;)-plane decreasing function of SNR as explained before. The optimal
among which we can choose. Sin€és an increasing function €fficiency from Fig. 4 is the convex hull of the discrete cuve
of SNR and R, is constant, ther; on these curves areas it stems from the maximization over ajl
proportional tol /C going from infinity to zero with increasing  Optimizing over the discrete set of transmission modes,
SNR. the resulting inner rates is shown in Fig. 10; also included
Fig. 9 shows the efficiency for all transmission modes are the lines corresponding to constdl) for each available
evaluated as in (31). The outage probabilityAgmge= 10~2  transmission mode (dashed lines) and the optimal curves fro
as previously; other parameters stay also unchanged asi@. 5. As the optimal inner coding rate is relatively consta
(26), (27) and evaluated further via (29a)-(29c), (5b). Awe observe that the actual inner rate jumps between the
comparison we included the optimalfor continuous inner discrete available values to stay close for increasing SNR.
coding rates from Fig. 4. We notice that each transmissionAlthough the actual inner coding rate is “oscillating” anal
mode achieves a local maximum for a certain SNR and tise optimal rate due to the discrete rate constraint, trextfe



BERGEREet al. OPTIMIZING JOINT ERASURE- AND ERROR-CORRECTION CODING FOWIRELESS PACKET TRANSMISSIONS 9

TABLE I
DISCRETETRANSMISSIONMODES WITH CODING

| ™ 1 ™ 2 ™ 3 ™ 4 T™M 5
Modulation | QPSK  16-QAM _ 16-QAM _ 64-QAM __ 256-QAM
Code RateR. 1/2 1/2 3/4 3/4 3/4
Ry [bits/sym] | 1.0 2.0 3.0 45 6.0
6 ‘ [2] E. Soljanin, N. Varnica, and P. Whiting, “Incrementatitmdancy hybrid
max of TMs ARQ with LDPC and Raptor codeslEEE Trans. Inform. TheorySept.
continuous rates 2005, submitted for publication; available at
51| — — — discrete TMs i http://netlib.bell-labs.com/who/emina/papers/hyhril final.pdf.

[3] J.-F. Cheng, “Coding performance of hybrid ARQ schefndEEE
Trans. Commun.vol. 54, no. 6, pp. 1017-1029, June 2006.
[4] J.-H. Cui, J. Kong, M. Gerla, and S. Zhou, “The challengé®uilding
mobile underwater wireless networks for aquatic applicet]’ IEEE
Network, Special Issue on Wireless Sensor Networking 20, no. 3,
pp. 12-18, May/June 2006.
[5] M. Luby, M. Mitzenmacher, M. Shokrollahi, and D. Spielm&Efficient
erasure correcting codedEEE Trans. Inform. Theoryvol. 47, no. 2,
pp. 569-584, Feb. 2001.
[6] M. Luby, “LT codes,” in Proc. 43% Annual IEEE Symposium on
Foundations of Computer Sciendsov. 2002, pp. 271-280.
[7] M. Shokrollahi, “Raptor codes,JEEE Trans. Inform. Theoryol. 52,
no. 6, pp. 2551-2567, June 2006.
[8] O. Etesami and A. Shokrollahi, “Raptor codes on binaryntogyless
symmetric channels,JEEE Trans. Inform. Theoryvol. 52, no. 6, pp.
2033-2051, May 2006.
[9] D. J. C. MacKay,Information Theory, Inference, and Learning Algo-
rithms, 1st ed. Cambridge, UK: Cambridge University Press, 2003.
SNR [dB] [10] A. Papoulis and S. U. PillaRProbability, Random Variables and Stochas-
tic Processes New York: McGraw-Hill, 2002.

[11] M.-S. Alouini and A. J. Goldsmith, “Adaptive modulatioover Nak-
agami fading channels,Wireless Personal Communicatigneol. 13,
no. 1-2, pp. 119-143, Nov. 2004.

[12] L. Zheng and D. Tse, “Diversity and multiplexing: a fuamdental
tradeoff in multiple-antenna channeldEEE Trans. Inform. Theory

- . vol. 49, no. 5, pp. 1073-1096, May 2003.
system throthpUC”T" stays falrly smooth (See Fig. 11)'[13] E. W. Weisstein, “Lambert W-FunctionMathWorld—A Wolfram Web

This, because the changes in the inner rate are compensatedresource http://mathworld.wolfram.com/LambertW-Function. titm
by the changes of the outer rate. Due to the finite number

of transmission rates, the optimal throughput is not always

achieved. However, with practical transmission modes the

throughput is strictly increasing, and not far away from the

optimal throughput for continuous rates.

achieved throughput

Fig. 11. Achieved throughput with discrete transmissionde® Rayleigh
fading (Tﬂ = 1) and Poutage: 1072.

VI. CONCLUSION
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