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Highlights
Corticocortical communication is a
fundamental aspect of brain function.
Flexible behavior suggests a need for
modulating interareal signaling from
moment to moment.

Several schemes for modulating
corticocortical communication have
been proposed. These include alter-
ing the structure of activity within a
source network, the sensitivity of a
target network to the input it receives,
or gating signals during the relay be-
tween areas.
Nearly all brain functions involve routing neural activity among a distributed net-
work of areas. Understanding this routing requires more than a description of
interareal anatomical connectivity: it requires understanding what controls the
flow of signals through interareal circuitry and how this communication might
be modulated to allow flexible behavior. Here we review proposals of how
communication, particularly between visual cortical areas, is instantiated and
modulated, highlighting recent work that offers new perspectives. We suggest
transitioning from a focus on assessing changes in the strength of interareal
interactions, as often seen in studies of interareal communication, to a broader
consideration of how different signaling schemes might contribute to computa-
tion. To this end, we discuss a set of features that might be desirable for a
communication scheme.
We review these schemes and highlight
new proposals that suggest communi-
cation may be determined by how
source population signals align with
interareal communication subspaces.

We propose a set of design consider-
ations for evaluating the relative merits
of different communication schemes.
When examining interareal communica-
tion, we suggest moving beyond merely
characterizing changes in the strength
of interareal interactions, to a wider con-
sideration of the computational benefits
and limitations of different communica-
tion schemes.

1Dominik Purpura Department of
Neuroscience, Albert Einstein College of
Medicine, Bronx, New York, NY, USA
2Department of Ophthalmology and
Visual Sciences, Albert Einstein College
of Medicine, Bronx, New York, NY, USA
3Department of Systems and
Computational Biology, Albert Einstein
College of Medicine, Bronx, New York,
NY, USA
4Department of Electrical and Computer
Engineering, Carnegie Mellon University,
Pittsburgh, PA, USA
Corticocortical Communication Is Constrained but Not Explained by Anatomy
Most perceptual, cognitive and motor functions rely on neuronal activity distributed across
multiple brain areas [1–3]. These functions require not only the generation of relevant patterns
of activity within each area, but also the appropriate communication of activity among areas.

Anatomy provides the basic scaffolding for interareal signaling: direct communication between
areas requires anatomical connectivity. Yet anatomical connectivity does not fully specify com-
munication. Consider a synaptic connection between two neurons. The existence of this connec-
tion makes communication possible, but how the presynaptic neuron will influence its
postsynaptic partner will depend on multiple other factors: synaptic strength, the pattern of pre-
synaptic firing (e.g., degree of bursting), the integrative properties of the postsynaptic cell, and so
on. Similarly, signaling between neuronal populations could be strongly influenced by the pattern
of activity in the source population, the properties of the circuit relaying activity between popula-
tions, and the properties of the postsynaptic target network.

The issue of how neuronal populations communicate is a general one, relevant for understanding
signaling both within a brain area and between areas. However, there are at least two reasons
why interareal communication merits special attention. The first is expedience: the physical
separation and functional distinctiveness of the source and target networks can be leveraged
to facilitate understanding of communication. Second, and more important, interareal signaling
appears malleable on a moment-to-moment basis and this flexibility is thought to explain flexible
perceptual and cognitive functions [4–10] and motor behaviors [11–15]. Flexible interareal signal-
ing is evident as a moment-to-moment change in the degree to which activity in two areas is
related [4–9,16].
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What, then, are the factors that influence interareal communication and might allow its flexibility?
A range of schemes have been suggested, including proposals that focus on the structure of ac-
tivity in the source network, on ways in which signals may be gated between source and target
areas, and on mechanisms within the target area that might modulate the efficacy of inputs
received. Most schemes are proposed as general principles for how any two brain areas may
communicate, though one proposal suggests that a particular structure (the pulvinar nucleus of
the thalamus) may have a special role in regulating corticocortical communication. Here, we
review these proposals, discuss supporting evidence, and consider their mechanistic
underpinnings. We then speculate on conceptual strengths and limitations of the different
proposals for information processing and propose that it is important to consider how different
schemes might interact with network computations.

We focus on communication between cortical areas, particularly but not exclusively in the
visual cortex, where these issues have been investigated extensively. However, we expect that
many of the principles we discuss may be relevant for communication between other structures
as well.

Temporal Coordination of Source Population Activity
One factor that might strongly influence the drive provided by a source area to a target area is the
degree to which the spiking activity of source neurons is temporally coordinated (Figure 1A).
Because neurons integrate synaptic inputs over a small time window, synchronous inputs from
source neurons are more likely to generate a response in target neurons than asynchronous
inputs (Figure 1A) [17–19]. There is extensive experimental evidence that the temporal coordina-
tion of spiking activity can be rapidly modulated, by stimulus properties [20,21], task conditions
[22], and attentional engagement [23], among others.

Experimental work has provided some evidence that synchronous source activity is associated
with a higher probability of spiking in a downstream target network. For instance, synchronous
spikes in pairs of thalamic neurons have been shown to be more likely to generate a response
in target primary visual cortex (V1) cells than predicted by the sum of input drive provided by
each cell separately [24,25]. More recently, neuronal spiking in the input layers of V2 was
shown to be associated with epochs of elevated neuronal population synchrony in the output
layers of V1 [26]. This association was not evident for V2 neurons in layers that do not receive di-
rect V1 input, suggesting that epochs of enhanced V1 synchrony do not cascade through multi-
ple downstream networks.

The degree to which correlated synaptic input will provide potent drive to the downstream net-
work depends on a multitude of factors, including the temporal precision of the coordination
and the number of source neurons involved [27]; the interareal architecture, including the diver-
gence and convergence of interareal connections [27]; the integrative properties of the down-
stream neurons [18]; and the degree to which rapid, feed-forward inhibition is recruited in
downstream networks [17,26]. A rich computational literature has explored these factors and
shown that changing the temporal coordination of activity can have widely varying efficacy in al-
tering the drive provided to a target network [17,18,28]. Thus, the relevance of this scheme may
depend on the particular source and target area and the circuitry that links them.

The relevance of synchrony-based schemes for corticocortical communication may also be lim-
ited because precise temporal synchrony between cortical neurons is typically weak. Pairs of V1
neurons, for instance, fire roughly 1–5% of their spikes within a few milliseconds of each other
[21,29], the timeframe in which postsynaptic summation is likely to occur. In principle, weak
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Figure 1. Schemes for Modulating Corticocortical Communication. (A) Temporal coordination. Left: weak communication occurs when source population activity
(blue) is asynchronous, resulting in little activity in the target network (green). Strong communication (right) occurs when source activity is synchronous. In the schematic on
the right, resultant downstream activity is depicted as synchronous as well, as in [27], though it remains unclear whether in the cortex downstream activity driven by input
synchrony is also synchronous or simply elevated. (B) Communication through coherence. Left: weak communication occurs when oscillations in the source and target
area are not appropriately phase aligned. Activity in the source area occurs at the peak of a local oscillation. If the phase of this oscillation is misaligned with the
oscillation in the target network, there is little activity generated in the target (faint blue line, source oscillation; green line, oscillation in the target network). Right: strong
communication occurs when the two oscillations have appropriate phase offset. (C) Communication subspace. Left: weak communication occurs when activity in the
source population is mismatched to the communication subspace that relates source activity to target activity. In this illustration, the subspace is indicated as a plane in
the source population activity space; fluctuations in the source area are orthogonal to the subspace and thus generate little activity in the target network. Right: strong
communication occurs when fluctuations in source activity fall in the communication subspace. (D) Pulvinar mediated communication. Left: weak communication
through both the direct corticocortical pathway and indirect pathway through the pulvinar. Weak communication may involve gating mechanisms in the thalamus.
Right: strong communication involves better relaying of activity through the pulvinar and enhanced direct corticocortical communication. Text alignment under the
source/target areas in each panel indicates whether the schemes involves changes in the source network, target network, or in between.
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pairwise synchrony could be overcome by involving larger pools of neurons, that is, generating
synchronous population-wide activity. But empirical evidence to date suggests such events are
rare [26,30,31]. Strong population synchrony can be induced by shared locking to stimulus
drive [32,33]. But because this form of synchrony is determined by sensory input, it is unclear
how it can be deployed to modulate communication in a goal-oriented manner. Thus, whether
population temporal coordination plays an important role in modulating corticocortical signaling
remains an open question.

Communication through Coherence
Perhaps themost extensively studied proposal for modulating interareal signaling is ‘communication
through coherence’ (Figure 1B) [34]. In this scheme, interareal communication ismost effective when
the phase of gamma oscillations (roughly 30–70 Hz) in the source and target areas are appropriately
Trends in Neurosciences, September 2020, Vol. 43, No. 9 727
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coordinated (though, conceptually, the proposal can be applied to other oscillation frequencies).
Gamma oscillations involve rhythmic fluctuations in inhibition [35,36]. As a result, the efficacy of
input to a target area will depend on whether it arrives at the phase of gamma when target neurons
are more excitable (‘good’ gamma phase) or relatively unexcitable because they are receiving more
inhibition (the ‘bad’ phase).

There is extensive evidence that altering task requirements, usually manipulations of attention,
result in changes in gamma oscillations [37] and in their coherence between early visual cortical
areas (e.g., [4–6,9,38,39]). In higher visual, motor, frontal, and parietal areas, task demands
alter interareal coherence in other (non-gamma) frequencies [4,6,14,40]. The extensive relevant
literature has been reviewed by others [34,41–43].

There are also well-established mechanisms for generating gamma oscillations, involving a rhyth-
mic interplay between excitation and inhibition [35,36]. Establishing the appropriate phase delay
between the source and target networks could be accomplished by the oscillatory spiking activity
in the source network entraining the target [34].

Despite this evidence in favor of gamma coherence as amodulator of interareal communication, a
number of groups have argued that the properties of gamma make it unsuitable to serve as the
principal mechanism for regulating interareal signaling (see [44] for review). Gamma oscillations
build slowly in strength [45] and are unstable [46], suggesting they may not be able to modulate
interareal communication quickly or reliably (but see [47]). Many visual stimuli, like small, low-
contrast stimuli [45,48], induce minimal gamma yet are clearly perceptually distinguishable,
suggesting gamma is not needed to relay signals (though it might still modulate the efficacy of
signaling in a task-dependent manner). Experimental work has also shown that at least in some
cases, the efficacy of input received in a target network is not strongly modulated by local
gamma phase [49].

The Communication Subspace
Recent work has provided a new hypothesis of how interareal communication might be
modulated: by changing the degree to which population activity patterns in a source area
match a communication ‘channel’, which relays those signals to a downstream network
[50–52]. Much like a lock-and-key mechanism, signals that match the communication channel
are effectively communicated; those that do not remain confined to the source area (Figure 1C).

The core idea for this scheme was developed by Kaufman et al. to explain the relationship
between activity in the motor cortex and the muscles [50]. Motor cortex activity is relayed
through the spinal cord to the muscles, where it causes contraction. Yet there is robust activity
in motor cortex during the preparation for movement, which does not generate muscle
activity. One longstanding hypothesis is that preparatory activity in motor cortex is gated by
either local inhibition or inhibition in spinal circuits, preventing its propagation to the muscles;
movement onset, then, would involve opening the gate. However, the evidence for such gating
is limited [53].

An alternative explanation for the absence of muscle activity during preparatory periods is
provided by a consideration of the mapping from neuronal to muscle activity. Suppose there is
a linear mapping such that muscle activity, m, is equal to the summed activity of two neurons
(r1,r2):

m ¼ r1 þ r2 ½1�
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Different combinations of neuronal activity will generate different degrees of muscle activity.
Critically, if r1 and r2 change in equal and opposite directions, then there is no change in muscle
activity, m. Such combinations of neuronal activity can be viewed as falling in the ‘null space’ of
the readout relating neuronal to muscle activity. It has been shown that preparatory population
activity in motor cortex resides in the null space of a linear model relating motor cortex activity
to muscle activity [13,50,51], perhaps explaining why preparatory activity does not cause muscle
contraction.

Building on these findings, Semedo et al. explored which population activity patterns in a cortical
source area (V1) were related to population activity in target area V2 [52]. Interareal interactions
were found to occur through a ‘communication subspace’, meaning that a small subset of V1
population activity patterns was related to V2 activity. That is, many V1 activity patterns fell in
the null space of the mapping from V1 to V2 population activity. Further, the most prominent
V1 population patterns were not those most strongly associated with V2 activity, as these prom-
inent patterns were not matched to the communication subspace.

How could a communication subspace be implemented and used to regulate interareal
communication? In principle, implementing a communication subspace simply requires an
appropriate set of synaptic weights between projection and target neurons. Specifically, the
weights between networks need to be describable as a linear combination of ‘basis’ or canonical
weights. Importantly, the communication subspace does not require that only a subset of source
neurons project downstream, a type of trivial anatomical communication subspace, discussed
further in Box 1.
Box 1. Anatomy 2.0: The Rise of Subnetworks

Modern experimental techniques have renewed interest in how interareal circuitry might inform our understanding of
interareal communication. More specifically, recent work has revealed that neighboring neurons in a source area can have
strikingly different downstream targets. For instance, intermingled subsets of neurons in mouse primary visual cortex (V1)
project either to downstream cortical areas posteromedial (PM) or anterolateral (AL) [108]. Feedback axons from
lateromedial (LM) to V1 also arise from distinct subsets of neurons, with different functional properties and different projec-
tion patterns [109]. Intermingled subnetworks relaying different information to distinct downstream network have also
been described in mouse primary somatosensory cortex [110], motor cortex [111], and posterior parietal cortex [112],
among others.

While this anatomical knowledge places important constraints on corticocortical communication, there are issues with re-
lying on different functional subnetworks to instantiate flexible interareal signaling.

First, anatomical work has shown that individual cortical neurons often project to multiple downstream areas [113–115].
This limits the degree to which selective or flexible communication can be achieved by simply turning on or off different sub-
sets of neurons. We note that selective or flexible communication can be achieved if the synaptic connections of source
neurons to multiple downstream targets are arranged to form distinct communication subspaces [52]. That is, with com-
munication subspaces, neurons in a source area can project to multiple downstream targets and yet selectively commu-
nicate with one target or another by changing patterns of activity among those neurons [52]. Thus, the communication
subspace is a functional concept, which does not rely on the presence or absence of connections to achieve selectivity,
as is the case for anatomical subnetworks.

Second, neurons with distinct target projections often have different functional properties. For instance, V1 neurons
projecting to area AL have different spatiotemporal selectivity from their neighbors who project to area PM [108]. Thus,
shifting activity from one source subpopulation to another not only alters which target network is being communicated
with, but also which information is being exported by the source area. This is distinct from the schemes considered in
the main text, in which the same neurons are involved in the communication, and thus the same information can be con-
veyed, but their signaling efficacy is altered. In essence, instantiating flexible communication by shifting activity between
different subpopulations of projection neurons is more akin to changing the areas involved in a function (where the ‘areas’
are groups of neurons within an area) than to changing how a fixed constellation of areas communicates.
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With a communication subspace in place, interareal communication can bemodulated by chang-
ing the degree to which population activity patterns in the source area match the communication
subspace [52]. There is strong evidence that population activity patterns are highly malleable, by
stimulus properties (e.g., [21,54–56]), attention (e.g., [10,57,58]), learning (e.g., [58–60]), and task
requirements (e.g., [61–65]), though whether these changes alter interareal signaling through a
communication subspace is not yet established.

Finally, a concept related to the communication subspace was proposed in a study that
explored neuronal population representations in the prefrontal cortex of monkeys performing a
color/motion discrimination task [66]. This study showed that the relevant sensory input
(e.g., color signals) drove prefrontal representations whereas irrelevant sensory input (motion
signals) did not, a form of gating or input selection. Modeling suggests this gating could occur
via a context signal that serves to align relevant inputs (but not irrelevant ones) with low-
dimensional local network dynamics. Thus, the alignment of inputs with target population
dynamics could be a mechanism by which a target network selects inputs from different source
areas or networks, instantiating flexible interareal signaling.

The Pulvinar
All of the proposals described above focus on how the efficacy of direct communication
between cortical areas might be modulated. But not all communication between cortical
areas is direct. At least some signals between areas may be relayed through the pulvinar
nucleus of the thalamus (Figure 1D). The cortical projections to the pulvinar arise in the
deep layers of a source area; pulvinar projections to target areas terminate in their superficial
layers. In addition, the pulvinar sends a projection back to the source area from which it
receives input [67,68].

The pulvinar has been proposed to function as an intermediary, relaying signals received from a
source area onto a target. One possibility is that the cortico-pulvino-cortical pathway operates
in parallel with the direct corticocortical pathways, but is specialized in providing target cortical
areas with an efference copy of the signals relayed to subcortical structures by the source layer
5 neurons [67,69]. The gain of the pulvinar relay might be modulated by inhibitory circuits in
the thalamus (e.g., thalamic reticular nucleus) [70]. Others have argued, however, that the
cortico-pulvinar-cortical pathway is unlikely to function as an adjustable relay because: (i) there
is broad convergence of cortical inputs onto each pulvinar cell, so that cortical activity from the
source area is likely reorganized and transformed in the thalamus; and (ii) the projection to the
target area is diffuse, so signals are relayed there in a nonspecific manner [68].

An alternative proposal is that the pulvinar regulates the efficacy of direct corticocortical
communication [68,71,72]. The pulvinar might do so by modulating the excitability of projection
neurons in a source cortical area. Several studies have shown that pulvinar inactivation
can have a dramatic effect on activity in the source area with which it is reciprocally connected
([9,72]; see also [73]). The pulvinar might also modulate interareal communication by
affecting cortical oscillations or synchrony in a source or target area (depending on attentional
state) [6], which, as discussed previously, has been associated with altered corticocortical
signaling.

In summary, the pulvinar might play an important role in regulating corticocortical signaling, either
by functioning as a flexible relay or by modulating direct corticocortical signal transmission. Given
that pulvinar lesions can have profound behavioral effects (e.g., visuospatial hemineglect) [68],
more work on the role of this structure in interareal signaling is needed.
730 Trends in Neurosciences, September 2020, Vol. 43, No. 9
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Feedforward versus Feedback Signaling
We have discussed interareal signaling in a generic manner, without distinguishing whether sig-
naling is occurring in a feedforward (e.g., from lower to higher visual cortex) or feedback (from
higher to lower) manner. In the visual system, feedforward connections are thought to generate
new receptive field properties in downstream networks (e.g., [74–76]); feedback connections
have been linked to a more diverse set of functions, including providing spatial contextual infor-
mation [77], contributing to perceptual learning [78], and relaying beliefs and top-down predic-
tions about the state of the sensory world [79,80].

Feedforward and feedback connections arise and terminate in distinct cortical layers [81–83]. In
the visual cortex, these connections also differ in their precision. Feedforward connections project
to a spatially circumscribed portion of the target area, linking neurons that represent similar
regions of visual space [81]. Feedback projections are more spatially diffuse within the target
area and these axons also branch extensively on their way from the source area (so that a source
neuron will project to multiple lower cortical areas) [82]. There is also a marked asymmetry in the
efficacy of feedforward and feedback pathways. Silencing lower areas usually strongly reduces
activity in higher areas, suggesting feedforward inputs are ‘driving’ inputs [84], at least between
V1 and higher visual areas [85,86]. In contrast, silencing higher cortex has more subtle effects
on responses in lower cortex, reducing responses for some stimuli but not others [87–89]. As a
result, feedback connections are considered ‘modulatory’ [84], though they equal feedforward
connections in number [81,90].

Given these marked differences in their properties, interareal feedforward and feedback commu-
nication may operate differently. For instance, feedforward and feedback interactionsmay involve
different oscillation frequencies [91,92]. Gamma oscillations appear to propagate from lower cor-
tical areas to higher (i.e., the oscillations in the lower area lead those in the higher area), whereas
those in low frequency bands, like alpha and beta, have the opposite phase lag relationship.
However, given the complexity of population codes, it seems improbable that the efficacy of an
entire corticocortical pathway can be summarized by a single summary statistic, the power in a
certain frequency range. One alternative scenario is that feedforward (e.g., V1 leading V2) and
feedback (V2 leading V1) interactions operate through distinct communication subspaces [93,94].

Design Considerations
Work in the preceding two decades has given rise to several alternative (and not mutually
exclusive) views of how interareal communication might be instantiated and flexibly modulated.
What might be a fruitful approach for navigating these proposals?

We propose that rather than simply characterizing interaction strength under different task
conditions, as is sometimes the case in studies of interareal communication, it might be produc-
tive to develop a theoretically or computationally driven perspective of how different schemes
might contribute to function. Part of such an effort should involve assessing the strengths and
limitations of different proposed schemes from a functional perspective. A set of functional con-
siderations is articulated in Box 2 and Figure 2. The list provided is not meant to be exhaustive,
nor do we presume any insight into which considerations are most relevant for brain function.
However, we suggest that considering issues such as those provided in Box 2, and discussed
further later, may help elucidate the functional relevance of different proposed schemes. These
considerations may also guide the search for alternative schemes not yet discovered.

A central, often overlooked consideration is that target networks transform the signals they re-
ceive from a source area; that is, they perform computations on those inputs. The focus of studies
Trends in Neurosciences, September 2020, Vol. 43, No. 9 731



Box 2. Desiderata of Communication Schemes

To further our understanding of interareal communication, a normative perspective may be helpful: What featuresmight we
desire from an interareal signaling scheme?Of course, these featuresmight not all be accomplished by one scheme, might
not be equally important for brain function, and might conflict (in that optimizing for one may compromise another). Yet
considering these desired features can help guide understanding of the functional advantages and disadvantages, and
perhaps the relevance, of different schemes. Some useful features might be:

• Modulation strength: the scheme should modulate interareal signaling strongly enough to modify the function of the
downstream network in the desired manner.

• Scalability: the scheme should allow for the modulation of communication between multiple areas. Often schemes are
considered as a way to alter signaling between two areas, although most functions will involve coordination among a
larger network of areas.

• Interference: the scheme should allow for a downstream network to receive input from one area without contamination
by signals provided by another.

• Selectivity: the scheme should allow for a source area to send signals selectively, communicating with one target
network but not another.

• Reconfiguration speed: the scheme should allow for rapid reconfiguration of which areas are communicating. If the
scheme takes time to instantiate or switch configurations, it may be useful only when demands are relatively constant
in time.

• Bandwidth: the scheme should not impose a bottleneck on the flow of information (e.g., bits/s) between the networks it
aims to connect, both at any instant or on average across time.

• Computation: the scheme should contribute to, or at least not interfere with, network computation and function. The
purpose of interareal communication is not simply to relay signals from one area to another. Rather, it is to relay signals
such that desired computations, both within and across areas, can be instantiated.

• Implementation: the implementation of the scheme should be biologically plausible. Most proposed schemes have
established mechanistic underpinnings. But it is often less clear how a scheme might be implemented to accomplish
a specific desired routing of signals. If performing a task requires routing signals from area A to B and not from A to C,
how will the necessary configuration of source or target activity be implemented?

• Robustness: the scheme should be robust, so that it is not derailed by unavoidable biological fluctuations, such as
response variability (e.g., spike timing variability and synaptic transmission failure) or changes in network architecture
(e.g., cell death, other forms of injury or aging, or plasticity in the source or target area). Robustness might also include
an ability to modulate signaling in the presence of other communication schemes (i.e., lack of interference between
schemes).

• Learnability: the scheme should be learnable during development and updatable in the fully developed brain.

Trends in Neurosciences
on interareal signaling has often been on how the output of area A might be successfully
(or unsuccessfully) relayed to B [17,18,95], without much consideration of how the signaling
schememight constrain or influence downstream computation [96]. This shortcoming is perhaps
most easily illustrated for synchrony-based schemes for propagating activity through multiple
layers of a hierarchical network. Successful communication in this literature is typically defined
as the ability to propagate population activity patterns introduced in the first layer effectively to
the deep layers of the network [18,27,95]. But if the deep layers of the network produce an output
that is identical to its input, it has performed no computation. Though this issue is easily illustrated
in the context of synchrony-based schemes, it applies broadly. Networks may perform a range
of different computations, such as transforming sensory representations (i.e., creating new
receptive field structure) [74–76], integrating sensory evidence [97], performing predictions [98],
maintaining signals for working memory [99,100], marginalizing over nuisance variables [101],
and many others. It will be critical to understand how different schemes interact with networks
designed to perform these different computations.

A second widely neglected consideration is the biological feasibility of implementation for flexible,
task-directed communication. All proposed schemes have plausible mechanistic underpinnings,
in the sense that the requisite phenomena have been observed experimentally (e.g., existence of
gamma oscillations, population synchrony, or a communication subspace). But it is much less
clear how the relevant modulation of activity might be recruited in a goal-directed manner. For
instance, if communication is determined by the alignment of population activity pattern with a
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Modulation
strength

Scalability

Interference

Selectivity

Bandwidth
h(x)g(x)f(x)

Computation

Implementation

Robustness

Learnability

Reconfiguration 
speed

Design
considerations

for
communication

schemes

Source Target

TrendsTrends inin NeurosciencesNeurosciences

Figure 2. Design Principles for Interareal Communication Schemes. There are many inter-related design
considerations that may distinguish the utility of different proposed communication schemes. These include modulation
strength (how strongly the scheme alters communication), scalability (how well the scheme could coordinate signal flow in
a distributed network), interference (how well the scheme separates inputs from different upstream areas), selectivity (how
well the scheme allows a source area to communicate with one downstream area versus another), reconfiguration speed
(how quickly the scheme can switch which areas are communicating with which), bandwidth (how much information the
scheme allows one area to send to another per unit time), computation (how the scheme contributes to and interacts with
computations performed within and between areas), implementation (how the scheme could be instantiated to achieve a
particular routing of signals), robustness (how well the scheme tolerates disruptions like neuron loss), and learnability (how
easily the scheme might be learned from experience). See also Box 2.
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communication subspace, how will the structure of that activity be guided so that it yields the de-
sired pattern of communication? Similarly, if communication is modulated by synchrony, how will
the task-relevant source neurons be coordinated to enhance the drive they provide to the target
network?

In addition to these shared issues, there are design considerations which some schemes may be
better suited to address than others. For instance, allowing for high bandwidth communication
between areas—the ability to relay a great deal of information in a short time—may be desirable.
Oscillation-based schemes may be limited in their temporal bandwidth because oscillations
Trends in Neurosciences, September 2020, Vol. 43, No. 9 733
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Outstanding Questions
There is tremendous diversity in the
strength of interareal connectivity.
Given this diversity, to what degree
are there canonical rules of
communication? Are feedforward and
feedback communication modulated
using similar schemes or principles?
Are the schemes for modulating
interareal communication different
from those that regulate signal flow
between neuronal populations within
a cortical area (e.g., different layers)?
Are the mechanisms for modulating
interareal signaling similar across
species?

What is the role and relative importance
of cortico-pulvino-cortical pathways
compared with direct corticocortical
pathways in interareal signaling?

To what degree does flexible behavior
rely on changes in corticocortical
communication as opposed to changes
in the functions performed by individual
brain areas?

Does modulating interareal signaling
rely on recruiting distinct subsets
of neurons for different functional
purposes (i.e., distinct subnetworks),
or instead rely on changing how a
fixed pool of neurons interacts with
each other?

Our understanding of corticocortical
signaling is hamstrung by limited
computational and theoretical
frameworks. What are the strengths
and limitations of different signaling
schemes in supporting specific
computations and functions in
both source and target networks?
What are the functional merits
of having modular networks with
flexible interareal communication?

Ultimately, interareal communication
must be understood at the level of
neuronal population spiking responses,
as these are the signals that are actively
relayed between areas. Yet we have
limited analytical tools to relate sets of
population spiking responses to each
other. What analytic methods best
summarize population activity and allow
it to be related to activity in other areas
and to behavior?
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modulate communication by establishing preferential epochs during which signals are effectively
relayed and thus also establish epochs when communication is less effective (the ‘bad’ gamma
phase) [34]. This may limit information flow since communication can only occur in discrete
epochs. In contrast, mechanisms like the communication subspace involve patterns of activity
across neurons rather than time and so may not be limited in this way [52].

A final example: interareal communication is often considered as a problem of relaying activity from
area A to B, a formulation we have relied on throughout this review. Butmost brain functions involve
activity distributed across many distinct areas and subnetworks. The control of signaling in such a
distributed network may require schemes that can selectively modulate the efficacy of many dis-
tinct inputs to a target network, or the efficacy of outputs from a source area to many targets.
Such scalability might be challenging for oscillation-based schemes because of the difficulty of es-
tablishing the correct phase relationship among multiple areas, when communication between
each pairing of areas involves a different temporal conduction delay (due to physical proximity;
[44] but see [47]). Scalability may also be challenging if different inputs to the target area need to
be modulated independently, since this would require maintaining distinct oscillations in the target
network that do not interfere with each other (but see [102]).

Concluding Remarks
We have reviewed a number of proposals for how interareal communication might be instantiated
and flexibly modulated. We summarized key relevant supporting evidence for each of the pro-
posals and articulated some of their potential strengths and limitations for supporting computation.

We note that existing proposals need not bemutually exclusive. For instance, the degree to which
synchronous activity is effective in driving downstream activity might depend on its timing relative
to ongoing oscillations [28]. Or, the efficacy with which signals are routed through a communica-
tion subspacemay depend on their fine temporal structure or on the phase of ongoing oscillations
in the target network. More generally, interareal communication might involve a mixture of mech-
anisms in the source area, the target area, and in intermediate structures like the pulvinar. And this
mixture may depend on cortical regions (e.g., frontal versus occipital), the particular pair of areas
considered, or the direction of signal flow (feedforward versus feedback). The possibility of a mix-
ture of interareal communication schemes is reinforced by the vast differences, up to five orders of
magnitude, in the degree of anatomical connectivity between areas that are considered con-
nected [103,104].

Clearly, our understanding of interareal communication has advanced, but much remains poorly
understood or unknown (see Outstanding Questions). We would argue that a key need is to un-
derstand better the relationship between neuronal population spiking activity in different areas
(rather than surrogate signals, like the local field potential), because these are the signals that en-
code information and are actively propagated between networks [105]. Understanding the
interareal interactions of neuronal population spiking responses will, in turn, require the develop-
ment of new analytic approaches [106,107]. In this regard, the study of interareal signaling will
likely offer a fruitful way to advance understanding of neuronal population coding more generally.
By elucidating how different aspects of population responses affect propagation and down-
stream computation, we stand to further our understanding of cortical function more generally.
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