Perceptual behavior naturally shifts over tens of minutes in a discrimination task.

A slow drift in visual area V4 is a neural correlate of this behavior.

Neurons in multiple brain areas (V4 and prefrontal cortex) share the same slow drift.

The slow drift acts as a brain-wide impulsivity signal, overriding sensory evidence.

In Brief

The ability to make a perceptual decision depends both on sensory inputs and on internal cognitive state. Cowley et al. find a slow drift embedded in populations of neurons in visual and prefrontal cortex. Rather than biasing sensory evidence, the slow drift reflects the likelihood of an impulsive decision.
An animal’s decision depends not only on incoming sensory evidence but also on its fluctuating internal state. This state embodies multiple cognitive factors, such as arousal and fatigue, but it is unclear how these factors influence the neural processes that encode sensory stimuli and form a decision. We discovered that, unprompted by task conditions, animals slowly shifted their likelihood of detecting stimulus changes over the timescale of tens of minutes. Neural population activity from visual area V4, as well as from prefrontal cortex, slowly drifted together with these behavioral fluctuations. We found that this slow drift, rather than altering the encoding of the sensory stimulus, acted as an impulsivity signal, overriding sensory evidence to dictate the final decision. Overall, this work uncovers an internal state embedded in population activity across multiple brain areas and sheds further light on how internal states contribute to the decision-making process.
alternative choices (Churchland et al., 2008), the reward or choice history of previous trials (Abrahamyan et al., 2016; Urai et al., 2019), or a model term describing errors (i.e., “lapses”) that occur independently of sensory evidence (Weissman et al., 2006; Pisupati et al., 2019). Less is known about the neural signatures of these cognitive factors (O’Connell et al., 2018).

Most of these models focus solely on short-term influences on decisions (e.g., within a single trial or between consecutive trials) despite the presence of long-term influences (i.e., over several minutes to hours) on decisions, such as fatigue (Marcora et al., 2009), arousal (Aston-Jones and Cohen, 2005; McGinley et al., 2015b; Urai et al., 2017; Schriner et al., 2018), and satiety (Allen et al., 2019), among others. This motivates the question of how such long-term changes in a subject’s internal state influence the subject’s choices in a perceptual decision-making task.

In this work, we trained macaque monkeys to make hundreds of perceptual decisions over the course of several hours. We found that the animals’ behavior changed slowly during the task, unprompted by task structure. These slowly changing behaviors included their tendency to report a change when none had happened (i.e., the rate of false alarms), reaction time, and pupil diameter. These behavioral measures covaried with each other over the course of tens of minutes, indicating that they have a shared neural origin. During the task, we simultaneously recorded neural population activity from visual area V4 and prefrontal cortex (PFC), two brain areas that have been implicated in forming perceptual decisions. We identified a slow fluctuation (termed the “slow drift”) in V4 activity that covaried with the slow changes in behavior. Surprisingly, we also found that PFC neurons, despite their physical distance from V4, exhibited a slow drift that was highly correlated with that of V4. We uncovered evidence that this slow drift acts as an arousal or impulsivity signal, which influences the final decision through a pathway independent of sensory evidence. In addition, we found evidence that downstream areas remove or account for this slow drift to prevent it from adversely affecting the sensory readout. This may explain how perceptual decisions can be formed reliably when sensory signals (e.g., V4 activity) drift so profoundly. Overall, this work identifies a slowly varying internal signal present in both V4 and PFC (and likely throughout the cortex) and proposes a role for this signal in the decision-making process.

RESULTS

We trained two adult, male rhesus monkeys (Macaca mulatta) to perform an orientation-change detection task (Figure 1A). Results from a portion of data collected from this experiment have been reported previously (Snyder et al., 2018). After an initial flash of two Gabors, each succeeding flash had the same probability (30% and 40% for monkeys 1 and 2, respectively) that the orientation of one of the stimuli would change (i.e., a flat hazard function). The animal was trained to detect a change in the stimulus and saccade to it. A “hit” trial was one in which the animal correctly made a saccade to the changed stimulus and then received a reward. A “false alarm” trial was one in which the animal incorrectly made a saccade to a stimulus when no change occurred. To measure the animal’s ability to detect a stimulus change, we used signal detection theory to calculate sensitivity of detection $d’$ (Macmillan and Creelman, 2004; Luo and Maunsell, 2015). As expected, the animal’s sensitivity increased as the change in orientation increased (Figure 1B, “cued stimulus changed”). To probe the effects of spatial attention, we structured trials into alternating blocks such that for each block a changed stimulus was 90% likely to occur at one location (Figure 1A, “cued stimulus”) and 10% likely to occur at the other location (i.e., the “uncued stimulus”). Animals were more sensitive (based on $d’$) at detecting stimulus changes at the cued location than changes that occurred at the uncued location (Figure 1B, similar results for second monkey in Figure S1), suggesting that the animals deployed spatial attention to the cued location.

Slow Fluctuations in Behavioral Variables Reveal the Presence of a Shifting Internal State

Although task statistics remained constant throughout each recording session (average session duration: 2.3 and 3.0 h for monkeys 1 and 2, respectively), the animal’s internal state was free to vary with the passage of time due to such factors as satiety, fatigue, motivation, etc. Indeed, when we analyzed the animal’s behavior across the entire session, we found fluctuations in its behavior that were hidden from our previous analysis (Figure 1B) for which we collapsed across trials for the purpose of measuring the effect of spatial attention. The time course of two commonly analyzed behavioral variables—hit rate and false alarm rate—slowly fluctuated together over the entire session (Figure 1C, example session, teal and purple lines). The difficulty of the perceptual decisions, the 90% chance of stimulus changes occurring at the cued location within a block, and the uncertainty of when a change would occur yielded high false alarm rates (~50% for this session and on average 30.2% and 40.5% for monkeys 1 and 2, respectively; see STAR Methods). Over the course of the session, a change to a more impulsive behavioral state would result in more correct choices—but also more false alarms—on the difficult trials. Conversely, a more hesitant approach would yield a lower false alarm rate but also reduce the likelihood of correctly detecting difficult stimulus discriminations. For all sessions, we found that hit rate and false alarm rate covaried (Figure 1D, black dots), indicating a fluctuation between a more impulsive and more hesitant state. These two variables drifted together on long timescales (hit rate: 13.4 ± 1.3 min and 15.9 ± 2.2 min for monkeys 1 and 2, respectively; false alarm rate: 14.0 ± 1.3 min and 14.5 ± 1.8 min for monkeys 1 and 2, respectively; mean ± 1 SEM over sessions; see STAR Methods).

One possible explanation for these behavioral fluctuations was that spatial attention was cued to each of the two stimuli in blocks of trials (Figure 1C, green line, each block lasted, on average, 20.4 and 23.7 min for monkeys 1 and 2, respectively), and the animal reacted to the switches between blocks. This cueing occurred at the beginning of each block (see STAR Methods) and resulted in robust attentional effects in both behavior and neural activity (Snyder et al., 2018). While the blocks of cued trials could in principle have explained the slow fluctuations in the animal’s behavior that we report here, we found this not to be the case (Figure 1C, example session, teal and purple lines have little to no covariation with green
We also found that these behavioral shifts did not simply reflect the animal becoming gradually fatigued over the course of the session and “guessing” more at the end, as it was not the case that hit rate and false alarm rate strictly increased during each session (Figure S1). Instead, because task statistics remained constant throughout the session, these behavioral shifts likely reflected a slow change in the animal’s internal state from minute to minute within the session. Such fluctuations could lead the animal to change its behavior—at different times having a higher or lower impetus to make a choice (or conversely, a higher or lower resistance to initiating a movement), leading to correlated fluctuations in hit rate and false alarm rate.

Next, we asked whether these slow fluctuations in behavior were large relative to the prominent behavioral effect of spatial attention that we observed during our task. The behavioral shifts of spatial attention involved large changes in hit rate (0.35 ± 0.09 and 0.41 ± 0.12 for monkeys 1 and 2, respectively; see STAR Methods) but small changes in false alarm rate (0.05 ± 0.04 and 0.03 ± 0.02) between trials in which the changed stimulus occurred in the cued location versus the uncued location. In contrast, the slow fluctuations in behavior had large changes in both hit rate (0.32 ± 0.12, 0.34 ± 0.10 for monkeys 1 and 2) and false alarm rate (0.21 ± 0.09 and 0.32 ± 0.09). These results suggest that the animals’ behavior slowly changed across the session on the order of tens of minutes, at a level that was on par with (but uncorrelated with) the behavioral effects we measured due to spatial attention.

The Activity of V4 Neurons Slowly Drift Together

We next considered whether a neural signature of this fluctuating internal state might be found in the activity of cortical neurons (Figure 2A). We investigated two brain regions, visual area V4 and dorsolateral PFC. We selected these areas because past work has suggested that perceptual decisions might be influenced by noise in sensory neurons (Shadlen et al., 1996) and by top-down control mechanisms (Cumming and Nienborg, 2016). In each animal, we implanted two 100-electrode “Utah” arrays in the same hemisphere to simultaneously record the activity of populations of neurons in V4 and PFC. We began by
asking whether V4 activity contained a neural signature of the slow behavioral fluctuations (Figure 1C).

First, we considered the activity of individual neurons. We found that some neurons increased their activity (Figure 2B, “neuron 1”), some neurons decreased their activity (Figure 2B, “neuron 3”), and other neurons did not exhibit drift in their activity (Figure 2B, “neuron 2”) during a typical session. We ensured that this was not due to instability in neural recordings (see Figure 2B spike waveform insets, Figure S2, and STAR Methods), or to small movements of the eyes (e.g., microsaccades) that shift the visual image on the retina (Figure S3). In addition, we confirmed that the basic properties of the recorded V4 neurons (i.e., mean firing rates, Fano factors, and noise correlations) were consistent with previous studies (Figure S4, as well as analysis published in Snyder et al., 2018).

To quantify the coordinated drift in activity across the population of simultaneously recorded neurons, we applied principal-component analysis (PCA) to binned spike counts (after subtracting each neuron’s mean response to the stimulus: see STAR Methods) and found a dominant linear combination of the neurons for which their activity drifted strongly. The weights (also known as loadings) of this linear combination represent an axis in the population activity space, which we define as the “slow drift axis.” We then projected the activity onto the slow drift axis (Figure 2C, gray dots) to reveal a substantial fluctuation in neural activity over the course of the 3 h experimental session (Figure 2C, black line). We define this fluctuation as a “slow drift.”

The time course of slow drift varied across sessions (Figure 2D), with a timescale of around 40 min (Figure S4, 32.8 ± 3.1 and 43.5 ± 2.7 min for monkeys 1 and 2, respectively; see STAR Methods). The slow drift was different from the...
average of activity taken across neurons (Figure S4), which has been proposed as a way to estimate On/Off states and summarize population activity using a single variable (Renart et al., 2010; Harris and Thiele 2011; Okun et al., 2015; Engel et al., 2016; Beaman et al., 2017; but see Snyder et al., 2018). We analyzed the weights of the linear combination (i.e., the slow drift axis) and found that about 50% of neurons had activity that drifted together in the same direction, about 25% drifted in the opposite direction, and the remaining 25% had little to no slow drift (Figure S4). Thus, the slow drift would be difficult to detect using individual neurons recorded sequentially or the average of simultaneously recorded neurons because the slow drift is a coordinated but diverse fluctuation across the population of neurons.

The Slow Drift Covaries with Slow Fluctuations in Behavior

We found that the slow drift is a prominent neural fluctuation with a similar timescale (tens of minutes) as that of fluctuations in behavior, as well as tightly coupled with both hit rate and false alarm rate (Figure 3A). We sought to link our neural and behavioral observations of slow drift more directly. We quantified this relationship in two ways. First, within each session, we found that fluctuations in the slow drift and multiple behavioral variables, including hit rate and false alarm rate, were correlated over time within a session (Figure 3B; see also Figure S5 for individual animals). That the slow drift was correlated with all five behavioral variables tested suggested that the slow drift was correlated with a behavioral pattern in which hit rate, false alarm rate, and pupil diameter increase while trial duration and reaction time decrease (or vice versa). Indeed, we found that the slow drift was correlated with this pattern, which explained 60% of the behavioral variance (Figure S5). This pattern of correlations among behavioral variables was consistent with an underlying shift between an impulsive behavioral state, associated with making more saccades with short reaction times while the pupil is dilated, and a hesitant behavioral state, in which there are less saccades, longer reaction times, and a more constricted pupil.

Second, across sessions, we found that the magnitude of firing rate changes in the slow drift (measured as the variance of the slow drift; see STAR Methods) covaried with the magnitude of behavioral changes (Figure 3C; see Figure S5 for individual animals). Thus, on sessions where the slow drift substantially fluctuated, there were also substantial behavioral changes.
The Slow Drift Is Unrelated to and Larger than the Neural Effect of Spatial Attention

To evaluate the origin of this neural effect, we asked to what extent the slow drift relates to another well-known modulation of the internal state of the animal, spatial attention (Reynolds and Heeger, 2009; Maunsell, 2015; Moore and Zirnsak, 2017), which we cued to different locations in blocks of trials (Figure 4A). We refer to trials for which the stimulus location was cued either inside or outside the V4 receptive fields as “cue-in” or “cue-out” trials, respectively (Figure 4A, orange and green lines). Similar to how the slow fluctuations in behavior were not correlated with the cued stimulus location (Figures 1C and 1D), we found that the slow drift in neural activity did not covary with the timing of the cued blocks (e.g., Figure 4A, black lines versus orange and green lines; mean $|\rho| = 0.18$; 0.15 for monkeys 1 and 2, both no greater than expected by chance, $p = 0.71$ and $p = 0.56$, one-sided permutation test). Thus, the slow drift was not a neural signature of spatial attention.

Instead, we used spatial attention to interpret the size of the firing rate modulations corresponding to the slow drift. We measured the magnitude of firing rate changes as the variance of the slow drift over time (Figure 4A, spread of black lines, $\sigma_{\text{slow drift}}^2$) and compared it to the variance of changes in responses across cue-in and cue-out blocks (Figure 4B, spread of orange and green lines, $\sigma_{\text{attn}}^2$). Because the slow drift was constrained to be along one axis in firing rate space (i.e., the slow drift axis), we also constrained the response changes due to attention to be along an axis for which the responses most differed between cue-in and cue-out blocks (i.e., the “attention axis”; see STAR Methods). For this example session, the size of the slow drift was 5 times larger than the effect size of attention ($\frac{\sigma_{\text{slow drift}}^2}{\sigma_{\text{attn}}^2} = 5$). The ratio of the size of the slow drift divided by the effect size of attention was greater than 1 for both monkeys (Figure 4C, median ratios: 1.8 and 6.6 for monkeys 1 and 2, respectively, $p < 0.002$, paired permutation test). These results indicate that the slow drift is a prominent neural fluctuation that leads to larger variation than that of the neural fluctuations due to spatial attention.

Another important neural effect of attention is the decrease in mean noise correlations of pairs of V4 neurons when spatial attention is directed to their receptive field (Cohen and Maunsell, 2009; Mitchell et al., 2009). We confirmed this was the case for the recorded V4 neurons in this experiment (Figure S4). Although we found that the slow drift did not covary with spatial attention, in any task the slow drift could affect measures of population activity, including noise correlation (Cohen and Kohn, 2011) and the outputs of dimensionality reduction (Cunningham and Yu, 2014). This is because the presence of the slow drift may strengthen or weaken the measured signals of cognitive signals that also modulate neural activity, possibly on much smaller timescales. For example, when studying attention modulation in V4 activity, Rabinowitz et al. (2015) found that their model needed a term to account for a “slow drift” in V4 activity, consistent with the slow drift observed in our recorded V4 activity, that otherwise masked the smaller modulations of attention. Thus, accounting for slow drifts in population activity and behavior can be critical when measuring other neural and cognitive effects.

V4 and PFC Neurons Share the Same Slow Drift

The covariation between the slow drift in V4 activity and behavioral variables (Figure 3) suggests that the slow drift could play a role in the decision-making process. However, it is unclear how the slow drift propagates through the neural circuit to ultimately influence the decision outcome. To better understand this, we recorded neural activity in PFC, simultaneous with the V4...
recordings (Figure 2A). PFC is a brain area relevant to integrating sensory evidence and forming decisions (Curtis and D’Esposito, 2003; Mante et al., 2013; Raposo et al., 2014), and subregions of PFC receive direct projections from V4 (8 m: Felleman and Van Essen, 1991; Huerta et al., 1987; 9/46d: Markov et al., 2014). One possibility is that PFC has no slow drift, suggesting that the slow drift is a local signal within the neural circuitry for visual processing. Another possibility is that PFC has a slow drift but that this slow drift does not covary with the V4 slow drift, indicating that multiple local signals co-exist within the brain. Finally, it could be that PFC has a slow drift that covaries with the V4 slow drift, suggesting that the slow drift has a global presence in the brain.

To test these possibilities, we applied the same analyses to the PFC activity as we did to the V4 activity (i.e., PCA was applied separately to V4 and PFC activity; see STAR Methods). Visually, we found that PFC activity had a slow drift but that this slow drift does not covary with the V4 slow drift, indicating that multiple local signals co-exist within the brain. Finally, it could be that PFC has a slow drift that covaries with the V4 slow drift, suggesting that the slow drift has a global presence in the brain.

To test these possibilities, we applied the same analyses to the PFC activity as we did to the V4 activity (i.e., PCA was applied separately to V4 and PFC activity; see STAR Methods). Visually, we found that PFC activity had a slow drift that was remarkably similar to the V4 slow drift on a session-by-session basis (Figure 5A, black and red lines). We quantified the relationship between the V4 and PFC slow drifts in two ways. First, within each session, we found that the V4 slow drift strongly covaried with the PFC slow drift over time (Figure 5B, orange histogram, median \(|\rho| = 0.96\), 0.93 for monkeys 1 and 2, \(p < 0.002\), permutation test). These correlations were significantly greater than those expected from a control in which PFC had a slow drift unrelated to the V4 slow drift (Figure 5B, gray histogram, median \(|\rho| = 0.68\), significantly less than the median of the real data, \(p < 0.002\), permutation test). We simulated these control slow drifts by generating smooth, random time courses over time from a Gaussian process with a timescale similar to that of the slow drift (45 min; see Figure S4). We confirmed that longer timescales also yielded a median correlation significantly below that of the real data (1 h timescale, median \(|\rho| = 0.81\), \(p < 0.002\), permutation test), indicating that the observed correlations between V4 and PFC slow drifts were not simply due to spurious correlations between smooth, random signals.

Second, across sessions, we found that the magnitude of fluctuations of the V4 slow drift correlated with that of the PFC slow drift (Figure 5C, \(\rho = 0.60\), \(p < 0.002\), permutation test). Magnitude was measured as the variance of the slow drift over time within a session. Each dot represents one session. The correlation was not solely due to the outlying session (magnitude of V4 slow drift = 0.2), as its removal still led to a significant correlation (\(\rho = 0.43\), \(p < 0.005\), permutation test).
Figure 6. Two Models of How the Slow Drift Could Influence the Decision-Making Process

(A) The sensory bias model. The slow drift biases sensory evidence (e.g., V4 activity), and this biased evidence propagates through the decision pathway (possibly through multiple stages of processing) to reach a downstream area (e.g., PFC). The slow drift could arise from feedforward sensory noise (e.g., slow fluctuations in LGN or V1) or from top-down feedback (e.g., a slow modulation originating from PFC) (right inset).

(B) Simulations of the sensory bias model, for which hit rate, false alarm rate, and the slow drift covary over time.

(C) The covariation of the simulated variables in (B) could also be observed in real data (an example session shown). Parameters of the model were not fit to data, and thus, we do not expect an exact match of lines between panels.

(D) Under the sensory bias model, false alarms occur in two ways. First, sensory noise (e.g., feedforward noise from retina or LGN) may corrupt stimulus input (e.g., sinusoidal gratings) and push sensory evidence (e.g., V4 activity, black lines) to pass a decision threshold (dashed line), leading to a perceived change in stimulus and a false alarm (leftmost red FA). Second, the slow drift may bias sensory evidence to pass the decision threshold, also leading to a false alarm (rightmost red FA).

(E) For simulations of the sensory bias model, we measured the extent to which simulated V4 activity (with or without the slow drift) predicted false alarms (see STAR Methods). Decoding accuracy decreased when the slow drift was subtracted from the simulated V4 activity (red dot below black dot, p < 0.002, paired permutation test). Dots indicate means, error bars indicate ± 1 SD over 50 runs.

(legend continued on next page)
The Influence of the Slow Drift on the Decision-Making Process

In previous sections, we identified a slow drift in V4 and PFC activity that was related to slow behavioral fluctuations. These results shed light on the possible roles the slow drift can play in the neural circuit governing decision making. One possibility is that the slow drift reflects a signal that biases sensory evidence to be closer to or farther from a decision threshold. For example, an increase in the slow drift could bias evidence closer to this threshold, leading to an increase in both hit rate and false alarm rate (i.e., a change in criterion). This is consistent with our observations that hit rate, false alarm rate, and the slow drift covared together (Figure 3B). This possibility can also explain the presence of the slow drift in both V4 and PFC: the slow drift biases sensory evidence (e.g., V4 activity), which is then propagated through the decision circuit (which may include multiple stages of processing) and eventually is read out by a downstream area that helps to form the decision (e.g., PFC) (Figure 6A). The slow drift could arise in sensory areas from bottom-up feedforward sensory noise (Figure 6A, right inset, 1, from the sensory periphery) or from top-down feedback signals (Figure 6A, right inset, 2, from downstream areas), both of which are thought to induce choice probabilities (Cumming and Nienborg, 2016).

To test this sensory bias hypothesis, we simulated a simple decision-making model in which V4 activity was thresholded to sensory evidence (e.g., V4 activity), which is then propagated across simulated trials. We confirmed that the outputs of the sensory bias model (Figure 6B) were consistent with our real data (Figure 6C, representative session) in that hit rate, false alarm rate, and slow drift covared together. Next, we developed an analysis to probe how errors occur on a trial-by-trial basis. Under the sensory bias model, false alarms occur because both sensory noise and the slow drift can push sensory evidence (i.e., V4 activity) past a decision threshold (Figure 6D). Thus, subtracting the slow drift from V4 activity removes an important signal on which the final decision depends. Indeed, in our simulations, we found that subtracting the slow drift from V4 activity led to a decrease in how well V4 activity predicted the occurrence of false alarms within a trial (Figure 6E, red dot below black dot).

To see whether this effect held for real data, we performed the following analysis. We first computed how well V4 activity predicted the occurrence of a false alarm versus a correctly rejected flash within a trial. We considered responses during a 175 ms time window between stimulus onset and saccade onset (see STAR Methods). We found that these responses predicted false alarms above chance (Figure 6F, black dots above dashed line, p < 0.05 for both monkeys, one-sample t test). Next, we subtracted the estimate of the slow drift from V4 activity, re-trained the decoder, and computed the decoding accuracy. We found that subtracting the slow drift significantly increased decoding accuracy (Figure 6F, red dots above black dots). This result did not support the sensory bias model (compare Figure 6E to 6F).

That the slow drift is a neural fluctuation that does not bias sensory evidence is not completely surprising. Previous work has reported neural fluctuations in sensory cortical neurons that are seemingly unrelated to sensory encoding but rather related to factors such as locomotion (Erskine et al., 2014), arousal (McGinley et al., 2015b; Stringer et al., 2019), eye movement (Steinmetz and Moore, 2014), fidgeting (Musall et al., 2019), and thirst (Allen et al., 2019). However, it is unclear how a downstream area could reliably decipher sensory evidence in the presence of constantly drifting neural activity. One intriguing possibility is that the downstream areas that read out activity from sensory areas may somehow account for these fluctuations.

Inspired by this possibility, we hypothesized that the slow drift reflects a separate decision process, independent of sensory evidence, that leads the animal to be more or less likely to make a saccade (i.e., an increase or decrease in both hit rate and false alarm rate). In previous work, similar behavioral processes have been described as urgency in a drift diffusion model (Cisek et al., 2009; Hanks et al., 2014), exploration in a multisensory discrimination task (Pisupati et al., 2019), and impulsivity in a response inhibition framework (Bari and Robbins, 2013). For our purposes, we term this process "impulsivity," which reflects the animal’s tendency to make a decision without incorporating sensory evidence (Figure 6G). Under this model, the slow drift acts as an impulsivity signal, increasing or decreasing the likelihood of making a saccade independent of sensory evidence. It does this by directly influencing downstream areas that form the decision, overriding the sensory evidence. The slow drift might be attributed to a brain-wide release of neuromodulators (Figure 6G, right inset), consistent with our findings that V4 and PFC slowly drift together (Figure 5). This neuromodulator could arise from brainstem nuclei and influence both sensory processing areas as well as the downstream areas in which the final decision is formed. To prevent the slow drift from interfering with the sensory readout process (i.e., what occurs in the sensory bias model), the impulsivity model removes the slow drift from its perceptual readout (Figure 6G, red X). The brain may perform...
this removal by having a downstream area access a copy of the slow drift via the same neuromodulator that modulates V4 and subtract this modulation from its sensory readout. For example, if the decision involves a readout of PFC activity, the slow drift (which is present in PFC, Figure 5) can be subtracted out during this readout (e.g., via inhibitory connections).

We simulated the impulsivity model (Figure S6; see STAR Methods) and found that the slow drift produced by the model covaried with hit rate and false alarm rate (Figure 6H), consistent with the real data (Figure 6C). Under this model, some false alarms occur due to sensory noise (Figure 6I, perceptual decision, left FA) while others occur due to impulsivity (Figure 6I, impulsive decision, right FA). We next asked whether subtracting the slow drift from V4 activity increased decoding performance, as observed in the real data (Figure 6F). In this model, the slow drift obscures the sensory evidence in V4 activity (i.e., stimulus input + sensory noise), upon which the decision to saccade or not is based (i.e., whether the sensory evidence crosses a threshold). This is different from the sensory bias model, for which the sensory evidence comprises stimulus input + sensory noise + the slow drift. It then follows that for the impulsivity model, subtracting the slow drift from V4 activity would improve our predictions of false alarms that arise from perceptual decisions because we remove a “nuisance” variable that otherwise obscured the sensory evidence. Indeed, we found this to be the case (Figure 6J, red dot higher than black dot). Thus, the impulsivity model is more consistent with the real data than the sensory bias model (cf. Figures 6J and 6F).

There are two important components of the impulsivity model, and, without both, the model would fail to be consistent with real data. First, without the slow drift acting as an impulsivity signal, the model would fail to have fluctuations in its behavioral output (i.e., teal and purple lines would be flat in Figure 6H). Second, without the removal of the slow drift from readouts of V4 activity, the model would fail to show an increase in decoding accuracy when the slow drift is subtracted from V4 activity (i.e., red dot would not be above black dot in Figure 6J). Thus, both of these components allow the impulsivity model to capture aspects of the real data that the sensory bias model cannot. In the sensory bias model, by contrast, because the slow drift is a component of the sensory evidence that influences the decision-making process, subtraction of the slow drift reduces the ability to predict behavior.

Why Is It Helpful to Remove Slow Drift from Sensory Activity?

Our results are more consistent with the impulsivity model in which a downstream area likely removes the slow drift from its readout of V4 activity. Why would the brain employ such a mechanism? One reason is that if not removed, the slow drift could corrupt sensory information encoded by V4 activity and negatively impact perception and non-impulsive decisions. Consider the following illustrative example. The responses of two V4 neurons to different natural images encode information about these images along a “stimulus-encoding” axis (Figure 7A, left, dashed black line). If the slow drift lies along an axis that is not aligned with the stimulus-encoding axis (Figure 7A, middle, dashed black and purple lines are not aligned), the response encoding remains reliable along the stimulus-encoding axis. However, if the slow drift lies along the stimulus-encoding axis (Figure 7A, right, dashed black and purple lines are aligned), the response encoding would be corrupted because the slow drift perturbs the responses over time independent of which stimulus is shown. Although we considered only one stimulus-encoding axis for this example, a population of neurons likely uses multiple stimulus-encoding axes, each encoding different properties of the natural images.

Given recent theoretical studies that predict that most neural fluctuations do not corrupt stimulus encoding (Moreno-Bote et al., 2014; Kanitscheider et al., 2015; Kohn et al., 2016) and experimental studies that provide evidence for this prediction (Stringer et al., 2019; Rumyantsev et al., 2020), we predicted that the slow drift would not lie along any of the stimulus-encoding axes. We tested this hypothesis in a separate set of experiments in which monkeys performed a fixation task while viewing many natural images (see STAR Methods). We applied PCA to the trial-averaged responses to identify axes along which they varied the most (Cowley et al., 2016; Stringer et al., 2019) and defined these axes as the “stimulus-encoding axes.” The responses along the top two stimulus-encoding axes appeared to encode complex features of the images, as nearby responses corresponded to similar high-level features (Figure 7B, images of blue backgrounds, eyes, cardinals, dogs, arranged fruits, etc.).

Next, we asked whether V4 activity during this fixation task contained a slow drift as in the change detection task (cf. Figure 2). Using the same approach to identify the slow drift as before, we found a slow drift in the V4 responses (Figure 7C). This suggests that the presence of the slow drift was not dependent on the type of task (change detection versus active fixation) or stimulus set (sinusoidal gratings versus natural images) but rather occurs across multiple contexts.

We then tested whether the slow drift axis was aligned with the top stimulus-encoding axes. We computed the fraction of slow drift variance (i.e., variance of the slow drift across time within a session) captured by each of the top stimulus-encoding axes (Figure 7D, orange) and compared that to a chance level for which the slow drift lies along a random axis (Figure 7D, gray). We found that the total fraction of slow drift variance captured by the top 12 stimulus-encoding axes was significantly greater than the fraction expected if the slow drift lay along a random axis (Figure 7E; see Figure S7 for individual sessions). We also performed this same analysis on neural activity from the orientations presented in the final flash of each trial during the change detection task (i.e., 16 different grating orientations) and found in these data that the slow drift axis was also aligned to the top stimulus-encoding axes (Figure S7).

These results indicate that a slow drift is present in V4 activity across multiple experimental contexts and lies along axes that contain stimulus information likely used by downstream areas. If not removed, the slow drift could corrupt this stimulus information (Figure 7A, right, unreliable encoding). This supports the notion that downstream areas account for the slow drift and remove it from their readouts of V4 activity in order to preserve reliable encoding. Thus, these results are consistent with the impulsivity model, of which an important component is this removal of the slow drift. Indeed, removing some of the neural fluctuations in readouts of visual cortical activity is likely one of the mechanisms.
by which the brain maintains stable and robust representation of the visual environment.

**DISCUSSION**

While monkeys perform perceptual decisions, there are slow changes in their behavior over the course of tens of minutes unrelated to task conditions, reflecting a fluctuating internal state. We discovered a neural signature of this internal state in the form of a slow drift in neural activity that covaried over time with the slow fluctuations of behavior. We found that the slow drift is a brain-wide signal present in both V4 and PFC. We further asked what role the slow drift plays in the decision-making process and found that our data were consistent with a model in
which the slow drift is removed from readouts of sensory evidence but still influences the ultimate decision as an impulsivity signal. Our work thus reveals that much of the apparent “noise” in the responses of cortical neurons is in fact a neural signature of a fluctuating cognitive factor, evident only when considering the temporal sequence of trials within each session.

Many studies have reported large, ongoing fluctuations in neural activity that are independent of sensory stimulation (Arieli et al., 1996; Harris and Thiele, 2011; McGinley et al., 2015b; Kohn et al., 2016; Engel et al., 2016; Muller et al., 2018). These fluctuations evolve on different timescales, from hundreds of milliseconds (Arieli et al., 1996; Okun et al., 2015; Vinck et al., 2015; Rabinowitz et al., 2015; Beaman et al., 2017; Wasmuht et al., 2019) to seconds (Reimer et al., 2014; Lin et al., 2015; Stringer Rabinowitz et al., 2015; Beaman et al., 2017; Wasmuht et al., 2019) to minutes or longer (Aston-Jones and Cohen, 2019) to seconds (Reimer et al., 2014; Lin et al., 2015; Stringer et al., 2019) to minutes or longer (Aston-Jones and Cohen, 2019; McGinley et al., 2015a; Okun et al., 2019; Milton et al., 2020; Hennig et al., 2020). Studies have found that these fluctuations correlate with experimental and behavioral variables, including pupil diameter (Nassar et al., 2012; Vinck et al., 2015; McGinley et al., 2015a; Joshi et al., 2016; Ebitz and Moore, 2017; Gutnisky et al., 2017a; Mathôt, 2018; Okun et al., 2019; Stringer et al., 2019; Hennig et al., 2020), eye movements (Léopold and Logothetis, 1998; Anderson et al., 2011; Steinmetz and Moore, 2014; Lowet et al., 2018; Saber et al., 2015), locomotion (Erskine et al., 2014; Reimer et al., 2016; Leinweber et al., 2017), wakefulness (Reimer et al., 2014; McGinley et al., 2015b; Milton et al., 2020), attention (Rabinowitz et al., 2015; Snyder et al., 2016; Engel et al., 2016; Moore and Zirnsak, 2017; Huang et al., 2019), task difficulty (Ruff and Cohen, 2014b), and learning (Chaisanguanthum et al., 2014; Ni et al., 2018). In addition, these fluctuations may have a computational purpose, such as changing the structure of noise correlations to improve the fidelity of stimulus encoding (Cohen and Maunsell, 2009; Mitchell et al., 2009; Ruff and Cohen, 2014a; McGinley et al., 2015b; Engel et al., 2016; Beaman et al., 2017; Gutnisky et al., 2017a, 2017b; Ni et al., 2018; Rule et al., 2019), passing information from one brain area to another (Ruff and Cohen, 2016, 2019; Snyder and Smith, 2018; Semedo et al., 2019; Shahidi et al., 2019; Kohn et al., 2020), or integrating sensory evidence with feedback from higher cortical areas (Nienborg and Cumming, 2009; Zhang et al., 2014; Bondy et al., 2018; Stringer et al., 2019). For example, On states of V4 activity, during which the firing rates of many V4 neurons are elevated, have higher behavioral performance than Off states (Engel et al., 2016). It could be the case that the slow drift and the slow fluctuations in behavior reported here arise from long sequences of either On states and Off states, but our analyses suggest that this is not the case (Figure S4). In addition, the slow drift does not appear to be related to changes in synchronized/desynchronized states in V4 activity, as these states were found not to drift over trials or correlate with pupil diameter (Beaman et al., 2017). Instead of improving the fidelity of local neural computations, it appears the slow drift operates on a timescale detrimental for processing stimuli that change rapidly.

It is unclear whether every fluctuation is useful to downstream processing, and it stands to reason that the brain might have developed mechanisms to deal with such internal noise. One possible mechanism for noise removal is the pooling of neurons that encode redundant information by averaging their activity in order to reduce trial-to-trial variability (Zohary et al., 1994; Shadlen and Newsome, 1998). A second related mechanism is that a downstream readout may be configured to ignore much of the trial-to-trial variability of neural activity (Averbeck et al., 2006; Moreno-Bote et al., 2014; Kohn et al., 2016). Such a mechanism might restrict the noise to be along dimensions in population activity space not read out by downstream regions. This mechanism has been proposed to separate neural signals in the visual cortex (Ruff and Cohen, 2019; Semedo et al., 2019; Stringer et al., 2018; Rumyantsev et al., 2020; Zhao et al., 2020), motor system (Kaufman et al., 2014; Elsayed et al., 2016; Stavisky et al., 2017; Hennig et al., 2018; Perich et al., 2018), and oculomotor system (Khanna et al., 2019b), as well as a way to perform economic choice evaluation (Yoo and Hayden, 2018). Our observation that the slow drift aligns well with stimulus-encoding dimensions suggests that this mechanism might not be able to eliminate the “noisy” fluctuations of the slow drift. Our work suggests yet a third type of noise removal, whereby downstream areas remove noisy neural fluctuations from their readouts. This removal could be carried out by a downstream area (e.g., PFC) accessing a separate copy of the slow drift and either subtracting out this copy via inhibition (Wilson et al., 2012) or dividing out this copy via normalization (Candian and Heeger, 2011). This copy may be accessed through the influence of a neuromodulator or by a downstream area keeping a running estimate of the slow drift in working memory (Cohen et al., 1997). Our work points to potential mechanisms to remove noise as an important area of focus in future studies on the impact of neural variability on perception and behavior.

Our findings raise an interesting conundrum: why does the brain modulate visual cortical activity (i.e., the slow drift) and then remove this signal downstream rather than have no modulation of visual cortical activity at all? One possible explanation for the existence of the slow drift and its internal removal is that through evolution the underlying neural mechanisms governing perception evolved in a coordinated manner with the mechanisms that govern the animal’s internal state in order to achieve high fidelity of stimulus readout while allowing for brain-wide releases of neuromodulators (Rial et al., 2010). The slow drift may also be closely connected to the global fluctuations observed in sleep (Steriade et al., 2001; McGinley et al., 2015b). For example, the slow drift may represent a fluctuating state between high and low levels of alertness, with corresponding differences in neuromodulation.

The observed correlation between hit rate and false alarm rate (Figure 1D) implies that shifts in criterion occurred (i.e., shifts of the decision threshold in signal detection theory). Previous work has shown that activity in PFC (Luo and Maunsell, 2018), but not V4 (Luo and Maunsell, 2015), is associated with shifts in criterion. Here, we found that activity in V4 and PFC was related to criterion (i.e., the slow drift covaried with both hit rate and false alarm rate). Although on the surface these results might appear to be contradictory, they are not. Instead, this difference can be attributed to the fact that Luo and Maunsell specifically measured a spatially selective criterion signal, defined by their task structure, whereas we measured a global criterion shift independent of task structure. In particular, our findings
suggest that a shift in criterion is not necessarily due to a bias in sensory evidence (i.e., a change in decision threshold) but instead can be explained by separate decision processes unrelated to sensory evidence, such as impulsivity. That V4 may have multiple signals that co-exist and influence behavior differently is not unexpected. Indeed, in addition to criterion and impulsivity, neural fluctuations in V4 relate to reward expectation (Bar-uni et al., 2015), attentional effort (Ghosh and Maunsell, 2019), eye movements (Anderson et al., 2011; Steinmetz and Moore, 2014; Leopold and Logothetis, 1998; Lowet et al., 2018), and task difficulty (Ruff and Cohen, 2014b), suggesting that V4 is part of a flexible, multifaceted circuit.

In this work, the slow drift covaried with hit rate, false alarm rate, pupil diameter, and reaction time. Another important behavioral variable is the rate of small eye movements, or microsaccades (Martinez-Conde et al., 2004; Hafed et al., 2011). Because microsaccades shift the visual stimulus relative to the receptive field of a visual cortical neuron, microsaccades can modulate the firing rates of visual cortical neurons (Leopold and Logothetis, 1998; Bosman et al., 2009; Anderson et al., 2011). Furthermore, the responses of V4 neurons might directly be influenced by the saccade plan through corollary discharge (Crapse and Sommer, 2008; Steinmetz and Moore, 2014; Lowet et al., 2018). We ruled out these possible causes for the observed slow drift in neural activity in control analyses, in which we still observed the presence of the slow drift both in the absence of visual stimuli and when the eyes remained extraordinarily still (Figure S3). This is not to say that the slow drift is independent of microsaccade rate. Indeed, as an impulsivity signal, slow drift may lead to changes in the likelihood of making such small eye movements (e.g., an animal may make more microsaccades during an impulsive state than during a hesitant state).

What is the source of the slow drift? Given that the slow drift is a brain-wide signal that covaries with pupil diameter (Figure 3B), it is conceivable that the slow drift arises from the release of neuromodulators throughout the brain. One candidate neuromodulator is norepinephrine, which is distributed by the locus coeruleus (LC) to many different brain areas on a similar timescale as that of the slow drift (Aston-Jones and Cohen, 2005; McGinley et al., 2015b; Joshi et al., 2016). It has also been proposed that the LC modulates arousal, as the activity of LC neurons has been linked to behavioral variables that reflect arousal, such as pupil diameter (McGinley et al., 2015a; Joshi et al., 2016; Liu et al., 2017) and task performance (Aston-Jones and Cohen, 2005; Eldar et al., 2013). Another candidate neuromodulator is acetylcholine, which is released by the basal forebrain and has been shown to relate to pupil diameter and locomotion (McCormick, 1992; Everitt and Robbins, 1997; McGinley et al., 2015b; Yüzgeç et al., 2018). Further experiments that include electrophysiological recordings from relevant nuclei and experimental manipulation of the levels of different neuromodulators are needed to identify the source of the slow drift.

The decision pathway that transforms the sensory evidence arriving at the retina to a behavioral output of oculomotor neurons likely involves multiple stages of processing across the hierarchy of the visual cortex. If the slow drift arises from the brain-wide release of neuromodulator, then it seems likely the stages of visual cortical processing most involved in discriminating the features of visual stimuli (e.g., V1, V4, IT) are all influenced by this neuromodulator. Given that IT reads out V4 activity (Ungerleider et al., 2008), does IT also inherit the slow drift from its readout of V4? If so, this could potentially double the size of the slow drift at each stage of the hierarchy (i.e., receiving two sources of slow drift: from its input from an upstream area and from the brain-wide release of neuromodulator). This might lead us to expect the size of the slow drift to be larger in downstream areas, consistent with findings that the strength of gain modulations increases along the visual cortical pathway (Goris et al., 2014). Another possibility is that each stage of processing performs a removal of the slow drift from its input (i.e., its readout of upstream activity) via local operations including normalization (Carandini and Heeger, 2011) or subtraction via inhibitory connections (Wilson et al., 2012). If so, the size of the slow drift would remain essentially constant across different stages of the hierarchy. Future work is needed to tease apart these possibilities.

As studies continue to investigate richer, more naturalistic behavior and the underlying cognitive influences, there has been an increasing use of terms such as arousal, motivation, effort, urgency, impulsivity, etc. It is often unclear which label to place on a particular observed change in behavior and/or neural activity (Calhoun et al., 2019). Regardless of the label applied to our data, the slow drift we identified represents a substantial change in neural activity associated with profound fluctuations in behavior during perceptual decisions. This signal was most evident when considering how neurons change their activity together, accounted for a large fraction of the apparent noise in neural activity from trial to trial, and could be found only when we considered the time ordering of trials within a session. Our observation that slow drift is a widespread signal in cortex means that recognizing and accounting for it may be critical in any study that attempts to link cortical activity to behavior.
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**KEY RESOURCES TABLE**

<table>
<thead>
<tr>
<th>REAGENT or RESOURCE</th>
<th>SOURCE</th>
<th>IDENTIFIER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental Models: Organisms/Strains</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rhesus macaque (Macaca mulatta)</td>
<td>2 animals from Covance, 1 from Tulane National Primate Research Center</td>
<td>N/A</td>
</tr>
<tr>
<td>Software and Algorithms</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Custom spike-sorting software</td>
<td>Kelly et al., 2007</td>
<td><a href="https://github.com/smithlabvision/spikesort">https://github.com/smithlabvision/spikesort</a></td>
</tr>
<tr>
<td>Other</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eyelink 1000 eye tracker</td>
<td>SR Research</td>
<td>RRID: SCR_009602; <a href="https://www.sr-research.com">https://www.sr-research.com</a></td>
</tr>
</tbody>
</table>

**RESOURCE AVAILABILITY**

**Lead contact**
Further information and requests for resources and reagents should be directed to and will be fulfilled by the Lead Contact, Matthew A. Smith (mattsmith@cmu.edu).

**Materials availability**
This study did not generate new unique reagents.

**Data and code availability**
Code and data are available by request to the Lead Contact (mattsmith@cmu.edu).

**EXPERIMENTAL MODEL AND SUBJECT DETAILS**

Experimental details have been described previously (Snyder et al., 2018). Three adult male animals (Macaca mulatta) were used for this study. Experimental procedures were approved by the Institutional Animal Care and Use Committee of the University of Pittsburgh and were performed in accordance with the United States National Research Council’s Guide for the Care and Use of Laboratory Animals.

**METHOD DETAILS**

**Electrophysiology**
We recorded extracellular activity from populations of V4 and prefrontal cortex (PFC) in two awake, head-fixed monkeys. After each animal was trained to perform an orientation-change detection task, we chronically implanted two 96-electrode arrays (Blackrock Microsystems; 1 mm in electrode length, 400-µm spacing in a 10×10 grid). For monkey 1 (‘Pe’), we implanted in right V4 and right PFC. For monkey 2 (‘Wa’), we implanted in left V4 and left PFC. V4 arrays were implanted on the prelunate gyrus medial to the inferior occipital sulcus (Snyder et al., 2018), where receptive fields were approximately 7°, 5.25° eccentricity in monkeys 1, 2. PFC arrays were implanted in area 8Ar on the prearcuate gyrus immediately anterior to the arcuate sulcus and medial to the principal sulcus (see Figure 1 in Khanna et al., 2019a). Electrodes of 1 mm in length would reach approximately the middle layers of V4, where the cortical thickness is close to 2 mm, and the superficial layers of PFC, where the cortical thickness is close to 3 mm (Seidlitz et al., 2018). However, the precise layer of our recordings was not verified because it would have required sacrificing the animals for histology.

Voltage signals were spike sorted with semi-supervised sorting algorithms (Shoham et al., 2003) and visually inspected using custom MATLAB software (Kelly et al., 2007), taking into account waveform shapes and inter-spike interval distributions (https://github.com/smithlabvision/spikesort). Our data consisted of both well-isolated single units and multi-units, and we refer to each
unit as a “neuron.” After applying rigorous spike waveform controls (see below), each session had 7–54 recorded V4 neurons (24-54 for monkey 1 and 7-35 for monkey 2) with a median of 32 V4 neurons (40, 20 neurons for monkeys 1, 2). For recordings in PFC (for which the same spike waveform controls were applied), each session had 41–93 recorded PFC neurons (41-93 for monkey 1 and 41-85 for monkey 2) with a median of 60 PFC neurons (60, 58 neurons for monkeys 1, 2).

**Orientation-change detection task**

We trained each animal to perform an orientation-change detection task in which each trial comprised a sequence of flashes, where each flash had two Gabor patch stimuli (one presented in each visual hemifield). After fixating, the animal was rewarded with water or juice for correctly detecting a change in stimulus by making a saccade to the changed stimulus (i.e., a “hit”). Any incorrect decisions, such as breaking fixation, missing a changed stimulus, or making a saccade to an unchanged stimulus, resulted in no reward and a 1 s time out before the next trial began. The display was a gamma-corrected flat-screen cathode ray tube monitor positioned 36 cm from the animal’s eyes with a resolution of 1024 x 768 pixels, refreshed at a frame rate of 100 Hz. The background of the display was 50% luminance (gray). The gaze of the animal was tracked using an infrared eye tracking system (EyeLink 1000; SR Research, Ottawa, Ontario), and monitored online by experimental control software to ensure fixation within ~1° of the central fixation point throughout each trial. Any trials in which the animal broke this fixation window without regard to the task (e.g., saccades that did not end in one of the two stimulus locations) were removed from our analyses.

**Stimulus details**

Presented visual stimuli were achromatic, drifting Gabor patches scaled and positioned to roughly cover the aggregate receptive fields (RFs) of the recorded V4 neurons. For monkey 1, Gabor stimuli had a diameter of visual angle 7.02°, and were centered 7.02° below and 7.02° to the left of fixation. For monkey 2, stimuli had a diameter of 4.70° and were centered 2.35° below and 4.70° to the right of fixation. Gabor stimuli were full-contrast with a spatial and temporal frequency that elicited robust responses from the population overall (i.e., not optimized for any particular neuron). For monkey 1, frequencies were 0.85 cycles/° and 8 cycles/°. For monkey 2, frequencies were 0.85 cycles/° and 7 cycles/°. During the task, we presented a Gabor stimulus at the estimated RF location and simultaneously at the mirror-symmetric location in the opposite hemifield.

**Trial details**

The trial structure of the task was as follows. At the start of the trial, the animal fixated at a centrally-located yellow dot (0.6° in diameter) on a blank, isoluminant screen. Each trial comprised a sequence of flashes, where each flash was a 400 ms presentation of two Gabor stimuli, one in each visual hemifield, followed by a blank screen lasting for 300-500 ms (uniformly distributed). For each trial, the orientation angle of one stimulus was randomly chosen to be 45° or 135°, and the orientation of the stimulus in the opposite hemifield was orthogonal (either 135° or 45°, respectively). Subsequent flashes in the sequence each had a fixed probability (30%, 40% for monkeys 1, 2) of the change in orientation of one of the stimuli (i.e., the “target”). Stimulus sequences continued until either the animal made an eye movement (i.e., a “hit” or a “false alarm”) or the animal remained fixating for 400 ms after a target appeared (i.e., a “miss”). The average sequence length (i.e., the number of flashes per trial, determined either by when a target was presented or when the animal made a false alarm) was 2.9, 2.7 flashes for monkeys 1, 2. The longest sequence length was 20, 14 flashes for monkeys 1, 2. For most of our analyses, we consider the stimulus flashes that occur after the first stimulus flash and before the final stimulus flash in a trial’s sequence (i.e., sequence positions 2, …, M − 1 for a sequence with M flashes), which we designate as sample stimuli.

**Cueing blocks of trials to probe attention**

To probe the effects of spatial attention, trials were blocked in an alternating fashion. Within a “cue-in” block, 90% of the stimulus changes (“valid” trials, randomly chosen) occurred for the stimulus inside the RFs of the recorded V4 neurons, while the remaining 10% of stimulus changes (“invalid” trials) occurred in the opposite visual hemifield. For valid trials, the orientation change was randomly chosen to be 1°, 3°, 6°, or 15° in either the clockwise or anti-clockwise direction. For invalid trials, we restricted the orientation change to be only 3° randomly in either the clockwise or anti-clockwise direction. This restriction was necessary in order to provide enough trials to reasonably estimate the animal’s rate of detecting stimulus changes for these infrequent trials. The other type of block was “cue-out,” which had the same task structure and percentages as cue-in blocks except that for valid trials of cue-out blocks, the stimulus change occurred outside the RFs of the recorded V4 neurons.

Each block lasted until the animal made 80 correct detections in that block, at which point the type of block (cue-in or cue-out) switched. To alert the animal to the direction to attend in each block, each block began with a set of initial trials in which only the valid stimulus was presented (with no stimulus in the opposite hemifield). These initial trials lasted until the animal correctly detected 5 orientation changes, after which pairs of stimuli were presented for the remainder of the block. These initial trials were excluded from all analyses. Block type (left or right cue) alternated within a session, with the first block type counterbalanced across sessions. The average number of trials within each block was 179, 224 trials for monkeys 1, 2. Monkey 1 completed 25 sessions of the experiment; monkey 2 completed 24 sessions. After excluding sessions for equipment failure (for 2 sessions, the photodiode signal used to align eye-tracking and neural data was unexpectedly lost) and sessions with 5 neurons or less (4 sessions), we analyzed 24 sessions completed by monkey 1, and 19 sessions completed by monkey 2.

We reported how the animal’s sensitivity $d'$ increased for larger changes in grating orientation (Figure 1B: Figure S1). From the hit rate and false alarm rate estimates (see below), we also computed sensitivity as $d' = \phi(hit \ rate) - \phi(false \ alarm \ rate)$, where $\phi(\cdot)$ is the inverse cumulative distribution function of the Gaussian distribution, following previous studies (Macmillan and Creelman, 2004;
Luo and Maunsell, 2015). We note that our task is not a true two-alternative forced choice task, as for each stimulus flash the animal could choose to make a saccade to one of two targets or remain fixating. However, the animal almost always made a saccade to the cued location for false alarm or incorrect trials (greater than 99% of all false alarm and incorrect trials). Thus, we assume that the choice of the animal followed statistics similar to those of a two-alternative forced choice task (a “go/no go” task in our case), and we report sensitivity. Previous work has found that an increase in sensitivity (i.e., the animal performs better at detecting a stimulus change) and also a decrease in criterion (i.e., the animal is more likely to make a saccade and thus increases its hit rate and false alarm rate) can occur concurrently in a spatial attention task (Luo and Maunsell, 2015). The behavior in our task is consistent with the results of this previous work: Sensitivity increased (Figure 1B, 3) and criterion decreased (mean Δc = −0.46, −0.64 between valid and invalid trials for monkeys 1, 2). This suggests that in our task the spatial cue resulted in both the ability to more finely detect a stimulus change (i.e., an increase in sensitivity) as well as a shift in bias to be more likely to choose the cued location (i.e., a decrease in criterion).

Quantifying the slow fluctuations in behavior

We analyzed two common metrics of the animal’s behavior: hit rate and false alarm rate. Hit rate was defined as the number of correct saccades toward a target divided by the total number of times a target appeared. False alarm rate was defined as the number of saccades toward a sample stimulus (i.e., not a target) divided by the total number of presented sample stimuli (excluding the initial stimulus presentation, which was never a target).

The overall false alarm rates were high for our task (30.2%, 40.5% for monkeys 1, 2) relative to previous studies with similar tasks (e.g., <10% reported in Cohen and Maunsell, 2010; Luo and Maunsell, 2015). Interestingly, our observed rates were close to the likelihood of a change for each flash (30%, 40% for monkeys 1, 2). Thus, one could think of the animal’s behavior as selecting targets with a likelihood very close to the actual change likelihood. However, it is clear the animal was not guessing as it had excellent perceptual performance (Figure 1B). There are multiple differences between our task and previous tasks that could explain the higher false alarm rates for our task. For example, our task was challenging (mean 6.25° orientation changes), leaving the animal often uncertain as to whether a stimulus change had occurred. In addition, because we did not use any catch trials, and 90% of cued trials were valid within a block, the animal could be almost certain of the location when planning to make a saccade. For these reasons, the observed false alarm rates for our task were higher than those reported in some previous studies that employed catch trials or a different distribution of difficulties to explicitly discourage the animal from making false alarms. We view the observed high false alarm rates to be a feature of the task, allowing us to observe large changes in the false alarm rate over the course of the session.

We took running hit rate and false alarm rate estimates in 30 min windows, shifting the window in 6 min increments. The long duration of the time windows (30 min) was necessary to ensure reliable estimates of rate over a relatively small number of trials (~300 trials per 30 min; some periods had many fewer trials due to the animal briefly resting). We computed correlations between hit rate and false alarm rate over time within a session (Figure 1D), and compared them to correlations when we shuffled rates across sessions (within-session time points remained unshuffled). We truncated longer sessions to have the same number of time points as the shorter sessions (discarding any time points that occur after the shorter session ended).

To assess the magnitudes of the slow fluctuations in hit rate and false alarm rate, we compared their absolute changes relative to the shifts in hit rate and false alarm rate due to spatial attention. To measure the behavioral effect size of attention, we computed the hit rate separately for valid and invalid trials across all blocks for each session, and took the difference between the two. To measure the behavioral effect size of the slow fluctuations, we computed the hit rate for each block, and took the maximum difference across all pairs of blocks for that session. We measured differences in false alarm rate in the same manner. For this comparison, we only considered trials for which a stimulus change of ±3° occurred or would occur if the animal had not false alarmed. This was because invalid trials had stimuli that only changed ±3°.

Next, we assessed the timescale of these slow fluctuations in behavior. We re-estimated hit rate and false alarm rate as above except shifting windows in 1 min increments (instead of 6 min increments) for greater time resolution. Then, we performed Gaussian smoothing on the running estimates with standard deviations (i.e., timescales) ranging from 1 min to 60 min in 1 min increments. For each candidate timescale, we computed a cross-validated $R^2$ based on leaving out randomly-chosen time points for each fold (10-folds in total) and then predicting the value of each held-out point by taking a Gaussian weighted average of its neighbors. We found the timescale that maximizes this $R^2$. We then increased the timescale until the $R^2$ dropped to 75% of the peak $R^2$. We define this as the timescale of the slow fluctuations in behavior. We provide intuition for this approach in Figure S4. We confirmed that the estimated timescales were similar for different durations of time windows (e.g., 20 min instead of 30 min).

Estimating slow drift in neural activity

To estimate the slow drift in V4 and PFC activity, we first computed residual spike counts by taking the spike counts of each repeat of the same stimulus (binned in a 400 ms epoch starting 50 ms after stimulus onset) and subtracting the mean spike counts averaged across repeats of that stimulus orientation (either 45° or 135°). We then took a running average of the residual spike counts in a 20 min time window, where each window was offset in time from the previous window by 6 min. We chose a 20 min time window (as opposed to the 30 min window chosen for the running estimates of behavioral variables) because here we could reliably estimate the slow drift with a smaller window. Different values of the time window width and window offset yielded similar results. We applied principal component analysis (PCA) to the running average of residual spike count vectors (20 to 40 vectors per session, where the length
of each vector equaled the number of neurons), and defined the unit-length vector of weights (i.e., loadings) of the top principal component (PC) as the slow drift axis. We found that on average the slow drift axis explained ~70% of the variance of the running average of residual activity (69%, 77% for monkeys 1, 2). We then projected the residual spike counts (400 ms bins) onto this axis. Next, we performed Gaussian smoothing (with a timescale of 9 min; different values yielded similar results), and defined the Gaussian-smoothed projections as the slow drift. The specified time window width, window offset, and smoothing timescale were chosen in a reasonable range and not optimized. We chose to use PCA instead of factor analysis (FA) (Yu et al., 2009; Williamson et al., 2016), because the length of the time windows (20 min) likely averaged away most Poisson-like response variability that would otherwise be better described by FA. Using FA instead of PCA yielded results similar to those presented here.

### Aligning the V4 slow drift across sessions

The sign of the slow drift was arbitrary because PCA identifies the orientation of the slow drift axis in the population activity space up to a 180° rotation. Thus, without an alignment procedure, the sign of the correlation between the V4 slow drift and a behavioral variable was arbitrary. To combine the correlations across sessions (Figure 3B), we needed a way to align the slow drift axis that was consistent across sessions. One possibility was to flip the sign of the slow drift such that the sum of its axis weights was positive. However, this procedure did not account for the possibility that different sessions may have different proportions of recorded neurons with positive or negative weights (and hence making this flipping procedure sensitive to which neurons happened to be recorded in that session). Instead, we adopted a different approach for establishing an absolute reference across sessions based on the sample stimuli of the experiment (i.e., grating orientation angles of 45° or 135°). The reasoning behind this alignment procedure was that the slow drift was likely aligned to the stimulus representation of the population of neurons, and because our arrays were implanted in one location and remained there, and the response properties of nearby neurons are similar and likely remain constant over time, this alignment was similar across sessions. We aligned the orientation of the slow drift axis such that the projections of the mean spike counts of the two sample stimuli along the slow drift axis always yielded a higher projection value for the 45° stimulus than that for the 135° stimulus. Importantly, this alignment was independent of any observed behavioral variables, and thus any correlation between the slow drift and a behavioral variable over the session cannot be due to this alignment procedure. This alignment procedure was used in Figure 3B and Figure S5.

There were a small number of sessions in which the population responses to the two orientation angles were not well differentiated. In these cases, the alignment procedure did not produce a meaningful result. To identify and remove those sessions which would have otherwise reduced our ability to observe the relationship between neural effects and behavior, we decoded the stimulus identity (45° or 135°) from the population responses using a linear SVM in a cross-validated manner. When computing the correlations between the slow drift and behavioral variables (Figure 3B), we included only sessions with a decoding accuracy greater than 55% (20/24 sessions for monkey 1, 16/19 sessions for monkey 2). Note that we could have flipped the slow drift such that the higher projection value was for the 135° stimulus instead of the 45° stimulus. This would result in a change of sign with the same magnitudes for all correlations (i.e., in Figure 3B, correlations for hit rate, false alarm rate, and pupil diameter would be negative, and correlations for trial duration and reaction time would be positive).

### Controlling for neural recording instabilities

The slow drift could have arisen from non-neural sources, such as neural recording instabilities. Such instabilities may cause the spike waveforms to gradually change shape throughout a session, and thus affect our spike sorting procedure. For example, if the spike waveform changes over time, spike sorting may be more likely to miss spikes at different times of the session, leading to a slow drift. To ensure that the observed slow drift was not due to neural recording instabilities, we used the following two criteria for the inclusion of a V4 or PFC neuron in our analyses.

First, we included only neurons whose spike waveform was stable throughout the session. To do so, we divided the session into 10 non-overlapping time bins of equal size, and computed the mean spike waveform in each bin as well as the mean spike waveform across the entire session. Then, we computed the squared norm of the difference between each bin’s mean waveform and the overall mean waveform. The percent waveform variance was computed as the largest squared norm across bins divided by the variance of the overall mean waveform. Example mean spike waveforms and their corresponding percent waveform variances are shown for V4 and PFC neurons in Figure S2. We removed neurons from our analyses whose percent waveform variance was above 10%. We confirmed that the remaining neurons with the largest percent waveform variances were not more likely to contribute to the slow drift than other neurons (Figure S2).

Second, we excluded any neurons for which there was an abrupt change in activity during the session. For each neuron, we divided the session into 20 non-overlapping time bins of equal size, and computed the mean spike count within each bin. If the change in activity between any two consecutive time bins was greater than 25% of the maximum activity of that neuron (i.e., the largest of the mean spike count values across the 20 bins), the neuron was excluded from all analyses.

### Measuring behavioral variables and relating them to the slow drift

To characterize the animal’s behavior, we measured hit rate and false alarm rate (described previously), as well as the following three quantities: 1. Pupil diameter was the mean diameter of the pupil (arbitrary units) during each stimulus flash measured with the EyeLink eye-tracking software (EyeLink 1000; SR Research, Ottawa, Ontario). 2. Trial duration was the total amount of time taken to complete
a trial. Because the animal could choose to saccade to an unchanged stimulus flash (thus ending the trial), the animal’s false alarm rate influenced trial duration. We computed trial duration by taking the difference between the stimulus onset of the initial flash and saccade onset (or, when no saccade, the end time of the final flash). 3. Reaction time was computed only for correct trials (i.e., “hits”) as the time between the onset of the changed stimulus in the final flash and saccade onset (the time at which the eyes left the fixation window).

A running mean of each behavioral variable was taken (except pupil diameter, for which a running median was taken) with 30 min overlapping windows in 6 min intervals. The long length of the time window was necessary to have reasonable estimates of hit rate and false alarm rate. For fair comparison between behavioral variables and the slow drift, we also estimated the slow drift as a running mean of residual spike counts along the slow drift axis with the same time window and intervals as those for the behavioral variable estimates (i.e., Gaussian smoothing was not performed here).

We used the running estimates of the behavioral variables and the slow drift for two comparisons. First, to assess whether the slow drift and behavioral variables showed similar time courses during a session, we computed the correlation over time between the slow drift and each behavioral variable (hit rate, false alarm rate, pupil diameter, trial duration, and reaction time). To compute the “shuffled” distributions of correlations between the slow drift and behavioral variables, we randomly shuffled slow drifts across sessions and re-computed correlations (200 runs), truncating the longer time series by discarding time points after the shorter times series finished. Second, we assessed if sessions for which the slow drift strongly varied (i.e., had a large magnitude) corresponded to sessions for which the behavioral variables also strongly varied. We measured the magnitude of the slow drift as its variance over time within a session. We normalized the slow drift by the number of neurons for each session to account for differences in the number of neurons across sessions. The variances of pupil diameter across sessions were not comparable because the eye-tracking software output arbitrary units of pupil diameter, and those units changed somewhat from session to session as the tracker position was adjusted. Thus, although values of pupil diameter were comparable within a session, values of pupil diameter were not comparable across sessions. We did not include the variance of pupil diameter in our results (Figure 3C; Figure S5).

Measuring whether neural responses vary more strongly with the slow drift versus attention
To understand how large were the neural activity changes related to the slow drift, we compared it to the size of activity changes related to spatial attention. For spatial attention, we first defined the attention axis as the axis in population activity space that connects the mean response on cue-in trials to that on cue-out trials (Cohen and Maunsell, 2010; Mayo et al., 2015; Snyder et al., 2018). The mean is taken over repeats of the same sample stimulus for a given cue condition. To assess the size of attention’s effect on spike counts for a given session, we computed the mean response along the attention axis for each block of trials (Figure 4B, orange and green lines), and took the variance across blocks ($\sigma_{\text{attn}}^2$). To measure the size of the slow drift, we computed the mean slow drift value for each block (Figure 4A, black lines), and computed the variance of these mean values across the blocks for each session ($\sigma_{\text{slow drift}}^2$). We compared the relative sizes of the slow drift and attentional effects by taking the ratio $\frac{\sigma_{\text{slow drift}}^2}{\sigma_{\text{attn}}^2}$. A ratio greater than 1 indicates that the size of the slow drift was larger than the modulation in responses due to attention. Ratios were computed separately for sample stimuli with 45° or 135° orientations, and results were aggregated across orientations and sessions (Figure 4C). To control for the possibility that the attention axis was aligned to the slow drift axis (and hence the slow drift could leak into the estimates of the attentional effect), we subtracted the estimate of the slow drift from responses before projecting them along the attentional axis. For most sessions, we found that the slow drift axis and the attention axis were largely unaligned (i.e., this subtraction procedure often did not change the value of $\sigma_{\text{attn}}^2$). Note that $\sigma_{\text{attn}}^2$ included the variance between cue-in and cue-out blocks (i.e., between orange and green lines) as well as the variance within cue-in and cue-out blocks separately (i.e., between orange lines and between green lines). This latter variance is necessary to ensure a fair comparison with the size of the slow drift but implies that $\sigma_{\text{attn}}^2$ is an overestimate. Thus, the true ratios are likely to be even larger than reported in Figure 4C.

Comparing the slow drift between brain areas V4 and PFC
To compare the correlation between the V4 slow drift and PFC slow drift over time (Figure 5B), we computed the correlation between the slow drift identified for each brain area separately. Then, we took the absolute value of the correlation because its sign is arbitrary. We compared the measured correlations to those computed when the PFC slow drifts were simulated as random smooth time courses. Each random time course was drawn from a Gaussian process (GP, Williams and Rasmussen, 2006) using the squared exponential covariance function with a timescale similar to that of the slow drift (45 min, Figure S4). Time points of the random time courses were sampled at the same sampling frequency as the slow drift (with a period of 0.6 min). Correlations between V4 slow drifts and these smooth random time courses were expected to be larger than 0 (Figure 5B, median $|\rho| = 0.68$) because we took absolute correlations. We also considered larger GP timescales and found that the correlations of the real data (Figure 5B, median $|\rho| = 0.96$) were still significantly larger than those for simulated slow drifts with a 1 h timescale (median $|\rho| = 0.81$, p < 0.002, permutation test). We also computed the correlation between the magnitudes of V4 and PFC across sessions (Figure 5C). Magnitude was defined as the variance of the slow drift (either in V4 or PFC) within a session. We normalized the slow drift by the number of neurons to account for differences in the number of neurons recorded in each session.
**Models of perceptual decision-making**

We propose two models of perceptual decision-making (Figure 6; Figure S6). Both models take as input the stimulus \( x_{\text{input}} \) \( \in \{0, 1\} \) (where \( x_{\text{input}} = 0 \) for a sample stimulus and \( x_{\text{input}} = 1 \) for a changed stimulus) and feedforward perceptual noise \( \epsilon_{\text{noise}} \sim \mathcal{N}(0, \sigma^2) \), and output a decision variable \( d \in \{0, 1\} \) (where \( d = 0 \) represents keeping fixation and \( d = 1 \) represents making a saccade). Similar to the experiment, each simulated trial comprised a sequence of stimulus flashes where each flash had a 40% chance of changing from \( x_{\text{input}} = 0 \) to \( x_{\text{input}} = 1 \). In a correct trial, the model outputs decision \( d = 0 \) when \( x_{\text{input}} = 0 \), and outputs \( d = 1 \) when \( x_{\text{input}} = 1 \).

Both models also have a slow drift variable \( s = (1/2) \sin(2\pi (1/3500)(t + 2200)), \) where \( t = 1, \ldots, 2000 \) indicates the trial index. We chose this sine function so that \( s \) slowly varies over 2,000 trials; other smooth functions are possible. We define \( v = x_{\text{input}} + \epsilon_{\text{noise}} + s \) which represents V4 activity and provides sensory evidence to decision \( d \). In addition to the \( \epsilon_{\text{noise}} \) noise, we included another source of noise that directly influenced \( d \), whereby, for each flash, there was a probability \( \psi \) that \( d = 1 \) or \( d = 0 \) (both equally likely), independent of any other variables in the model. This output noise reflects other internal processes in the brain from which we cannot record that may affect an animal’s decision.

**Sensory bias model**

For the sensory bias model (Figure 6A), the decision is based directly on \( v \), where \( d = 1 \) if \( v > 0.5 \), else \( d = 0 \). An increase in \( v \) places \( v \) closer to the decision threshold of 0.5, thereby increasing the chance of a false alarm. Conversely, a decrease in \( v \) places \( v \) further from the decision threshold of 0.5, thereby requiring a higher value of \( \epsilon_{\text{noise}} \) to cause a false alarm.

**Impulsivity model**

For the impulsivity model (Figure 6G), the slow drift \( s \) directly influences decision \( d \) independent of the sensory evidence encoded in V4 activity \( v \). Mathematically, the slow drift determines an impulsivity signal \( m^* \text{Bernoulli}(p(s)) \), where \( p(s) \) is the probability of a saccade given the slow drift \( s \). We set \( p(s) = (1/2)(s + 0.5) \), which increases linearly as \( s \) increases. The decision is \( d = 1 \) if \( m = 1 \). The decision is also dependent on perceptual readout \( p = v - s \), where the slow drift has been removed. Thus, \( d = 1 \) if \( p > 0.5 \) or \( m = 1 \), else \( d = 0 \). Note that the slow drift \( s \) does not bias the sensory evidence because \( s \) is removed from the V4 activity \( v \). Instead, the slow drift only influences the decision \( d \) by overriding the perceptual readout \( p \) via the impulsivity signal \( m \).

**Model simulations**

We ran each model for 2,000 trials, and computed the hit and false alarm rates with running estimates over the 2,000 trials (500-trial window length, where each window was offset by 50 trials). We matched the overall false alarm rate for each model (34%) to the animals’ false alarm rates (~30%, ~40% for monkeys 1, 2) by choosing an appropriate value for the sensory noise parameter \( \sigma \) as well as for the output noise parameter \( \psi = 70\% \).

**Decoding V4 responses to predict the occurrence of false alarms**

Because the outputs of both models were consistent with the finding that hit rate, false alarm rate, and the slow drift covary together (Figures 6B, 6C, and 6H), we sought an analysis in which we could test a prediction that differentiated the two models. In particular, we focused on how false alarms (i.e., \( d = 1 \) when \( x_{\text{input}} = 0 \)) occurred for each model. Under the sensory bias model, slow drift \( s \) contributes to decision \( d \) through the perceptual readout of V4 activity \( v \). Thus, we would expect that for false alarms, \( d \) would be more accurately predicted from \( v \) than from \( v - s \) (i.e., subtracting the slow drift contribution from \( v \)). On the other hand, for the impulsivity model, slow drift \( s \) contributes to decision \( d \) through the impulsivity signal \( m \) but not the perceptual readout \( p \) (because \( p = v - s \), so the contribution of \( s \) does not reach \( d \)). The slow drift \( s \) acts as perceptual noise in V4 activity \( v \), obscuring the true perceptual signal \( p \) (i.e., \( v = p + s \), indicating \( v \) comprises the perceptual signal \( p \) and the “noisy” slow drift \( s \)). In this case, we would expect that for false alarms (i.e., \( p > 0.5 \) when \( x_{\text{input}} = 0 \)), \( d \) would be more accurately predicted from \( v - s \) than from \( v \), which differs from the sensory bias model. We first performed a decoding analysis to verify that our expectations about these models were correct, and then performed a similar analysis for the real data to test which model’s predictions were most consistent with the real data.

**Verifying model predictions**

We performed the following decoding analysis for each model (Figures 6E and 6J). First, we decoded whether or not a false alarm occurred from \( v \) using a threshold decoder (linear SVM). Next, we decoded from \( v - s \) instead of \( v \). Finally, we compared the two decoding accuracies to determine if the decoding accuracy would be higher (as predicted by the sensory bias model) or lower (as predicted by the impulsivity model) when decoding from \( v \) than from \( v - s \). Note that we decoded flashes that were either false alarms (i.e., \( d = 1 \) when \( x_{\text{input}} = 0 \)) or correctly-rejected flashes (i.e., \( d = 0 \) when \( x_{\text{input}} = 0 \)) that directly preceded the false alarm flashes. These correctly-rejected flashes were chosen for two reasons. First, they ensured we had an equal number of false alarm and non-false alarm flashes. Second, they forced the decoder to only consider within-trial fluctuations (i.e., \( \epsilon_{\text{noise}} \)) but not across-trial fluctuations (i.e., slow drift \( s \)). If we had instead considered across-trial fluctuations by including any correctly-rejected flash, we would not be able to differentiate between the models, as decoding accuracy for both models would be higher for \( v \) than for \( v - s \). This is because \( s \) contains information about the overall probability of a false alarm during a session that could be used to predict the occurrence of a false alarm within a session (but not within a trial), and subtracting \( s \) would discard this information. We provide further intuition about this point in Figure S6.

**Decoding analysis for the real data**

We performed a similar decoding analysis for the real data as we did for each model (Figure 6F). The animal’s decision was to saccade (i.e., \( d = 1 \)) or not to saccade V4 population responses projected onto the slow drift axis (i.e., \( v \) is a 1-dimensional signal, see below). For \( s \), we used our estimates of the slow drift of V4 activity (i.e., the population responses projected onto the slow drift...
axis and then smoothed). We then decoded \( v \) and \( v - s \) in the same manner as described for the models, using a linear SVM decoder with leave-one-out cross-validation.

For \( v \), we processed V4 activity in the following way. Because decoding accuracy of neural activity predicting false alarms have been reported to be only slightly above chance (e.g., choice probability was found to be ~54\%, as reported in Nienborg and Cumming, 2009) and we were considering a small time window of activity (i.e., 175 ms), we leveraged the temporal information of the V4 responses. We computed spike count vectors of the V4 activity in non-overlapping 1 ms time bins (starting at stimulus onset and ending at 175 ms after stimulus onset), and performed Gaussian smoothing with a 10 ms standard deviation for each neuron.

To identify the stimulus-encoding subspace, we presented a large collection of natural images, which were selected using an adaptive procedure. We opted for an adaptive stimulus selection procedure because we were limited in how many images we could show per session (i.e., ~2,000 images), and a small set of randomly-chosen images cannot fully represent the space of all possible natural images (Hung et al., 2012). In a set of closed-loop experiments separate from those of the orientation-change detection task, we employed an adaptive stimulus selection algorithm, called Adept, to choose a set of 2,000 natural images (out of a candidate set of 20,000) that elicited large and diverse responses (Cowley et al., 2017). We recorded V4 activity in an adult, male rhesus macaque (Macaca mulatta, monkey 3, ‘W’) using a Utah electrode array. Surgical and electrophysiology procedures were the same as for the other two monkeys, described above. For another monkey (monkey 1), we did not use adaptive stimulus selection but rather randomly selected 550 images to show.

After choosing the collection of stimuli to show for one recording session, for subsequent sessions we presented the images in random order while the animals performed an active fixation task. The description of this active fixation task is as follows. After the animal fixated for 150 ms on a yellow dot (same display parameters as those for the orientation-change detection task) to initiate a trial, the animal remained fixating while a stimulus clip of images was presented in the RFs of the recorded V4 neurons. After the stimulus clip finished, the animal was required to maintain fixation for 700 ms, after which the fixation dot vanished and a target dot appeared ~10 visual degrees from the location of the fixation dot. The animal received a water reward for correctly making a saccade to the target dot (within a target window of visual angle 5°). For monkey 3, each stimulus clip consisted of 10 natural images randomly selected from the 2,000 Adept-chosen natural images (no image could repeat within the same stimulus clip), and each image was shown for 100 ms. For monkey 1, each stimulus clip comprised three images (of the 550), and each image was presented for 200 ms, interleaved with 200 ms of isoluminant blank screen.

**Identifying the stimulus-encoding axes**

We identified the stimulus-encoding axes using the following procedure. We computed spike counts in 100 ms bins (for monkey 3) or 200 ms bins (for monkey 1), starting 50 ms after stimulus onset to account for the time it takes sensory information to reach V4. We did not consider responses to an image that had 5 or fewer repeats. We defined the stimulus-encoding axes as the dimensions in

---

**Determining whether the slow drift has the potential to corrupt stimulus encoding**

We sought to assess whether the slow drift could corrupt stimulus encoding. To do so, we measured to what extent the slow drift lies within the “stimulus-encoding subspace,” defined as the subspace spanned by the mean responses to many natural images. The rationale is that, if the slow drift lies within the stimulus-encoding subspace, then the corrupted neural response to an image (i.e., corrupted by the slow drift) could be interpreted downstream as a different image.

To identify the stimulus-encoding subspace, we processed V4 activity in the following way. For stimulus flashes with a given grating orientation, we subtracted out the mean spike count response (the PSTH on a millisecond timescale) to the preceding correctly-rejected flash from the spike count responses to both the false alarm and correctly-rejected flashes. This ensured that the overall mean response to the correctly-rejected flash was the same for both orientations. We then analyzed all stimulus flashes together regardless of orientation.

The fact that we can weakly predict false alarms from visual cortical activity (Figure 6F, ~52\%, significantly greater than the chance level of 50\%, \( p < 0.05 \) for both monkeys, one sample t test) is consistent with previous work that reported choice probabilities (~55\%) for neurons in MT, V1, V2, and V4 (Nienborg and Cumming, 2009; Cumming and Nienborg, 2016; Jasper et al., 2019). However, the observed decoding accuracies are not directly comparable to previously-reported choice probabilities because most previous work computes choice probabilities for a single neuron (here, we use a population of neurons), considers neural activity taken over large time windows (e.g., 1 s compared to 175 ms used here), and uses two-alternative forced choice tasks rather than our sequential task that required long periods of fixation. In an additional analysis, we confirmed that the resulting decoding accuracies were not a by-product of visual response adaptation due to the fact that the final flash always followed the second-to-final flash (Figure S6).
population activity space in which the repeat-averaged responses have the greatest variance. We identified these axes using PCA, taking the weight vectors of the top \( K \) principal components as the top \( K \) stimulus-encoding axes. For our work, we chose \( K = 12 \) because this number of stimulus-encoding axes captured a large fraction of stimulus response variance (i.e., variance of repeat-averaged responses taken across images) for each session (62%, 60%, 59% for days 1, 2, 3 of monkey 3, and 70%, 72% for days 1, 2 of monkey 1).

Because repeats were not necessarily equally-spaced throughout a session, we controlled for the possibility that the slow drift “leaked” into the estimation of the stimulus-encoding axes. To do this, we first applied PCA to the repeat-averaged responses and considered all \( N \) PCs, where \( N \) is the number of neurons. For each PC, we subtracted any “slow drift” from the raw responses along that PC (where the slow drift for each PC was estimated from projected responses using Gaussian smoothing with a 9 min standard deviation). Finally, we re-computed the repeat-averaged responses for which the slow drift was subtracted, and re-applied PCA to these responses. Results were almost identical when we did not perform this removal procedure, suggesting that little to no slow drift had leaked into the repeat-averaged responses (i.e., there were enough repeats to average out the presence of the slow drift).

Comparing the slow drift axis to the stimulus-encoding axes
We first estimated the slow drift of the responses to natural images. We estimated the slow drift axis using the same procedure as that for the orientation-change experiment. Note this slow drift was not necessarily the same as that removed from each stimulus-encoding axis of the repeat-averaged responses in the previous section, as this slow drift could be along an axis orthogonal to the stimulus-encoding axes. Finally, we measured the extent to which the slow drift axis was aligned to the stimulus-encoding axes by computing the fraction of slow drift variance captured by each stimulus-encoding axis. The slow drift variance was the variance of the slow drift over time within a session. A fraction close to 1 indicates that the slow drift axis largely overlaps with the stimulus-encoding axis. A fraction close to 0 indicates that the slow drift axis was close to orthogonal to the stimulus-encoding axis. For reference, we rotated the slow drift axis to a random orientation in population activity space (i.e., “random axis”), and re-computed this fraction.

QUANTIFICATION AND STATISTICAL ANALYSIS
Unless otherwise stated, all statistical hypothesis testing was conducted with permutation tests, which do not assume any parametric form of the underlying probability distributions of the sample. All tests were two-sided and non-paired, unless otherwise noted. We computed \( p \)-values with 500 runs, where \( p < 0.002 \) indicates the highest significance achievable given the number of runs performed. Permutation tests were performed either for differences in means or differences in medians (the latter used when outliers existed), as noted by context in the text. All correlations were performed with Pearson’s correlation \( r \), unless otherwise stated. We computed the significance of \( r_{\text{actual}} \) of the actual data with a ‘shuffle test’ by running 500 shuffles of the samples and re-computing \( r_{\text{shuffle}} \) for the \( j \)th shuffle. The \( p \)-value was measured as the proportion of shuffles with \( r_{\text{shuffle}} \) greater than or equal to \( r_{\text{actual}} \) for all \( j \), for a one-sided hypothesis test. Error bars in figures represent either ± 1 SEM when estimating means or bootstrapped 90% confidence intervals when estimating medians, as stated. Error bars are for visualization purposes only, and not used for hypothesis testing. No statistical methods were used to predetermine sample sizes, but our sample sizes are similar to those of previous related publications (e.g., Cohen and Maunsell, 2009; Mitchell et al., 2009; Luo and Maunsell, 2015).
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**Supplementary Figure 1: Behavior during the orientation change detection task. Related to Figure 1.**

**a.** The animal better detects larger stimulus changes as well as stimulus changes that are cued than uncued. Task performance (measured as sensitivity $d'$) versus the change in orientation $\Delta \theta$ (either clockwise or counterclockwise) of the cued stimulus (blue) and the uncued stimulus (black). Results shown here are for monkey 2 (see Fig. 1b for results of monkey 1). Larger $\Delta \theta$ are easier for the animal to detect, and cued stimulus changes ($\Delta \theta = 3^\circ$, blue) are easier to detect than uncued stimulus changes ($\Delta \theta = 3^\circ$, black). Data are fit with a Weibull function (gray). Dots indicate means over sessions, error bars indicate $\pm 1$ s.e.m.

We wondered if the time course of behavior was stereotypical across sessions (e.g., both hit rate and false alarm rate slowly increased for all sessions). We found that hit rate and false alarm rate slowly changed over the course of the session but not in a consistent way across sessions (e.g., all rates do not strictly increase).

**b.** Hit rate, measured as the fraction of stimulus changes that were correctly detected.

**c.** False alarm rate, measured as the fraction of unchanged stimulus presentations to which the animal incorrectly made a saccade. For b and c, each line is the running estimate of the rate for one session (see STAR Methods).

The results in b and c indicate that hit rate and false alarm rate did not fluctuate in a stereotypical manner (e.g., strictly increasing). This suggests that the slow changes in rates were not due to a general increase in fatigue (or satiation, etc.) over the course of the session. The reasoning is as follows. As the animal gradually becomes fatigued, the animal likely becomes less engaged in the task and more prone to “guessing”—increasing the animal’s overall likelihood to make a saccade in order to receive reward for guesses that happened to be correct. Thus, if changes in rates were due to fatigue or satiation, we would expect to see both hit rate and false alarm rate gradually increase throughout the session. However, hit rate and false alarm rate did not strictly increase for every session. Still, it is possible that the animal had differing periods of fatigue and high engagement throughout each session, consistent with a fluctuating hit rate and false alarm rate.
Supplementary Figure 2: Ensuring the recording stability of the neuron isolations. Related to Figure 2.

One potential source of the slow drift could have been recording instability, which might have caused the recorded spike waveforms to gradually change during a session. A changing spike waveform could have affected our spike sorting procedure, leading to a spurious slow drift in neural activity. To ensure this was not the case, we assessed how much a neuron’s spike waveform changed throughout a session with the percent waveform variance metric (see STAR Methods).

**a.** Spike waveforms for V4 neurons with the median percent waveform variance for each monkey. Each trace represents the average waveform for one decile of the session.

**b.** Same conventions as in panel a except for V4 neurons we analyzed with the largest percent waveform variance (neurons with a percent waveform variance greater than 10% were removed from our analyses).

**c.** Having removed neurons with percent waveform variance greater than 10%, we performed two analyses to verify that the identified slow drift was not a product of recording instabilities in the remaining neurons. First we asked whether neurons with highly stable waveforms (i.e., percent waveform variance < 1%) contributed to the slow drift. We found many neurons with a very low percent waveform variance but large weight magnitude (i.e., there are many gray dots with < 1% waveform variance and > 0.2 weight magnitude). Thus, even the most stably-recorded neurons contribute substantially to the identified slow drift. Second, we binned the percent waveform variances into 1% bins, and computed the mean weight magnitude across neurons for each bin (black line). This mean value was relatively flat across bins, suggesting neurons at all percent waveform variance levels contributed to the identified slow drift. Black error bars indicate ±1 s.e.m., and the green and red dots denote the median and most extreme neurons, respectively. These results indicate that the identified V4 slow drift in neural activity could not have been caused by neural recording instabilities.

**d-f.** PFC neurons were subjected to the same neuron removal criteria (< 10% waveform variance) as were the V4 neurons. All conventions were the same as in a-c. These results indicate that any slow drift observed in the activity of the analyzed PFC neurons was not caused by neural recording instabilities.
Supplementary Figure 3: One possible source of the slow drift in V4 activity is the change in rate of small eye movements, known as microsaccades, during fixation. Related to Figure 2.

These microsaccades may cause changes in V4 activity either by making small shifts to the visual stimulus relative to V4 receptive fields or via corollary discharge. Here, we found this not to be the case. Instead, the slow drift, as an impulsivity signal, may influence the rate of microsaccades, consistent with our findings that the slow drift correlates to other behavioral variables (Fig. 3).

a. If the slow drift arose from the feedforward effects of microsaccades (i.e., shifting the visual stimulus relative to V4 receptive fields), then we reasoned that when no stimulus was being presented (i.e., a blank screen except for the fixation dot), we should find little to no slow drift. To test this, we compared estimates of the slow drift when a stimulus was being presented (green, ‘stimulus’) and when no stimulus was presented (purple, ‘inter-stimulus’). The former was the same slow drift as that estimated in Figure 2, while the latter was estimated in the same manner but using V4 spike counts (taken in a 200 ms window) starting 200 ms before stimulus onset (during which no stimulus was presented and 100 to 300 ms after the previous stimulus offset). For this example session, we found a strong correlation over time ($\rho = 0.96$, $p < 0.002$, permutation test) between the slow drift during stimulus presentation (green) and during the inter-stimulus period (purple).

b. Correlation over the course of the session between the slow drift during stimulus presentation and during the inter-stimulus period, all sessions (‘data’, orange). The median correlation of the data ($\rho = 0.973$, aggregated for both monkeys) was significantly higher ($p < 0.002$, permutation test) than that between two smooth, random walks with the same time scale as the slow drift (median $\rho = 0.032$, see STAR Methods). (continued on next page...)


**Supplementary Figure 3:** (...continued from previous page)

Results for individual monkeys held the same trends (median $\rho = 0.97, 0.97$ for monkeys 1, 2). We also confirmed that the sizes of the slow drifts (cf. Fig. 5c) were significantly correlated across sessions ($\rho = 0.46, 0.71$ for monkey 1, 2; $p < 0.05$ for each monkey, permutation test). These results indicate that the slow drift is still present in V4 activity even when no stimulus is present. This suggests that the slow drift does not arise in a feedforward manner from shifts of the visual stimulus relative to the V4 receptive fields caused by microsaccades.

c. To further test if microsaccades influence the slow drift, we measured to what extent the eyes moved during each stimulus flash. We defined the measure ‘fixation variance’ as the variance of the eyes’ locations in visual degrees over time during fixation. For an example session, the stimulus flash with the lowest fixation variance had a stable eye trace (left panel, blue trace), while the flash with the highest fixation variance had salient microsaccades (right panel, blue trace visits two distinct spatial locations). The fixation cue dot is in yellow, and the fixation window (the boundary that if crossed, indicated a break in fixation) is a gray dashed line.

If the slow drift arose from microsaccades, then we expected that we should not find evidence of the slow drift in V4 activity for stimulus flashes with low fixation variance (i.e., when little to no eye movement occurred). We grouped stimulus flashes into those with a low fixation variance (below a low fixation variance upper threshold), a high fixation variance (above a high fixation variance lower threshold), and a medium fixation variance (between the two thresholds). The thresholds were chosen such that a third of stimulus flashes had low fixation variance (second panel from the left, example eye trace for a stimulus flash with fixation variance equal to the upper threshold for low fixation variance flashes), while a third of stimulus flashes had a high fixation variance (third panel from the left, example eye trace for a stimulus flash with fixation variance equal to the lower threshold of high fixation variance flashes). For visual clarity, example eye traces were re-centered.

d. The fixation variances across stimulus flashes for both monkeys were mostly small, while flashes with microsaccades (i.e., fixation variance > 0.1) were rare. Fixation variances corresponding to the four example flashes from one session in e are indicated with colored lines.

e. We asked whether the slow drift in V4 activity was present during stimulus flashes with low fixation variance. If microsaccades influence the slow drift (in a feedforward manner or as a corollary discharge), then there should be no slow drift present for stimulus flashes with low fixation variance. We estimated the slow drift in V4 activity for all flashes, and compared this slow drift to a slow drift estimated with a third of the flashes with low fixation variance (‘low fix. var. flashes’). These slow drifts were highly correlated over the course of the session (‘low fix. var. flashes’, mean $\rho = 0.993$ across sessions and monkeys). We also estimated the correlations between the slow drift (estimated with all flashes) and the slow drift estimated with either medium fixation variance flashes (‘medium fix. var. flashes’, mean $\rho = 0.996$) or high fixation variance flashes (‘high fix. var. flashes’, mean $\rho = 0.996$). These distributions of correlations were not significantly larger than those for the low fixation variance flashes (‘n.s.’ comparisons, $p = 0.368$, $p = 0.386$ for medium and high fixation variance flashes, respectively, permutation test). Thus, we found that the slow drift was present during stimulus flashes with low fixation variance, supporting the idea that the slow drift does not arise from microsaccades either in a feedforward manner or as a corollary discharge.

f. We also asked whether V4 activity along the slow drift axis more strongly varied for low fixation variance flashes versus high fixation variance flashes. If microsaccades influence the slow drift, then we expect that the variance of V4 activity along the slow drift axis for low fixation variance flashes should be less than that for high fixation variance flashes. This is because activity for low fixation variance flashes should vary little (as little to no eye movement occurs) while activity for high fixation variance flashes would vary greatly due to the microsaccades. We found that the variance of residual V4 activity (raw spike counts minus the repeat-averaged response) projected along the slow drift axis (estimated with all flashes) for high fixation variance flashes was no larger than that for low fixation variance flashes (dots not above dashed line, $p = 0.668$, permutation test).

Taking the results in b, e, and f together, we conclude that the slow drift does not arise as a consequence of changes to the rate of microsaccades, either in a feedforward manner or as a corollary discharge. However, the slow drift, as an impulsivity signal, likely influences the rate of microsaccades, which we speculate about in the Discussion.
Supplementary Figure 4: Firing rate properties and slow drift of V4 activity. Related to Figure 2 and STAR Methods. (continued on next page...)
Supplementary Figure 4: (...continued from previous page)

Properties of V4 neural activity were consistent with those observed in previous studies (reviewed in Cohen & Kohn, 2011). Spike counts were taken in a 400 ms bin starting 50 ms after stimulus onset. Results for monkey 1 (left column) and monkey 2 (right column) were computed separately for each stimulus orientation (i.e., 45° and 135°) and aggregated across orientations and sessions. **a.** Mean firing rate. **b.** Fano factors (spike count variance divided by mean spike count). **c.** Noise correlations for each pair of simultaneously-recorded neurons. Triangles indicate means (‘m’).

Previous work has also found that noise correlations between pairs of V4 neurons tend to decrease when the animal employs attention (Cohen & Maunsell, 2009; Mitchell et al., 2009). We confirmed that for our recorded V4 neurons, the mean noise correlation decreased between valid (i.e., ‘attended’) and invalid (i.e., ‘unattended’) trials ($\Delta$ mean $r_{nc} = -0.014, -0.010$ for monkey 1, 2). The magnitudes of these changes were consistent with those in previous work (Cohen & Maunsell, 2009; Mitchell et al., 2009).

We asked to what extent hit rate, false alarm rate, and the slow drift slowly evolved over time. Thus, we sought a way to estimate the timescales of these variables. Here, we provide intuition of our approach for estimating timescale with simulated data.

**d.** We simulate a signal $y_1(t) = \sin(2\pi \frac{1}{200} t) + \epsilon$, where $t = 0, \ldots, 1000$ represents time (e.g., in minutes) and $\epsilon \sim \mathcal{N}(0, \sigma)$ for $\sigma = 0.5$ is the noise that is independent at each time point. We simulated 1,000 time points of this signal (black dots). To estimate this signal’s timescale, we used Gaussian smoothing and considered different standard deviations as candidate timescales (red and blue lines denote smoothed estimates with different timescales). We chose this approach over a Fourier analysis, because this approach allows for the unequal spacing between time points, which occurred in the neural data (i.e., trials were initiated by the animal and inter-trial periods need not have the same durations).

**e.** For each candidate timescale, we computed the cross-validated performance $R^2$ by predicting each held-out data point by a Gaussian weighted average of its neighboring data points (held-out data were chosen randomly for 10 fold cross-validation). We found that the candidate timescale that achieved the largest $R^2$ (the optimal timescale, red asterisk) was small, and that a much longer timescale still achieved 75% of the largest $R^2$ (blue asterisk). This suggests that although a small candidate timescale (in this case, 11) may be optimal for Gaussian smoothing (because it can capture both low and high frequency components), it does not necessarily reflect the timescale of the most dominant component (e.g., a low frequency of $\frac{1}{200}$). Instead, the timescale of this dominant, low-frequency component is reflected by how slowly the $R^2$ curve drops off as the candidate timescale increases beyond the optimal timescale. Indeed, the 75% timescale of 38 better reflects the low frequency of $\frac{1}{200}$. We note that the timescale of 38 reflects the window of the Gaussian weighted average and is not expected to be equal to the period of the sinusoid (in this case, 200).

**f.** To confirm this intuition, we simulated $y_2(t)$ in the same way as $y_1(t)$ except with a lower frequency of $\frac{1}{500}$. We expected a slower drop off in $R^2$ for $y_2(t)$ than $y_1(t)$.

**g.** We found that the optimal timescale (red asterisk) for $y_2(t)$ was not representative of the dominant frequency of $\frac{1}{500}$. However, the 75% timescale of 98 did reflect this low frequency, indicating the drop in $R^2$ was slower for a signal with a lower frequency (compare blue curves in **b** and **d**), as expected. Thus, we choose to report the candidate timescale that achieves 75% of the largest $R^2$ for two reasons. First, this timescale appears to be a more interpretable estimate of the timescale of the most dominant component of the signal (e.g., a timescale of 98 better represents $y_2(t)$ in **c** than a timescale of 17). Second, this timescale is more likely to avoid the preference of Gaussian smoothing to choose smaller candidate timescales as the optimal. We only used this approach to report the timescales in the main text for hit rate, false alarm rate, and the slow drift; the estimated timescales do not affect results presented in any other figure.

(continued on next page...)
Using the above method to estimate timescale \((d-g)\), we found that the timescale of the V4 slow drift was approximately 40 minutes.

**h.** We estimated the timescale of the V4 slow drift with Gaussian smoothing (same estimation procedure as that for estimating the timescale of hit rate and false alarm rate, see STAR Methods). We found that this timescale for the slow drift of V4 activity (i.e., V4 responses projected onto the slow drift axis) was approximately 40 minutes for each monkey (mean \(m = 32.8, 43.5\) minutes for monkeys 1, 2).

**i.** We also computed the timescale of the slow drift using a different method. We performed an autocorrelation on the responses projected onto the slow drift axis (blue, averaged over sessions). We fit an exponential function (black) to the autocorrelation curve (blue), and found decay rates of \(\tau = 400, 700\) trials for monkeys 1, 2. On average, 100 trials took 10.2, 9.4 minutes for monkeys 1, 2, indicating that the timescale of the slow drift was \(-50\) minutes (\(-40, -60\) for monkeys 1, 2). One caveat is that the autocorrelation requires that responses have equal spacing between time points, but this was not the case for our data: trials could be separated by different lengths in time. Taken together, the results of the Gaussian smoothing analysis and the autocorrelation analysis suggest that much of the response variation can be explained by a slow drift with a timescale of 40 minutes or greater.

We further asked how each neuron contributes to the slow drift. Because the slow drift represents a weighted average across neurons, the effects of the slow drift may be missed if one simply averages firing rates across neurons (i.e., equal weights) if the weights of the slow drift are not equal (i.e., both positive and negative weights). We found this to be the case.

**j.** Time courses of the mean population rate for all sessions. The mean population rate is a proxy for the number of On/Off states (Engel et al., 2016) or synchronized/desynchronized states (Beaman et al., 2017) and has been used previously to summarize population activity (Okun et al., 2015). The mean population rate was computed by projecting population activity onto the unity axis \(u = \frac{1}{N}[1, 1, \ldots, 1]\) for \(N\) neurons and then Gaussian smoothed. The slow drift was processed in the same manner except that the slow drift axis was identified with PCA (Fig. 2d). The slow drift varied substantially more than the corresponding mean population rate \((\sigma_{slow\, drift}^2/\sigma_{pop.\, rate}^2, \text{median} = 6.9, 2.9\) for monkeys 1, 2 and were significantly above 1, \(p < 0.05\) for both monkeys, paired permutation test). In addition, the slow drifts were not correlated with their corresponding mean population responses (mean \(\rho = 0.04 \pm 0.16, -0.04 \pm 0.21\) for monkeys 1, 2, where \(\pm 1\) indicates 1 s.e.m.). These results indicate that the slow drift is not apparent when directly averaging the activity across neurons. Furthermore, the slow drift does not appear to be directly related to the observed On/Off states or synchronized/desynchronized states observed in previous work (Engel et al., 2016; Beaman et al., 2017).

**k.** Weight vectors of the slow drift axis for two example sessions. In the following two analyses, we asked whether the weights had the same signs and how many weights were close to zero.

**l.** We assessed to what extent the slow drifts of neurons were positively or negatively correlated by analyzing the signs of the weights. If some neurons were negatively correlated, it suggests that taking the population average may miss large effects of the slow drift. We found this to be the case, as only 70% of neurons had weights with the same sign. We found this by computing the fraction of weights with the same sign for each session. A fraction of 1 indicates that all neurons have weights with the same sign. A fraction of 0.5 indicates that half the neurons have positive weights, while the other half have negative weights. The median fraction for all sessions was 0.71 (‘data’). For reference, the distribution of fractions for weights whose signs were randomly flipped with equal probability (‘random’, smoothed histogram) had a median of 0.57.

(continued on next page...)
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**Supplementary Figure 4:** (...continued from previous page)

**m.** Another important consideration was to what extent the weights of the slow drift axes were sparse (i.e., how many weights had values far from zero). This is important because it could have been the case that only 1 to 2 neurons had large weights and the rest of the weights were close to zero (i.e., high sparsity), implying that the slow drift is not a population effect but rather an effect of a small number of specific neurons. However, this was not the case, as we found that roughly 75% of the recorded neurons slowly drifted by performing the following analysis. We defined a sparsity index for slow drift axis \( s \in \mathbb{R}^N \) for \( N \) neurons as the angle between \( [|s_1|, \ldots, |s_N|] \) (where \( s_i \) is the \( i \)th element of \( s \) and \( |\cdot| \) is the absolute value function) and \( [1, 1, \ldots, 1] \) (i.e., the unity axis) divided by the maximally-sparse angle. The maximally-sparse angle is the angle between the \( [1, 1, \ldots, 1] \) axis and the \( [1, 0, \ldots, 0] \) axis (i.e., a unit axis). A sparsity index of 1 indicates that \( s \) is highly sparse with many weights that are close to zero. A sparsity index of 0 indicates that \( s \) is dense (i.e., many weights far from zero). For reference, we computed the sparsity index for randomly-generated vectors where each weight was drawn from a standard Gaussian (red). We computed two other reference distributions whose vectors were generated in the same way as that for the red distribution but a fraction of weights were forced to be zero (gray: \( \frac{1}{4} \) of weights are zero, blue: \( \frac{1}{2} \) of weights are zero). The distribution of sparsity indices for the slow drift axes (orange, ‘data’) overlapped the most with the \( \frac{1}{4} \)-weights distribution (gray), indicating that the activity of roughly 75% of the recorded neurons slowly drifted.

Taking \( I \) and \( m \) together, we conclude that ~50% of neurons increase or decrease their activity together, ~25% either increase or decrease their activity in the opposite manner of the first 50%, and ~25% have little to no drift.
Supplementary Figure 5: The slow drift covaries with slow fluctuations in behavior. Related to Figure 3. (continued on next page...)
We found similar trends for individual monkeys as aggregated results (Fig. 3b and c). Same plotting conventions as in Figure 3b and c.

a. Correlations over time within each session between the V4 slow drift and behavioral variables for each monkey. Correlations match those of aggregated results (Fig. 3b). Asterisk denotes significance over chance levels ($p < 0.05$, permutation test).

b. Correlations between magnitude of slow drift and magnitudes of behavioral variables for each monkey. All correlations are positive and close to significant ($p$-values are shown, permutation test).

We further analyzed correlations between behavioral variables. Behavioral variables primarily covaried along one dominant pattern, and the slow drift was most correlated with this pattern.

c. We investigated the correlations over the time within each session between the five behavioral measures for each monkey. We found a similar trend as that of the correlations between the slow drift and behavioral variables (Fig. 3b). Namely, hit rate, false alarm rate, and pupil diameter were mostly positively correlated; trial duration and reaction time were positively correlated; and these two groups were negatively correlated.

d. We next asked to what extent the covariance matrices in c could be explained by one co-fluctuation pattern among the behavioral variables. We applied PCA to the behavior variables, and found that the top principal component (PC1) explained 58%, 64% of the variance of the behavioral variables for monkeys 1, 2. This indicates that there is a dominant co-fluctuation pattern among the behavioral variables. We confirmed that the weights of this dominant pattern matched the pattern of correlations in c (i.e., the weights were close to $[1, 1, 1, -1, -1]$, which matched the groupings of correlations).

e. Finally, we asked to what extent did the slow drift covary with different co-fluctuation patterns of the behavioral variables. The slow drift covaried most strongly with the first principal component (PC1), significantly greater than that of shuffled data ($p < 0.002$, permutation test). This relationship was weaker for the other PCs (PC2-PC5), and in the opposite direction for the weakest PCs (PC4 and PC5, asterisk corresponds to $p < 0.05$, permutation test). Black and gray dots indicate median correlations across sessions. Error bars indicate bootstrapped 90% confidence intervals. These results indicate that a single dominant pattern explains the co-fluctuations of the behavioral variables, and that the slow drift is most correlated with this pattern.
Supplementary Figure 6: Further intuition and controls for the sensory bias model and the impulsivity model. Related to Figure 6 and STAR Methods.

We illustrate the simulation procedure of the sensory bias model, the impulsivity model, and the decoding analysis in Figure 6e and j. Simulations have the same trial structure as that of the orientation-change detection task. Each trial consists of a sequence of stimulus inputs $x_{\text{input}} \in \{0, 1\}$, where $x_{\text{input}} = 0$ indicates no stimulus change and $x_{\text{input}} = 1$ indicates a stimulus change. The trial sequence starts with $x_{\text{input}} = 0$ and has a 40% chance of changing from $x_{\text{input}} = 0$ to $x_{\text{input}} = 1$ for each consecutive input. The correct output of the model is to indicate decision $d = 0$ if $x_{\text{input}} = 0$ and $d = 1$ if $x_{\text{input}} = 1$. 

(continued on next page...)
Supplementary Figure 6: (...continued from previous page)

a. Simulation procedure of the sensory bias model. Sensory noise $\epsilon_{\text{noise}}$ is added to $x_{\text{input}}$ (top right panel depicts $x_{\text{input}} + \epsilon_{\text{noise}}$). Slow drift $s$ is then added to form the simulated V4 activity $v = x_{\text{input}} + \epsilon_{\text{noise}} + s$ (middle right panel depicts $v$). Finally, the decision $d \in \{0, 1\}$ is based on $v$ (bottom right panel depicts $v$ but colored based on decision $d$). Dashed black lines indicate the decision threshold used to determine decision $d$. For the sensory bias model, any V4 activity $v$ above the decision threshold of 0.5 leads to a “saccade” (i.e., $d = 1$).

b. Simulation procedure of the impulsivity model. V4 activity is simulated in the same manner as that for the sensory bias model (i.e., top right two panels are the same in a and b). An internal copy of $s$ is removed from the readout of the V4 activity to form the perceptual readout $p = v - s$ (right panel, third from the top, depicts $p$). Decision $d$ is based on the perceptual readout $p$ passing a decision threshold (i.e., $d = 1$ if $p > 0.5$) or an impulsivity signal $m$ (i.e., $d = 1$ if $m = 1$). It is more likely for impulsivity signal $m$ to equal 1 if slow drift $s$ has a higher value. An important point is that impulsivity signal $m$ influences decision $d$ independent of perceptual readout $p$, leading to some decisions $d = 1$ that are not caused by the perceptual readout $p$ passing the decision threshold (bottom right panel, some purple dots are below the dashed line, cf. bottom right panel in a).

c. Illustration of the analysis procedure for decoding false alarms from the simulated V4 activity for the sensory bias model. We consider only false alarm trials, and compare simulated V4 activity $v$ corresponding to the last stimulus input of the trial (i.e., when a false alarm occurred because $d = 1$ when $x_{\text{input}} = 0$, red dots) versus the preceding stimulus input (i.e., a correctly rejected stimulus input because $d = 0$ when $x_{\text{input}} = 0$, black dots). The red dots form a subset of the purple dots in the bottom right panel in a, and the black dots form a subset of the green dots. We decode V4 activity $v$ (i.e., with the slow drift) and $v - s$ (i.e., with the slow drift subtracted) using a threshold decoder (green lines, linear SVM decoder). For the sensory bias model, subtracting the slow drift decreases the decoding accuracy (i.e., decoding accuracy is higher when decoding $v$ than when decoding $v - s$). This is because the slow drift biases the sensory evidence $v$ to be closer or further from the decision threshold (a, bottom right panel), and removing this bias discards information that V4 activity has about the decision.

d. Same analysis procedure as in c, except for the impulsivity model. Subtracting the slow drift increases the decoding accuracy (i.e., decoding accuracy is lower when decoding $v$ than when decoding $v - s$). This is because the slow drift is removed from perceptual readout $p$ (b, right panel, third from top). Still, the slow drift influences many decisions unrelated to the perceptual readout (e.g., many false alarms occur even when $p$ is below the decision threshold because $m = 1$). Here, the ability of $v$ to predict the occurrence of a false alarm within a trial comes from the dependence of $d$ on $p > 0.5$ and not from the dependence of $d$ on $m = 1$. This is because we only consider a false alarm and its preceding correctly-rejected stimulus flash within a trial (i.e., the slow drift is held constant within a trial), and not a false alarm and a correctly-rejected stimulus flash from any trial (for which the slow drift may vary).

The decoding accuracies here are higher than those in Figure 6 because here we did not include decision output noise (see STAR Methods) in order to better illustrate the differences between the two models. Including this output noise (which accounts for the fact that we recorded only a small fraction of the neurons in the decision-making circuit, and other unobserved sources of noise are likely) yields overall decoding accuracies of the models (Fig. 6e and j) more similar to those of the real data (Fig. 6f).

(continued on next page...)
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Supplementary Figure 6: (...continued from previous page)

e. Controlling for visual response adaptation when decoding false alarms versus correct rejects from V4 responses. It could be the case that adaptation-like effects (Kohn, 2007, Journal of Neurophysiology 54:100-200) led to an increase in our decoding accuracy in Figure 6f, rather than the false alarm itself. To control for this, for each false alarm trial, we identified a nearby matching trial (which need not be a false alarm trial) whose sequence length $M$ was at least one flash longer than the sequence length $K$ of the corresponding false alarm trial (i.e., $M > K$). We then decoded responses to the two stimulus flashes in positions $K - 1$ and $K$ from the matched trial. Because these matched responses come from two correctly-rejected stimulus flashes, we expect our ability to decode these responses to be at chance, unless adaptation-like effects are at play. Indeed, when we decoded these matched responses, we found decoding accuracy close to chance (dots close to gray dashed line). In addition, we found we found no difference in decoding accuracy ($p = 0.572$, $p = 0.745$ for monkeys 1, 2, paired permutation test) when comparing decoding accuracy using the raw activity and the slow drift-subtracted activity, unlike the increase in decoding accuracy observed in responses from false alarm trials (Fig. 6f). Dots indicate means across sessions, and error bars indicate ±1 s.e.m. These results indicate that the results in Figure 6f are not due to adaptation-like effects.
One possible reason that the slow drift is removed by a downstream readout of V4 activity (Fig. 6) is that otherwise the slow drift could corrupt sensory information, impacting perception and non-impulsive decisions. To see if this were the case, we asked to what extent the slow drift axis aligns with axes that encode sensory information, where these stimulus-encoding axes were estimated based on V4 responses to natural images (Fig. 7).

Supplementary Figure 7: The slow drift axis overlapped with the top stimulus-encoding axes for V4 responses to natural images and to sinusoidal gratings. Related to Figure 7.

a. Same convention as Figure 7d, shown for each of the five sessions individually. We asked whether the slow drift axis overlapped with any of the stimulus-encoding axes (i.e., at least one orange bar above gray) versus no overlap (i.e., no orange bar above gray). We computed the fraction of the slow drift variance captured by the top 12 stimulus-encoding axes (variance was summed across the top 12 axes), and found that these top 12 stimulus-encoding axes more closely overlapped with the slow drift axis than with a randomly-oriented axis for each session \((p < 0.002\), proportion of random runs with fractions above the fraction of the slow drift). The sum of these fractions (orange bars) equal the fractions reported in Fig. 7e. These results indicate that the slow drift tends to lie along stimulus-encoding axes, and thus the slow drift could corrupt the fidelity to which V4 activity encodes relevant image statistics relevant to downstream areas. This potential corruption of sensory encoding motivates the removal of the slow drift in order for downstream readout areas to better recover the relevant stimulus information.

(continued on next page...
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b. In a, the slow drift axis overlapped with the top stimulus-encoding axes for V4 responses to natural images. Here, we perform the same analysis for the change-detection task (Fig. 1a), where we estimated the stimulus-encoding axes based on V4 responses to sinusoidal gratings (16 different orientations). We computed the stimulus-encoding axes by applying PCA to repeat-averaged V4 responses to 16 different orientations of sinusoidal gratings (30°, 39°, 42°, 44°, 46°, 48°, 51°, 60°, 120°, 129°, 132°, 134°, 136°, 138°, 141°, 150°), which represented rotations of the two base gratings (45° and 135°) either clockwise or counterclockwise by 4 different angles. These repeats occurred in the final flash of correct trials for which the stimulus changed inside the RFs of the V4 neurons. Because the animal could make a saccade any time after a stimulus change, we took V4 spike counts over the first 175 ms after stimulus onset, before any saccades were made. We did not consider sessions for which we recorded fewer than 16 neurons (i.e., less than the number of stimuli). We took the top 4 stimulus-encoding axes identified by PCA, which explained 85% of the repeat-averaged response variance (median across sessions and monkeys). We found that the top 4 stimulus-encoding axes captured a significantly larger amount of slow drift variance than if the slow drift lied along a random axis (left panel: monkey 1, right panel: monkey 2; asterisk indicates $p < 0.002$, permutation test).

This result, together with the results in a and Figure 7, suggest that the slow drift lies along stimulus-encoding axes of V4 activity, and thus may impair downstream readout if not removed.