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Abstract

Traditional linear signal processing is based on viewing signals as sequences or functions in time that flow in one direction, from past through present into future. Somewhat surprisingly, the assumption that the most basic operation that can be performed on a signal is a time shift, or “delay,” is sufficient to derive many relevant signal processing concepts, including spectrum, Fourier transform, frequency response and others.

This observation has led us to search for other linear, shift-invariant signal models that are based on a different definition of a basic signal shift, and hence have different notions of filtering, spectrum, and Fourier transform. Such models can serve as alternatives to the time signal model traditionally assumed in modern linear signal processing, and provide valuable insights into signal modeling in different areas of signal processing. The platform for our work is the algebraic signal processing theory, a recently developed axiomatic approach to, as well as a generalization of linear signal processing.

In this thesis we present a new class of infinite and finite discrete signal models built on a new basic shift called the generic nearest-neighbor shift. We construct filter and signals spaces for these new models, and identify the corresponding signal processing concepts, such as frequency, spectrum, Fourier transform, frequency response, and convolution. We also derive relevant properties of these models, such as the Parseval equality and the notions of low and high frequencies.

We then consider the problem of subband analysis for the newly constructed signal models. As a corresponding subband analysis tool for infinite signals, we extend the definition of filter banks to the new models, and construct perfect-reconstruction filter banks for subband decomposition. We also construct filter banks for robust signal transmission. As a subband analysis tool for finite signals, we study the implementation of appropriate discrete Fourier transforms. We propose a mathematical approach to the factorization of general discrete Fourier transform matrices, and apply it to construct fast computational algorithms for the Fourier
transforms of interest.

Finally, we consider possible applications of the constructed signal models in different areas of signal processing. For example, we demonstrate that the use of new signal models can be beneficial in such applications as the compression of ECG signals and the efficient implementation of widely-used discrete signal transforms, such as the discrete cosine transform.
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Chapter 1

Introduction

1.1 Motivation

Linear signal processing is a well-developed and comprehensive theory. At its core lie fundamental concepts such as filters and signals, spectrum and frequency, z-transform and Fourier transform. Many advanced techniques and tools for signal analysis, processing, and reconstruction are developed from these concepts.

Since a few fundamental concepts define the entire theory, signal processing operates under some implicit assumptions. Traditionally, signals are viewed as sequences in time: they go in one direction, from past through present into future. The basic signal shift is a delay and its inverse is an advance, as shown in Fig 1.1(a).

What if the underlying concepts of a signal model were different from the traditional ones? For example, there may be no inherent direction in a signal shift, or its action on a signal may somehow modify the signal contents. How much would it change the whole signal model and the corresponding signal processing theory? How can we process such signals?

Figure 1.1: Basic shifts for time and space one-dimensional signal models.
Recently, some of these questions have been answered by a rigorous signal processing formalism called \textit{algebraic signal processing (ASP)} \cite{1-6}. It offers a structured axiomatic approach to building signal models based on fundamental general concepts. In particular, the construction of an ASP signal model starts with identifying a basic shift, which, for example, may reflect the desired relation between signal values in the model. All other concepts are defined based on this basic shift. As a result, we obtain a signal model with the desired underlying assumptions and the proper associated tools for signal analysis and processing.

For example, new space signal models have been constructed from the so-called space shift, shown in Fig. 1.1(b) and studied in \cite{1-3, 5, 6}, as alternatives to the traditional time model. It was shown that the signal processing properties of the new models, such as convolution, Fourier transform, and others, are different from those of the standard time model. In particular, it was demonstrated that discrete cosine and sine transforms are the counterparts of the discrete Fourier transform for these models.

Both the time and space shifts are examples of one-dimensional (1-D) shifts. Multidimensional time and space signal models can be constructed from the corresponding 1-D signal models as tensor products of the underlying vector spaces of signals. Such models are called \textit{separable}, since each dimension can be analyzed separately from others, as a 1-D signal model.

In addition, there exist \textit{non-separable} multidimensional signal models that cannot be represented as tensor products of 1-D signal models. They are based on shifts that act in multiple dimensions. Examples include two-dimensional hexagonal and quincunx signal models. The corresponding shifts are shown in Fig. 1.2. Such models have been studied in \cite{7-11}.

![Diagram](image.png)

\textbf{Figure 1.2:} Basic shifts for hexagonal and quincunx non-separable two-dimensional signal models. One shift is indicated with solid lines, the other with dashed ones.
1.2 Thesis Contributions

The ASP theory introduces many questions about the existence and relevance of alternative signal models and the corresponding signal processing tools. The main goal of this thesis is to answer two of the most important of these questions:

1) Do there exist linear, shift-invariant signal models of interest, not studied previously by the traditional signal processing theory, or by the algebraic signal processing theory? How do we define signal processing concepts for the new models?

2) How do we define and construct appropriate subband analysis tools for signals for the new models, such as filter banks and finite discrete Fourier transforms?

In this thesis, we answer the above questions by identifying a new, large family of signal models, and then developing the theory of subband analysis tools for these models. We list the main contributions of the thesis below.

New signal models

We introduce a family of signal models that serve as alternatives to the traditional time model. In particular, we construct and study a family of generic nearest-neighbor signal models, which were originally suggested in [3]. These models are derived from the notion of the generic nearest-neighbor shift shown in Fig 1.3. In parallel to the traditional signal processing theory, we define analogs of all relevant concepts for these models, such as the filter and signal space, the operations of filtering and convolution, spectrum and frequency, \( z \)-transform and Fourier transform. Our goal is to demonstrate that generic nearest-neighbor models are a legitimate alternative to the time models traditionally assumed in linear signal processing.

\[
\begin{array}{c}
\bullet_{t_{k-1}} & \overset{a_k}{\mapsto} & \overset{b_k}{\mapsto} & \overset{c_k}{\mapsto} & \bullet_{t_{k+1}} \\
\end{array}
\]

Figure 1.3: Generic nearest-neighbor shift. Coefficients \( a_k, b_k, c_k \in \mathbb{R} \) are real numbers, and satisfy \( a_{k+1}c_k > 0 \).
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Subband analysis

We construct the corresponding tools for subband analysis of the newly designed signals, and study their design and efficient implementation. For infinite discrete signals, a common tool for subband analysis and processing is a filter bank; for finite discrete signals, it is a (generalized) discrete Fourier transform.

i) Filter banks can be viewed either as arrays of band-pass filters, or as expansions of a signal into properly designed signal bases or frames. We use an alternative theoretical framework for filter bank construction based on the combination of the above methods.

We also generalize the concepts of low and high frequencies. Since these concepts depend on the signal model, we concentrate on the above generic nearest-neighbor model and construct perfect-reconstruction filter banks for infinite generic nearest-neighbor signals.

ii) For finite discrete signals, the ASP theory establishes that the spectrum, i.e. the set of all frequencies, is a finite set. Hence, we can compute all frequency components of a signal. The corresponding mechanism is the generalized discrete Fourier transform, which is a so-called polynomial transform defined by the underlying signal model. The main research challenge lies in the efficient implementation of this transform.

We study the existence and construction of fast algorithms for these generalized Fourier transforms. Specifically, we develop a novel algebraic method for the recursive decomposition of a general polynomial transform into a series of structured steps. Then, we apply this decomposition to the corresponding discrete Fourier transform associated with finite generic nearest-neighbor signals and derive efficient algorithms.

Applications

Although the main focus of this thesis is a theoretical contribution to the foundations of signal processing, we also consider potential applications of the generic nearest-neighbor models and subband analysis tools. We consider signal compression, and in particular, we study the compression of electrocardiographic signals. We also apply the developed theory for polynomial transform decomposition to the derivation of fast algorithms for different signal transforms.
Furthermore, we discuss other potential applications, including the fast computation of Karhunen-Loève transforms for Gauss-Markov random fields, and the potential use of generic nearest-neighbor models in climate modeling.

### 1.3 Thesis Outline

The thesis is organized as follows. We start by introducing the algebraic signal processing theory in Chapter 2 and discuss the algebraic meaning of signal processing concepts, such as a signal model, Fourier transform, filtering and convolution. We also provide examples of previously studied signal models. Then, in Chapter 3, we discuss properties and structure of filter banks, as well as existing approaches to the design and implementation of filter banks. After reviewing the background material, we construct infinite and finite generic nearest-neighbor models in Chapter 4 and define and derive the corresponding signal processing concepts for these models. In Chapter 5, we study filter bank design for infinite generic nearest-neighbor signals, and construct example filter banks for different signal models. Then we derive an algebraic approach to the derivation of fast algorithm for generalized Fourier transforms in Chapter 6 and demonstrate how it yields fast computational algorithms for discrete Fourier transforms that correspond to finite generic nearest-neighbor signal models. After that, we study various applications of the theory developed in this thesis in Chapter 7. Finally, in Chapter 8 we review the completed work and discuss future directions.
Chapter 2

Background: Algebraic Signal Processing Theory

In this chapter, we provide background on the algebraic signal processing theory. In particular, we explain the notion of an algebraic signal model and define the corresponding signal processing concepts. We then discuss infinite and finite discrete signal models and their instantiations as time and space models.

2.1 Main Concepts

The algebraic signal processing theory (ASP) [1-6] is both a generalization of and an axiomatic approach to standard linear signal processing theory. ASP is based on the concept of a signal model defined as a triple \((\mathcal{A}, \mathcal{M}, \Phi)\), where \(\mathcal{A}\) is an algebra of filters, \(\mathcal{M}\) is an \(\mathcal{A}\)-module of signals, and \(\Phi\) is a linear mapping from the vector space of signals into the signal module \(\mathcal{M}\) that generalizes the concept of a \(z\)-transform. Each signal model corresponds to different notions of signal and filter spaces, the \(z\)-transform, the shift, the Fourier transform, and other concepts. We start by defining the signal model and associated basic signal processing concepts.
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Algebra (filter space)

A \( \mathbb{C} \text{-algebra} \) is a ring that is simultaneously a \( \mathbb{C} \)-vector space, such that the addition in the ring and the addition in the vector space coincide. In other words, an algebra is a vector space that is closed under the multiplication of its elements, such that the distributive law holds. Examples of algebras include the set of complex numbers \( \mathbb{C} \) and the set of complex polynomials in one variable \( \mathbb{C}[x] \).

Consider the vector space \( \mathcal{A} \) of filters in linear signal processing. We denote filters in \( \mathcal{A} \) with \( h \). If for two filters \( h_1, h_2 \in \mathcal{A} \) we associate their parallel connection with the addition \( h_1 + h_2 \), and their serial connection with the product \( h_1 h_2 \), then \( \mathcal{A} \) becomes an algebra. These operations are visualized in Fig. 2.1.

Among all filters, a shift has a special role. The shift can be viewed as a basic non-trivial filter, and a common assumption made in linear signal processing is that (in the discrete case) all other filters can be written as linear combinations or series in multiples of the shift. In ASP, this key assumption leads to the recognition of shifts as generators of the filter algebra, as we discuss below.

Module (signal space)

Let \( \mathcal{A} \) be a \( \mathbb{C} \)-algebra. An \( \mathcal{A} \)-module is a \( \mathbb{C} \)-vector space \( \mathcal{M} \) on which \( \mathcal{A} \) operates. This means the operation of multiplication of elements of \( \mathcal{M} \) by elements of \( \mathcal{A} \) is well-defined. \( \mathcal{M} \) is closed under this multiplication.

Figure 2.1: Addition and multiplication of filters.
and the distributive law holds. Formally, for any \( s, t \in \mathcal{M} \), and \( h, g, 1 \in \mathcal{A} \), the following holds:

\[
hs \in \mathcal{M}, \\
h(s + t) = hs + ht, \\
(h + g)s = hs + gs, \\
(hg)s = h(gs), \\
1m = m.
\]

In ASP, a signal space \( \mathcal{M} \) is an \( \mathcal{A} \)-module, where \( \mathcal{A} \) is the associated filter space. The corresponding operation of \( \mathcal{A} \) on \( \mathcal{M} \) is filtering. We denote signals in \( \mathcal{M} \) with \( s \).

**Signal model**

Typically, discrete signals are represented as sequences of real or complex numbers \( s = (s_k)_{k \in I} \in V \), where \( I \) is an index domain and \( V \) is a vector space. The purpose of a signal model is to define a notion of filtering for \( V \). This is achieved by bijective mapping \( \Phi \) that maps each signal \( s \in V \) to a signal \( s \in \mathcal{M} \), for which filtering is defined as the operation of \( \mathcal{A} \) on \( \mathcal{M} \).

In summary, a **signal model** for a vector space \( V \) is a triple \((\mathcal{A}, \mathcal{M}, \Phi)\), where \( \mathcal{A} \) is a chosen filter algebra, \( \mathcal{M} \) is an associated signal \( \mathcal{A} \)-module, and \( \Phi \) is a bijective mapping from \( V \) to \( \mathcal{M} \). \( \Phi \) generalizes the concept of the \( z \)-transform. Namely, for a fixed basis \((p_k)_{k \in I}\) of \( \mathcal{M} \), \( \Phi \) has the form

\[
\Phi(s) = \sum_{k \in I} s_k p_k. \tag{2.1}
\]

An important example of a signal model is the one for which the signal module and the algebra of filters are equal as sets. Such a module (and the corresponding model) is called **regular**.

As shown in [3, 4] and explained next, the concept of the signal model is sufficient to define basic signal processing concepts including convolution, spectrum, and Fourier transform. These concepts take different forms for different models.

\[1\text{Hereafter}, (\ldots)\text{ denotes a list. We view lists as indexed sets; they do not contain duplicate elements.}\]
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Figure 2.2: Representation of a filter $h = h(x) = \sum \ell h\ell x^\ell$ as a linear combination or a series of multiples of shift $x$.

Shift-invariance

In our research, we will be working only with shift-invariant signal models. In ASP this condition means that shifting any signal $s \in \mathcal{M}$ with the basic shift $x \in \mathcal{A}$ and then filtering it by a filter $h \in \mathcal{A}$ be equivalent to the filtering followed by the shift:

$$h \cdot (xs) = x \cdot (hs).$$

(2.2)

Assume that every filter $h \in \mathcal{A}$ can be represented as a linear combination or a series of multiples of shifts:

$$h = h(x) = \sum \ell h\ell x^\ell,$$

as shown in Fig.2.2. In mathematical terms, $x$ acts as a generator of the filter algebra $\mathcal{A} = \langle x \rangle_{alg}$. Since any filters $h(x), g(x) \in \mathcal{A}$ can be written as series in $x$, the shift-invariance requirement (2.2) implies that

$$h(x)g(x) = g(x)h(x).$$

Hence, $\mathcal{A}$ is a commutative algebra.

As explained in [3,4], commutative algebras are generated by the shift $x$ as follows. For infinite discrete signals, $\mathcal{A} = \{ \sum \ell h\ell x^\ell \}$ is an algebra of series in $x$, in which addition and multiplication are performed as usual. For finite discrete signals, $\mathcal{A} = \mathbb{C}[x]/p(x)$ is an algebra of all polynomials of degree less than $\deg p(x)$, in which addition and multiplication are performed modulo fixed polynomial $p(x)$. Such an algebra is called a polynomial algebra.
Filter representations

For any filter $h \in A$, we can define a linear mapping on $\mathcal{M}$

$$s \mapsto h \cdot s.$$  \hfill (2.3)

With respect to basis $b = (p_k)_{k \in I}$ of $\mathcal{M}$, $h$ can be associated with a $|I| \times |I|$ matrix $M_h$. Hence, there exists an algebra homomorphism between the filter space $A$ and the space of $|I| \times |I|$ matrices $\mathbb{C}^{|I| \times |I|}$:

$$\phi: A \rightarrow \mathbb{C}^{|I| \times |I|},$$
$$h \mapsto M_h.$$  \hfill (2.4)

This homomorphism is called the matrix representation of $A$ afforded by the $A$-module $\mathcal{M}$ with basis $b$. Hence, filtering can be expressed either as a product $h(x)s(x)$ or as a matrix-vector product $\phi(h) \cdot s$, where

$$s = \begin{pmatrix} \ldots & s_0 & s_1 & s_2 & \ldots \end{pmatrix}^T \in V$$

is the vector representation of the signal $s \in \mathcal{M}$.

Spectrum

A vector subspace $\mathcal{M}' \leq \mathcal{M}$ that is itself an $A$-module, is called an $A$-submodule of $\mathcal{M}$. If $\mathcal{M}$ does not have non-trivial submodules (besides $\{0\}$ and itself), it is called irreducible.

In particular, every one-dimensional $A$-submodule $\mathcal{M}'$ of $\mathcal{M}$ is irreducible. Furthermore, it is closed under the operations of any $h \in A$, and hence is an eigenspace for any $h \in A$. Namely, for any $s \in \mathcal{M}'$,

$$hs = \lambda_h s$$

for some $\lambda_h \in \mathbb{C}$.

We can write the set of all irreducible submodules of $\mathcal{M}$ as $(\mathcal{M}_\omega)_{\omega \in W}$, where $W$ is a corresponding index domain. We call the index $\omega$ the frequency and $W$ the spectrum of the signal model. Each $\mathcal{M}_\omega$ is called a spectral component of $\mathcal{M}$. A subset $W' \subseteq W$ is called a frequency band.
Fourier transform

It may be possible to represent the signal module $\mathcal{M}$ as a direct sum of its irreducible submodules. In this case we can define the following mapping:

$$\Delta : \mathcal{M} \rightarrow \bigoplus_{\omega \in W} \mathcal{M}_{\omega},$$

$$s \mapsto (s_{\omega})_{\omega \in W}. \tag{2.5}$$

This mapping is an $A$-module homomorphism. Namely, for any $h \in A$ and $s, t \in \mathcal{M}$, the following holds:

$$\Delta(s + t) = \Delta(s) + \Delta(t),$$

$$\Delta(h \cdot s) = h \cdot \Delta(s).$$

In signal processing, Fourier analysis involves the decomposition of signals into spectral components. Since the homomorphism $\Delta$ expresses $s \in \mathcal{M}$ in terms of its spectral components $s_{\omega}$, we call this homomorphism the **Fourier transform**.

Since for any signal $s \in \mathcal{M}$ and filter $h \in A$, we have $\Delta(h \cdot s) = h \cdot \Delta(s)$, the general form of the convolution theorem becomes

$$h \cdot s = \Delta^{-1}(h \cdot \Delta(s)),$$

provided the inverse $\Delta^{-1}$ exists.

Frequency response

Similarly to the homomorphism (2.3), we can define a linear mapping on a spectral component $\mathcal{M}_{\omega}$ for each filter $h \in A$:

$$s \mapsto h \cdot s. \tag{2.6}$$
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If we fix a basis \((q_k)_{0 \leq k < \dim M_\omega}\) in \(M_\omega\), then \(M_\omega\) affords an irreducible representation \(\phi_\omega\) of \(A\):

\[
\phi_\omega : A \rightarrow \mathbb{C}^{\dim M_\omega \times \dim M_\omega},
\]

\[
h \mapsto \phi_\omega(h).
\] (2.7)

The matrix \(\phi_\omega(h)\) is the frequency response of \(h\) at frequency \(\omega\). The collection \((\phi_\omega(h))_{\omega \in W}\) is the frequency response of \(h\).

Suppose we choose basis \(b = (p_k)_{k \in I}\) in \(M\), and in each \(M_\omega\) we choose \((q_k)_{0 \leq k < \dim M_\omega}\) as a basis. Then we can express \(\Delta\) in (2.5) in coordinate form as

\[
F : V \rightarrow \bigoplus_{\omega \in W} \mathbb{C}^{\dim M_\omega},
\]

\[
s \mapsto (s_\omega)_{\omega \in W}.
\] (2.8)

Filtering in the coordinate form is given by the matrix \(\phi(h)\). Filtering in the decomposed module \(\bigoplus_{\omega \in W} M_\omega\) is represented by the direct sum of frequency responses \(\bigoplus_{\omega \in W} \phi_\omega(h)\), where a direct sum of two matrices is defined as

\[
A \oplus B = \begin{pmatrix} A & \text{} \\ \text{} & B \end{pmatrix}.
\]

The Fourier transform maps the modules \(M\) and \(\bigoplus_{\omega \in W} M_\omega\) to each other. In addition, filtering in \(M\) is equivalent to parallel filtering in the spectral components \(M_\omega\), as defined by the property \(\Delta(h \cdot s) = h \cdot \Delta(s)\). Hence, we can use the coordinate version \(F\) of the Fourier transform to block-diagonalize the matrix representation \(\phi(h)\) of \(h \in A\):

\[
F \cdot \phi(h) \cdot F^{-1} = \bigoplus_{\omega \in W} \phi_\omega(h).
\]

2.2 Infinite Discrete Models: Examples

As we explained before, the shift-invariant, infinite discrete signal model correspond to signals and filters that are series in multiples of the basic shift \(x\). Depending on the definition of the shift, we obtain different signal models. The following examples of the (standard) infinite discrete time signal model and infinite
discrete space model illustrate the above concepts.

### 2.2.1 Infinite Discrete Time Model

The signal model commonly adopted for the infinite discrete time signal processing is for the space of finite-energy sequences \( V = \ell^2(\mathbb{Z}) \). It is given by

\[
\mathcal{A} = \{ h = \sum_{\ell \in \mathbb{Z}} h_{\ell} x^\ell \mid h = (\ldots, h_{-1}, h_0, h_1, \ldots) \in \ell^1(\mathbb{Z}) \},
\]

\[
\mathcal{M} = \{ s = \sum_{k \in \mathbb{Z}} s_k x^k \mid s = (\ldots, s_{-1}, s_0, s_1, \ldots) \in \ell^2(\mathbb{Z}) \},
\]

\[
\Phi : \ell^2(\mathbb{Z}) \rightarrow \mathcal{M}, \ s \mapsto s = \sum_{k \in \mathbb{Z}} s_k x^k.
\]  

(2.9)

Here, \( \Phi \) is the standard \( z \)-transform (we substitute \( x = z^{-1} \)).

This model can be built on the concept of the *time* shift operator \( x \in \mathcal{A} \) that imposes the direction on the basis elements \( p_k(x) \) of \( \mathcal{M} \):

\[
p_0(x) = 1,
\]

\[
p_{k+1}(x) = x \cdot p_k(x).
\]  

(2.10)

The unique solution to this recurrence is \( p_k(x) = x^k \), which is used as the basis for \( \mathcal{M} \). We also use the same basis for \( \mathcal{A} \). The time shift, its action on the signals, and the visualization of the 1-D infinite discrete time model are shown in Fig. 2.3.

**Eigenfunctions.** The associated Fourier transform is constructed by projecting a signal onto spectral components \( \mathcal{M}_\omega \). To determine the spectral components, we first need to identify the eigenfunctions of \( \mathcal{M} \).
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An eigenfunction is a signal \( E_a(x) \in \mathcal{M} \), such that for any \( h(x) \in \mathcal{A} \),

\[
h(x) \cdot E_a(x) = c \cdot E_a(x)
\]

for some constant \( c \in \mathbb{C} \) that depends on filter \( h(x) \) and parameter \( a \). Since \( \mathcal{A} \) is generated by \( x \), it is equivalent to require only that

\[
x \cdot E_a(x) = c \cdot E_a(x)
\]

(2.11)

for some constant \( c \in \mathbb{C} \).

Each eigenfunction \( E_a(x) \) spans an irreducible \( \mathcal{A} \)-submodule \( \mathcal{M}_a \) of dimension 1:

\[
\mathcal{M}_a = \left\{ c \cdot E_a(x) \mid c \in \mathbb{C} \right\}.
\]

For the infinite discrete time model, the eigenfunctions are of the form

\[
E_a(x) = \sum_{k \in \mathbb{Z}} a^k x^k
\]

(2.12)

for any \( a \in \mathbb{C} \), since

\[
x E_a(x) = x \cdot \sum_{k \in \mathbb{Z}} a^k x^k = a^{-1} \sum_{k \in \mathbb{Z}} a^k x^k = a^{-1} E_a(x).
\]

**Spectrum.** It is not necessary to use the entire space \( \mathbb{C} \) as the spectrum of the infinite time model in order to obtain an invertible Fourier transform. Instead, it is sufficient to choose the interval of orthogonality of basis functions \( x^k \). The standard choice of spectrum \( W \) is the unit circle \( |x| = 1 \). If we parameterize it by \( x = e^{j\omega} \), with \( \omega \in [0, 2\pi) \), then

\[
\int_0^{2\pi} e^{j\omega k} (e^{j\omega m})^* d\omega = \int_0^{2\pi} e^{j\omega(k-m)} d\omega = 2\pi \delta_{k-m}.
\]

**Fourier transform.** Since we parameterized the spectrum as \( e^{j\omega k} \) with \( \omega \in [0, 2\pi) \), we consider only eigenfunctions (2.12) of the form

\[
E_\omega(x) = \sum_{k \in \mathbb{Z}} e^{j\omega k} x^k.
\]
They satisfy
\[ x \cdot E_\omega(x) = e^{-j\omega} E_\omega(x). \] (2.13)

Respectively, the Fourier transform and its inverse then are defined as
\[
\Delta : \quad S(\omega) = \langle s, E_\omega(x) \rangle = \sum_{k \in \mathbb{Z}} s_k e^{-j\omega k},
\]
\[
\Delta^{-1} : \quad s_k = \frac{1}{2\pi} \int_{0}^{2\pi} S(\omega) e^{j\omega k} d\omega.
\]

As expected, this is the standard definition of the discrete time Fourier transform.

**Frequency response.** From (2.13) we obtain
\[ h(x) E_\omega(x) = h(e^{-j\omega}) E_\omega(x). \]

Hence, the frequency response of a filter \( h = \sum_{\ell \in \mathbb{Z}} h_\ell x^\ell \) at frequency \( \omega \in [0, 2\pi) \) is given by
\[
h(e^{-j\omega}) = \sum_{\ell \in \mathbb{Z}} h_\ell e^{-j\omega \ell} = H(\omega).
\]

**Convolution.** The filtering associated with the infinite discrete time model (2.9) is defined by the operation of \( h(x) \in \mathcal{A} \) on \( s(x) \in \mathcal{M} \):
\[ hs = h(x)s(x). \]

This can be written in coordinate form as the standard time convolution of \( h \) and \( s \):
\[ h(x) s(x) = \sum_{k \in \mathbb{Z}} \hat{s}_k x^k, \]
where
\[
\hat{s}_k = (h * s)_k = \sum_{\ell \in \mathbb{Z}} h_\ell s_{k-\ell}. \] (2.14)

Also, it immediately follows from the definitions of the Fourier transform and the frequency response that
the convolution corresponds to the multiplication in the frequency domain:

$$\hat{S}(\omega) = H(\omega)S(\omega).$$

**Parseval equality.** The Parseval equality establishes the connection between the energy of the signal and the energy of its Fourier transform. For infinite discrete time signals, it has the form \([12, 15]\)

$$\sum_{k \in \mathbb{Z}} |s_k|^2 = \frac{1}{2\pi} \int_{0}^{2\pi} |S(\omega)|^2 d\omega.$$

**Frequency domain.** We call the space of the Fourier transforms $S(\omega)$ for all $s(x) \in M$ the frequency domain. For the infinite discrete time model, the frequency domain is a Hilbert space of continuous finite-energy functions defined on $(-\pi, \pi]$, with the inner product

$$\langle u, v \rangle = \int_{0}^{2\pi} u(\omega)v^*(\omega)d\omega.$$

The set $(e^{j\omega k})_{k \in \mathbb{Z}}$, where $\omega \in W = [0, 2\pi)$, is an orthogonal basis in this frequency domain.

### 2.2.2 Infinite Discrete Space Model

Infinite discrete space models are derived and defined in \([5]\). They are obtained from a different notion of a shift operator: the symmetric shift

$$x \cdot p_k(x) = \frac{1}{2}(p_{k-1}(x) + p_{k+1}(x)),$$

visualized in Fig. 2.4(a). The solution to the underlying recurrence

$$p_0(x) = 1,$$

$$p_{k+1}(x) = 2xp_k(x) - p_{k-1}(x),$$

yields exactly the Chebyshev polynomials $p_k(x) = C_k(x)$ \([16, 17]\) discussed in Appendix A.

Chebyshev polynomials are defined for $k \geq 0$. However, $C_k(x)$ for negative $k$ can be computed
from (2.15) as well. For example, consider the Chebyshev polynomials of the third kind $C = V$ that correspond to $C_0(x) = 1$ and $C_1(x) = 2x - 1$. For $k < 0$, we obtain $V_{-k}(x) = V_{k-1}(x)$. In particular, $V_{-1}(x) = V_0(x)$, which is called the left boundary condition. In the visualization of the corresponding signal model in Fig. 2.4(b) it is indicated by the loop at the left boundary.

Chebyshev polynomials $V(x)$ are orthogonal on the interval $[-1, 1]$ with respect to the weight function $\mu(x) = (1 + x)^{1/2}(1 - x)^{-1/2}$:

$$\int_{-1}^{1} V_k(x)V_m(x)\left(\frac{1 + x}{1 - x}\right)^{1/2} dx = \pi \cdot \delta_{k-m}. $$

Also, they satisfy the “symmetric shift” property

$$T_\ell(x) \cdot V_k(x) = \frac{1}{2}(V_{k-\ell}(x) + V_{k+\ell}(x)), $$

where $T_\ell(x)$ are the Chebyshev polynomial of the first kind. This property makes it convenient to choose the $\ell$-fold space shifts $\{T_\ell(x)\}_{\ell \geq 0}$ as the basis of $\mathcal{A}$.

As a result we define the following infinite discrete space signal model:

$$\mathcal{A} = \{h = \sum_{\ell \geq 0} h_\ell T_\ell(x) \mid h = (h_0, h_1, \ldots) \in \ell^1(\mathbb{N}_0)\},$$

$$\mathcal{M} = \{s = \sum_{k \geq 0} s_k V_k(x) \mid s = (s_0, s_1, \ldots) \in \ell^2(\mathbb{N}_0)\},$$

$$\Phi: \ell^2(\mathbb{N}_0) \rightarrow \mathcal{M}, \ s \mapsto \sum_{k \geq 0} s_k V_k(x). \quad (2.16)$$

**Eigenfunctions.** Similarly to the infinite time model, we identify the eigenfunctions to define the asso-
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Associated Fourier transform for the infinite space model. In this case, the eigenfunctions are of the form

\[ E_a(x) = \sum_{k \geq 0} V_k(a)V_k(x), \quad a \in \mathbb{R}. \]

Namely, for any \( a \in \mathbb{R} \), they satisfy

\[ xE_a(x) = x \cdot \sum_{k \geq 0} V_k(a)V_k(x) = a \cdot \sum_{k \geq 0} V_k(a)V_k(x) = aE_a(x). \]

**Spectrum.** We choose the spectrum as a subset \( W \subseteq \mathbb{R} \), such that the basis functions \( V_k(x) \) are orthogonal over \( W \). As discussed above, \([−1, 1]\) is the interval of orthogonality for Chebyshev polynomials. Hence, we set the spectrum \( W = [-1, 1] \). As we show next, this choice makes the corresponding Fourier transform invertible.

**Fourier transform.** The considered eigenfunctions for the infinite discrete space model are

\[ E_\omega(x) = \sum_{k \geq 0} V_k(\omega)V_k(x), \]

where \( \omega \in [-1, 1] \). They satisfy

\[ x \cdot E_\omega(x) = \omega \cdot E_\omega(x). \quad (2.17) \]

Hence, the associated Fourier transform and its inverse are defined as

\[
\Delta : \quad S(\omega) = \langle s, E_\omega(x) \rangle = \sum_{k \in \mathbb{Z}} s_k V_k(\omega)
\]

\[
\Delta^{-1} : \quad s_k = \frac{1}{\pi} \int_{-1}^{1} S(\omega)V_k(\omega)\left(\frac{1 + \omega}{1 - \omega}\right)^{1/2} d\omega.
\]

**Frequency response.** From (2.17) we obtain

\[ h(x)E_\omega(x) = h(\omega)E_\omega(x). \]
Hence, the frequency response of a filter \( h = \sum_{\ell \geq 0} h_\ell T_\ell(x) \) at frequency \( \omega \in [-1, 1] \) is given by

\[
H(\omega) = \sum_{\ell \geq 0} h_\ell T_\ell(\omega).
\]

**Convolution.** Similarly to the infinite discrete time model, filtering is represented by the multiplication

\[
h s = h(x) s(x).
\]

In the coordinate form, it is expressed as a convolution of \( h \) and \( s \) as

\[
h s = \sum_{k \geq 0} \hat{s}_k V_k(x),
\]

where

\[
\hat{s}_k = (h \ast s)_k = \sum_{\ell \in \mathbb{Z}} h'_\ell \frac{s'_{k-\ell} + s'_{k+\ell}}{2}
\]

Here, \( h'_0 = 2h_0 \) and \( h'_\ell = h|_{\ell|} \) for \( \ell \neq 0 \), and \( s'_k = s|_{k} \).

It follows from the definitions of the Fourier transform and the frequency response that the convolution corresponds to the multiplication in the frequency domain:

\[
\hat{S}(\omega) = H(\omega) S(\omega).
\]

**Parseval equality.** We state the Parseval equality as a theorem:

**Theorem 2.2.1** The Parseval equality for the 1-D infinite discrete space signal model for Chebyshev polynomials of the third kind is

\[
\sum_{k \geq 0} s_k^2 = \frac{1}{\pi} \int_{-1}^{1} S(\omega)^2 \left( \frac{1 + \omega}{1 - \omega} \right)^{1/2} d\omega.
\]
Proof: Observe that

\[
\sum_{k \geq 0} s_k^2 = \sum_{k \geq 0} s_k \cdot \frac{1}{\pi} \int_{\omega \in W} S(\omega)V_k(\omega)\left(\frac{1 + \omega}{1 - \omega}\right)^{1/2} d\omega
\]

\[
= \frac{1}{\pi} \int_{\omega \in W} S(\omega)\left(\sum_{k \geq 0} s_k V_k(\omega)\right)\left(\frac{1 + \omega}{1 - \omega}\right)^{1/2} d\omega
\]

\[
= \frac{1}{\pi} \int_{\omega \in W} S^2(\omega)\left(\frac{1 + \omega}{1 - \omega}\right)^{1/2} d\omega.
\]

\[\square\]

**Frequency domain.** The frequency domain for the infinite discrete time model is a Hilbert space of continuous finite-energy functions defined on \([-1, 1]\). The inner product is defined as

\[
\langle u, v \rangle = \int_{-1}^{1} u(\omega)v(\omega)\left(\frac{1 + \omega}{1 - \omega}\right)^{1/2} d\omega.
\]

The set \((V_k(\omega))_{k \in \mathbb{Z}}\) is an orthogonal basis in this frequency domain.

**Alternative infinite discrete space signal models.** In addition to the signal model (2.16), space models for all four types of Chebyshev polynomials can be defined similarly [5].

### 2.3 Finite Discrete Models

As we mentioned in Section 2.1, a finite shift-invariant signal model \((A, M, \Phi)\) with one shift necessarily has \(A = \mathbb{C}[x]/p(x)\). Here, we first discuss the general finite discrete signal model following [3,4], and then show examples of the standard finite discrete time model [3,4] and the finite discrete space model [5].
2.3.1 General Finite Discrete Model

Let us fix \( b = (p_k(x))_{0 \leq k < n} \) as the basis of the signal module \( \mathcal{M} = \mathbb{C}[x]/p(x), \) where \( n = \deg p(x). \) Then we can define the following finite discrete signal model:

\[
\mathcal{A} = \mathcal{M} = \mathbb{C}[x]/p(x),
\]
\[
\Phi : \mathbb{C}^n \to \mathcal{M}, \ s \mapsto \sum_{k=0}^{n-1} s_k p_k(x).
\]

Each such model is shift-invariant. The associated signal processing concepts are presented next.

**Fourier transform.** Assume that \( p(x) = \prod_{k=0}^{n-1} (x - \alpha_k) \) is a separable polynomial, i.e. its zeros are distinct: \( \alpha_k \neq \alpha_\ell \) for \( k \neq \ell. \) Let \( \alpha = (\alpha_0, \ldots, \alpha_{n-1}). \) It follows from the Wedderburn theorem \([18, 19]\) that the regular module \( \mathcal{M} = \mathcal{A} \) can be decomposed into a direct sum of irreducible \( \mathcal{A} \)-modules. This decomposition is accomplished by the Chinese Remainder Theorem:

\[
\Delta : \mathbb{C}[x]/p(x) \to \bigoplus_{k=0}^{n-1} \mathbb{C}[x]/(x - \alpha_k),
\]
\[
s(x) \mapsto \left( s(\alpha_0) \ s(\alpha_1) \ldots \ s(\alpha_{n-1}) \right)^T.
\]

This is called the **generalized discrete Fourier transform**.

Let us choose the basis \( (1) \) in each \( \mathbb{C}[x]/(x - \alpha_k). \) Then the matrix that describes the isomorphism \((2.19)\) is

\[
P_{b,\alpha} = \begin{pmatrix}
p_0(\alpha_0) & p_1(\alpha_0) & \cdots & p_{n-1}(\alpha_0) \\
p_0(\alpha_1) & p_1(\alpha_1) & \cdots & p_{n-1}(\alpha_1) \\
\vdots & \vdots & \ddots & \vdots \\
p_0(\alpha_{n-1}) & p_1(\alpha_{n-1}) & \cdots & p_{n-1}(\alpha_{n-1})
\end{pmatrix} = [p_\ell(\alpha_k)]_{0 \leq k, \ell < n}.
\]

This matrix is called a **polynomial transform** \([20, 21]\).

The generalized discrete Fourier transform \( \Delta(s(x)) \) in \((2.19)\) of a signal \( s(x) = \sum_{k=0}^{n-1} s_k p_k(x) \in \mathcal{M} \)
can be computed as the matrix-vector product

\[ \Delta(s(x)) = P_{b,\alpha} \cdot s, \]  

(2.21)

where \( s = \begin{pmatrix} s_0 & s_1 & \ldots & s_{n-1} \end{pmatrix}^T \).

**Spectrum.** Each irreducible \( A \)-submodule

\[ M_{\alpha_k} = \mathbb{C}[x]/(x - \alpha_k) \]

in (2.19) is a spectral component of \( M \). Accordingly, the set \( W = \alpha \) of the zeros of \( p(x) \) is the spectrum of the finite discrete model.

**Frequency response.** From (2.19) we observe that the projection of \( s(x) \in M \) on a spectral component \( M_{\alpha_k} = \mathbb{C}[x]/(x - \alpha_k) \) is the evaluation \( s(\alpha_k) \), since

\[ s(x) \equiv s(\alpha_k) \mod (x - \alpha_k). \]

Similarly,

\[ h(x)s(x) \equiv h(x)s(\alpha_k) \equiv h(\alpha_k)s(\alpha_k) \mod (x - \alpha_k). \]

Hence, the frequency response of a filter \( h(x) \in A \) is given by

\[ H(\alpha) = \begin{pmatrix} h(\alpha_0) & h(\alpha_1) & \ldots & h(\alpha_{n-1}) \end{pmatrix}^T. \]

**Convolution.** Since \( A = M = \mathbb{C}[x]/p(x) \), filtering, and hence convolution, in the discrete model is represented by the product

\[ hs = h(x)s(x) \mod p(x). \]

**Filter representation.** As explained in Section 2.1, the matrix representation of \( A \) afforded by \( M \) with basis \( b \) is a homomorphism

\[ \phi : A \rightarrow \mathbb{C}^{n \times n}, \]

\[ h(x) \mapsto \phi(h(x)) = M_h. \]  

(2.22)
2.3.2 Finite Discrete Time Model

Consider the special case of (2.18) given by the signal model $A = M = \mathbb{C}[x]/(x^n - 1)$ with basis $b = (1, x, x^2, \ldots, x^{n-1})$:

$$A = M = \mathbb{C}[x]/(x^n - 1),$$

$$\Phi : \mathbb{C}^n \to M, \ s \mapsto \sum_{k=0}^{n-1} s_k x^k.$$ (2.24)

Observe that this model can be obtained from the infinite time model (2.9) by imposing the periodic boundary condition $x^n = 1$ [3, 4]. The model is visualized in Fig. 2.5. The boundary condition is indicated by the arrow that connects the boundary points of the graph.

**Fourier transform.** Since the roots of $x^n - 1$ are $\alpha_k = \omega_n^k$, where $\omega_n = e^{-j\frac{2\pi}{n}}$ is a primitive $n$-th root of unity, the corresponding polynomial transform (2.20) is the well-known discrete Fourier transform.

Figure 2.5: The visualization of the finite discrete time model $\mathbb{C}[x]/(x^n - 1)$ with basis $1, x, x^2, \ldots, x^{n-1}$. The weight of each edge is 1.

Here, $M_h \in \mathbb{C}^{n \times n}$ is defined such that computing the polynomial product

$$\hat{s}(x) = h(x)s(x) \mod p(x)$$

is equivalent to computing the matrix-vector product

$$\hat{s} = M_h \cdot s$$

for any signal $s \in M$ and filter $h \in A$.

The corresponding polynomial transform diagonalizes the matrix representation of any $h(x) \in A$:

$$P_{b,\alpha} \cdot \phi(h(x)) \cdot P_{b,\alpha}^{-1} = \text{diag } \left( h(\alpha_0), \ldots, h(\alpha_{n-1}) \right).$$ (2.23)
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(DFT):

\[ P_{b,\alpha} = \left[ \alpha_k^\ell \right]_{0 \leq k, \ell < n} = \left[ \omega_n^{k\ell} \right]_{0 \leq k, \ell < n} = \text{DFT}_n. \] (2.25)

**Spectrum.** The spectrum of the finite discrete time model is \( W = (\omega_n^k)_{0 \leq k < n} \).

**Frequency response.** The frequency response of a filter \( h(x) \in \mathcal{A} \) is

\[ H(\alpha) = \left( h(\omega_n^0) \ h(\omega_n^1) \ \ldots \ h(\omega_n^{n-1}) \right)^T. \]

**Convolution.** The convolution is defined as

\[ hs = h(x)s(x) \mod (x^n - 1), \]

which is equivalent to the circular convolution of \( h \) and \( s \):

\[ h(x)s(x) \mod (x^n - 1) = \sum_{k=0}^{n-1} \hat{s}_k x^k, \]

where

\[ \hat{s}_k = (h \circ s)_k = \sum_{0 \leq \ell < n} h_{(k-\ell \mod n)} s_{k}. \] (2.26)

**Frequency domain.** The frequency domain of the finite discrete time model can be viewed as the frequency domain of the infinite discrete time model (2.9) sampled at frequencies \( \omega_k = 2\pi k/n \) \([13, 22]\). In particular, the basis functions \( e^{j\omega_m}, 0 \leq m < n \), sampled at \( \omega_k \), are the orthogonal basis of the frequency domain. Namely,

\[ \left( 1, e^{j2\pi m/n}, \ldots, e^{j2\pi (n-1)/n} \right) \]

is the \( m \)-th basis function.

### 2.3.3 Finite Discrete Space Model

Consider the special case of (2.18) given by the signal model \( \mathcal{A} = \mathcal{M} = \mathbb{C}[x]/V_n(x) \) with basis \( b = (V_0(x), V_1(x), \ldots, V_{n-1}(x)) \), where, as before, \( V_k(x) \) denotes the \( k \)-th Chebyshev polynomial of the third
Figure 2.6: The visualization of the finite discrete space model \( \mathbb{C}[x]/V_n(x) \) with basis \( V_0(x), V_1(x), \ldots, V_{n-1}(x) \). The weight of each edge is \( \frac{1}{2} \), except for the loop at the left boundary, where it is 1.

kind:

\[
\mathcal{A} = \mathcal{M} = \mathbb{C}[x]/V_n(x), \quad (2.27)
\]

\[
\Phi : \mathbb{C}^n \to \mathcal{M}, \ s \mapsto \sum_{k=0}^{n-1} s_k V_k(x).
\]

Observe that this model can be obtained from the infinite space model (2.16) by imposing the boundary condition \( V_n(x) = 0 \) [5]. The model is visualized in Fig. 2.6.

**Fourier transform.** Since the roots of \( V_n(x) \) are \( \alpha_k = \cos \frac{(2k+1)\pi}{2n+1} \), the corresponding Fourier transform (2.20) is a scaled discrete cosine transform of type 8 (DCT-VIII):

\[
P_{b,\alpha} = \left[ V_k(\alpha_k) \right]_{0 \leq k, \ell < n} = \left[ \cos \frac{(k + 1/2)(\ell + 1/2)\pi}{(n + 1/2)} / \cos \frac{(k + 1/2)\pi}{2n + 1} \right]_{0 \leq k, \ell < n}
\]

\[
= \text{diag} \left( \frac{1}{\cos \frac{(k + 1/2)\pi}{2n + 1}} \right)_{0 \leq k, \ell < n} \cdot \left[ \cos \frac{(k + 1/2)(\ell + 1/2)\pi}{(n + 1/2)} \right]_{0 \leq k, \ell < n}
\]

\[
= \text{diag} \left( \frac{1}{\cos \frac{(k + 1/2)\pi}{2n + 1}} \right)_{0 \leq k, \ell < n} \cdot \text{DCT-VIII}_n. \quad (2.28)
\]

**Spectrum.** The spectrum of the finite discrete space model is the list

\[
W = \left( \cos \frac{(2k + 1)\pi}{2n + 1} \right)_{0 \leq k < n}
\]

of roots of \( V_n(x) \).

**Frequency response.** The frequency response of a filter \( h(x) \in \mathcal{A} \) is

\[
H(\alpha) = \begin{pmatrix} h(\cos \frac{\pi}{2n + 1}) & h(\cos \frac{3\pi}{2n + 1}) & \ldots & h(\cos \frac{(2n-1)\pi}{2n+1}) \end{pmatrix}^T.
\]
Convolution. The convolution is defined as

$$hs = h(x)s(x) \mod V_n(x).$$

Frequency domain. The frequency domain of this finite discrete space model can be viewed as the frequency domain of the infinite discrete space model (2.16) sampled at frequencies $$\omega_k = \cos \left( \frac{(2k+1)\pi}{2n+1} \right)$$ [22]. In particular, the function

$$(\sqrt{1 + \omega_0 V_m(\omega_0)}, \ldots, \sqrt{1 + \omega_{n-1} V_m(\omega_{n-1})})$$

is the $$m$$-th basis function of an orthogonal basis of the frequency domain.
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Chapter 3

Background: Subband Analysis

Some of the most important techniques for signal processing are based on the analysis of a signal’s frequency content. Often, a signal is split into several components occupying different subsets of the spectrum $W$, called frequency bands, which are then processed. This technique is called subband analysis.

For infinite discrete signal models, such as the time and space models discussed in Section 2.2, the spectrum is an uncountable set. Hence, it is not possible to perform analysis for each frequency individually. Instead, signal components that occupy continuous frequency bands are extracted. This can be performed by processing a signal with several bandpass filters, where each filter extracts a corresponding frequency band. The most common tool for such processing is a filter bank. In Section 3.1 we discuss the structure of filter banks, their properties and design techniques.

For finite discrete signals, such as the signal models discussed in Section 2.3 the spectrum is a finite set. Hence, we can compute each frequency component individually. This is performed by calculating the corresponding discrete Fourier transform of a signal. For a general discrete signal model (2.18), the corresponding polynomial transform (2.21) is used. The main challenge in this case is to perform the calculations efficiently. In Section 3.2 we discuss fast algorithms for polynomial transforms and approaches to the construction of such algorithms.
3.1 Filter Banks

A filter bank is an array of serially connected filters and down- and upsamplers; each serial connection constitutes a channel. The properties of the filters and samplers can differ significantly depending on the purpose of a filter bank. A thorough discussion of filter banks, their structure, design, and applications can be found in [23–25]. To date, only filter banks for the traditional time model have been studied. In the rest of Section 3.1 we review filter banks for time signals.

3.1.1 Filter Bank Structure

Filters

Filters used in filter banks are usually designed to attenuate the frequencies present in a processed signal. This is achieved by carefully constructing the frequency response of each filter. Depending on their frequency response, most filters can be classified as one of the following:

a) A band-pass filter $h(x)$ has a frequency response that is non-zero only for a specific subband $W_s \subset W$:

$$H(\omega) = 0$$

if $\omega \notin W_s$. In this case, $W_s$ is called the filter’s passband.

b) A band-stop filter $h(x)$ has a frequency response that is zero only for a specific subband $W_s \subset W$:

$$H(\omega) = 0$$

if $\omega \in W_s$. In this case, $W_s$ is called the filter’s stopband.

Special cases of the above include all-pass filters that do not remove any frequencies from a processed signal, but only attenuate them; and notch filters that are band-stop filters with a very small stopband.
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Down- and upsamplers

A *downsampler* is a device that reduces the number of coefficients in a processed signal. The ratio of the number of coefficients in the incoming signal to the number of coefficients in the outgoing signal is called the *downsampling rate*.

Typical downsamplers with downsampling rate $N$ are implemented by keeping every $N$-th coefficient of a signal and dropping others. If $(s_k)_{k \in \mathbb{Z}}$ is the incoming signal, and $(\hat{s}_k)_{k \in \mathbb{Z}}$ is the outgoing signal, then

$$\hat{s}_k = s_{kN}$$

for all $k \in \mathbb{Z}$.

Upsamplers are defined analogously. An *upsampler* is a device that increases the number of coefficients in a processed signal. The ratio of the number of coefficients in the outgoing signal to the number of coefficients in the incoming signal is called the *upsampling rate*.

Typical upsamplers with upsampling rate $N$ are implemented by inserting $N - 1$ zeros between the coefficients of a processed signal:

$$\hat{s}_k = \begin{cases} 
  s_{k/N}, & \text{if } N|k; \\
  0, & \text{otherwise.}
\end{cases}$$

Analysis and synthesis parts

Typically, each channel starts with an *analysis* filter. Commonly, this is a bandpass filter that extracts a component of the processed signal that occupies a desired frequency subband. For efficient processing, the analysis filter is followed by a downsampler that reduces the overall number of coefficients to be processed. Proper downsampling does not result in information loss and does not prevent us from reconstructing the original signal from the remaining coefficients, as we explain in Section 3.1.2.

After the extracted and downsampled components are processed, the signal approximation is reconstructed by upsampling each component and filtering it with a *synthesis* filter, and then combining all reconstructed components into one signal. This is the *synthesis* part of the filter bank.
Figure 3.1: Standard $M$-channel filter bank sampled at rate $N$. $\hat{h}_k$ and $h_k$ denote analysis and synthesis filters.

**Sampling of filter banks**

Fig. 3.1 shows an $M$-channel filter bank with downsampling and upsampling rates $N$. If $N = M$, the filter bank is called critically sampled: the total number of coefficients computed in the analysis part of the filter bank is the same as in the original signal. If $N < M$, the filter bank is called oversampled, and the number of coefficients computed in the analysis part is larger than in the original signal. Finally, if $N > M$, the filter bank is called undersampled, and the number of coefficients computed in the analysis part is smaller than in the original signal.

In addition, the downsampling and upsampling rates in a filter bank can be different. In this case, the filter bank is said to have a rational sampling rate [26, 29].

**3.1.2 Nyquist Theorem and Downsampling**

The use of downsampling and upsampling in filter banks can be explained by the Nyquist sampling theorem [30–34], which we re-state here:

**Theorem 3.1.1** Suppose an infinite continuous time signal $s(t) \in L^2(\mathbb{R})$, with the Fourier transform

$$S(\omega) = \int_{-\infty}^{\infty} s(t)e^{-j\omega t}dt,$$

is bandlimited to the bandwidth $B$:

$$S(\omega) = 0$$

for $|\omega| > B$.

Suppose an infinite discrete time signal $(s_k)_{k \in \mathbb{Z}}$ is obtained by sampling $s(t)$ at sampling points $t_k =$
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\[ kT : \]

\[ s_k = s(kT). \]

Then the original signal \( s(t) \) can be reconstructed from its samples \( (s_k)_{k \in \mathbb{Z}} \) as

\[ s(t) = \sum_{k \in \mathbb{Z}} s_k \cdot \text{sinc} \left( \frac{t - kT}{T} \right), \]

where

\[ \text{sinc}(t) = \frac{\sin \pi t}{\pi t}, \]

if the sampling interval \( T \) satisfies

\[ T < \frac{2\pi}{2B}. \]

Suppose we have a two-channel, critically-sampled filter bank. Assume that analysis filter \( \tilde{h}_0 \) is an ideal half-band low-pass filter:

\[ \tilde{H}_0(\omega) = \begin{cases} 
1, & \text{if } |\omega| < \pi/2, \\
0, & \text{otherwise.} 
\end{cases} \]

Denote the incoming signal \( (s_k)_{k \in \mathbb{Z}} \) filtered with \( \tilde{h}_0 \) with \( (\hat{s}_k)_{k \in \mathbb{Z}} \). Assume that all signals have been sampled from continuous signals at points \( t_k = kT \), such that sampling satisfies Nyquist theorem 3.1.1. In particular, \( (\hat{s}_k)_{k \in \mathbb{Z}} \) has been sampled from \( \hat{s}(t) \).

Then \( (\hat{s}_k)_{k \in \mathbb{Z}} \) can be downsampled by a factor of 2 without any loss of information, since it can be recovered from only half of its coefficients as follows:

\[ \sum_{k \in \mathbb{Z}} \hat{s}_{2k} \cdot \text{sinc} \left( \frac{t - 2kT}{T} \right) = \hat{s}(t) = \sum_{k \in \mathbb{Z}} \hat{s}_k \cdot \text{sinc} \left( \frac{t - kT}{T} \right). \]

Similarly, if \( \tilde{h}_1 \) is an ideal half-band high-pass filter with frequency response

\[ \tilde{H}_1(\omega) = \begin{cases} 
0, & \text{if } |\omega| < \pi/2, \\
1, & \text{otherwise.} 
\end{cases} \]
then filtering signal \((s_k)_{k \in \mathbb{Z}}\) with \(\hat{h}_1\) and downsampling the result by 2 does not result in any loss of information.

### 3.1.3 Filter Implementation

**Difference equations**

Consider a linear shift-invariant system that processes an incoming signal \(s(x) = \sum_{k \in \mathbb{Z}} s_k x^k\) and outputs a signal \(\hat{s}(x) = \sum_{k \in \mathbb{Z}} \hat{s}_k x^k\). Suppose, the input and output signals satisfy the relation

\[
\sum_{m=0}^{M_b-1} b_m \hat{s}_{k-m} = \sum_{m=0}^{M_a-1} a_m s_{k-m},
\]

where \(M_a, M_b \in \mathbb{N}_0\) are finite non-negative integers, and \(a_m, b_m \in \mathbb{C}\) are constants, such that \(b_0 \neq 0\).

The relation (3.1) between a system’s input and output is called a *linear constant-coefficient difference equation* [12][14].

If we multiply the left- and right-hand sides of (3.1) by \(x^k\) and sum over all \(k \in \mathbb{Z}\), we obtain

\[
b(x)\hat{s}(x) = a(x)s(x),
\]

where

\[
a(x) = \sum_{m=0}^{M_a-1} a_m x^m
\]

and

\[
b(x) = \sum_{m=0}^{M_b-1} b_m x^m.
\]

Re-writing (3.2) as

\[
\hat{s}(x) = \frac{a(x)}{b(x)} s(x),
\]

we obtain the *transfer function*

\[
h(x) = \frac{a(x)}{b(x)}.
\]

of a linear shift-invariant system that is described by the difference equation [3.1][12][14].
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FIR and IIR filters

The general form of a filter is

\[ h(x) = \sum_{\ell=L_0}^{L_1} h_\ell x^\ell, \]

Depending on the values of integers \( L_0, L_1 \in \mathbb{Z} \), filters can be separated into two classes:

1) **Finite impulse response** (FIR) filters have finite support: both \( L_0 \) and \( L_1 \) are finite integers.

2) **Infinite impulse response** (IIR) filters have infinite support: either \( L_0 \) or \( L_1 \) (or both) are infinity.

Any FIR filter \( h(x) \) can be implemented as a linear shift-invariant system described by the difference equation (3.1) since we can set \( a(x) = x^{-L_0} h(x) \) and \( b(x) = x^{-L_0} \) in (3.3).

An IIR filter \( h(x) \), on the other hand, can be implemented as a linear shift-invariant system described by the difference equation using a difference equation (3.1) only if it can be written in the form (3.3):

\[ h(x) = \sum_{\ell \in \mathbb{Z}} h_\ell x^\ell = \frac{a(x)}{b(x)}. \]

Fast convolution

In addition to difference equations, an FIR filter \( h(x) = \sum_{\ell=L_0}^{L_1} h_\ell x^\ell \) may also be implemented directly as a convolution (2.14):

\[ \hat{s}_k = \sum_{\ell=L_0}^{L_1} h_\ell s_{k-\ell}, \]

since the finite number of non-zero filter coefficients, or taps, allows us to compute the coefficients \( \hat{s}_k \) in finite time. IIR filters, on the other hand, have an infinite number of taps, and cannot be implemented directly as a convolution.

A number of fast computation algorithms exist to compute the above convolution [12, 14, 20, 35]. Examples include overlap-add and overlap-save methods that are based on expressing the linear convolution (2.14) via the circular convolution (2.26) for the finite time model, and computing it using fast algorithms for DFT that we will discuss in Section 3.2.
3.1.4 Perfect-Reconstruction Filter Banks

An important class of filter banks are *perfect-reconstruction* filter banks that allow for an exact reconstruction of the input signal. Here, we review two main approaches to the design of perfect-reconstruction filter banks: a filter approach and a signal expansion approach. Both approaches were developed for the traditional time signal model. The filter approach is a more common approach to filter bank design, and can be found in most signal processing textbooks (see, for example, [12–15]). The signal expansion approach was developed as an alternative approach for the construction of perfect-reconstruction filter banks [23]. In traditional time signal processing, both approaches can be used interchangeably. In Chapter 5 we will discuss the generalization of these approaches for other signal models.

**Filter approach**

Since a filter bank can be characterized by its analysis filters, the original approach to the design of perfect-reconstruction filter banks was based on the properties of the analysis filters. Consider a two-channel critically-sampled filter bank in Fig. 3.1 implemented for the infinite discrete time model (2.9). Let the input signal be

\[
s(x) = \sum_{k \in \mathbb{Z}} s_k x^k,
\]

the analysis filters be

\[
\tilde{h}_i(x) = \sum_{\ell \in \mathbb{Z}} \tilde{h}_{i,\ell} x^\ell,
\]

and the synthesis filters be

\[
h_i(x) = \sum_{\ell \in \mathbb{Z}} h_{i,\ell} x^\ell,
\]

for \(i = 0, 1\). Finally, let the output signal be

\[
\hat{s}(x) = \sum_{k \in \mathbb{Z}} \hat{s}_k x^k.
\]
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It was shown in [36] and later generalized in [37, 38] that the output signal \( \tilde{s}(x) \) satisfies the equation

\[
\hat{s}(x) = s(x) \frac{\tilde{h}_0(x)h_0(x) + \tilde{h}_1(x)h_1(x)}{2} + s(-x) \frac{\tilde{h}_0(-x)h_0(x) + \tilde{h}_1(-x)h_1(x)}{2}.
\]

Hence, we can obtain the perfect reconstruction \( \tilde{s}(x) = s(x) \) if the following conditions hold:

\[
\begin{aligned}
\tilde{h}_0(x)h_0(x) + \tilde{h}_1(x)h_1(x) &= 2, \\
\tilde{h}_0(-x)h_0(x) + \tilde{h}_1(-x)h_1(x) &= 0.
\end{aligned}
\]

Similar conditions on the analysis and synthesis filters can be derived for filter banks with more than two channels [39, 40].

Signal expansion approach

An alternative viewpoint on the design of perfect-reconstruction filter banks is to expand a signal

\[
s = (\ldots, s_{-1}, s_0, s_1, \ldots)^T
\]

into properly constructed bases

\[
\left(\tilde{\varphi}_k^{(m)}\right)_{k \in \mathbb{Z}},
\]

where \( 0 \leq m < M \). The resulting expansion has the form

\[
\hat{s} = \sum_{k \in \mathbb{Z}} \langle \tilde{\varphi}_k^{(0)}, s \rangle \varphi_k^{(0)} + \cdots + \sum_{k \in \mathbb{Z}} \langle \tilde{\varphi}_k^{(M-1)}, s \rangle \varphi_k^{(M-1)},
\]

where

\[
\left(\tilde{\varphi}_k^{(m)}\right)_{k \in \mathbb{Z}},
\]

for \( 0 \leq m < M \), are the corresponding dual bases. This leads to the filter bank interpretation shown in Fig. 3.2.

\footnote{A dual basis \( \{\tilde{\varphi}_k\} \) is a basis in the dual space of a vector space spanned by the basis \( \{\varphi_k\} \). The basis and its dual are mutually orthogonal: \( \langle \varphi_k, \tilde{\varphi}_m \rangle = \delta_{k-m} \). Orthogonal bases are self-dual.}
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The design criteria for the bases \((\varphi_k)_{k \in \mathbb{Z}}\) include their frequency content and structure. In particular, we may view them as signals occupying a particular frequency band. Also, for practical purposes, the bases are often constructed as periodically shifted sequences of a few prototype signals. All these assumptions lead to the filter bank structure shown in Fig. 3.1 since the inner product and time convolution are interchangeable — one only needs to reverse the order of the coefficients \([23]\). The expansion approach can be further generalized by viewing \((\varphi_k)_{k \in \mathbb{Z}}\) and \((\tilde{\varphi}_k)_{k \in \mathbb{Z}}\) as frames\(^2\), which results in (3.5) being an overcomplete expansion.

Such signal expansions have been studied in various areas of signal processing, including blocked transforms, such as windowed Fourier transform, lapped orthogonal transforms \([42]\) and later lapped tight frame transforms \([43–45]\); signal compression and multiresolution analysis \([46]\); and robust transmission \([44, 45, 47, 48]\).

Connection between the approaches

To illustrate the connection between the filter approach and the signal expansion approach, consider the \(M\)-channel filter bank in Fig. 3.1. Assume that all analysis and synthesis filters

\[
\tilde{h}_m = (\tilde{h}_{m,0}, \ldots, \tilde{h}_{m,L-1})^T
\]

and

\[
h_m = (h_{m,0}, \ldots, h_{m,L-1})^T
\]

\(^2\)A frame \((\varphi_k)\) is a redundant set of vectors that span a vector space \(V\) \([41]\). Unlike basis vectors, frame vector can be linearly dependent. A dual frame \((\tilde{\varphi}_k)\) is another frame such that any vector \(v \in V\) can be expanded as \(v = \sum_k \langle \tilde{\varphi}_k, v \rangle \varphi_k\). A self-dual frame is called tight.
are FIR filters, and have the same length \( L = qN \) for some \( q \in \mathbb{N}_0 \). For a signal \( s \), the operation of the filter bank can be described via matrix-vector products: the transform

\[
S = \tilde{\Phi}^* s
\]
is filtering followed by downsampling (the analysis part), and the inverse transform

\[
\hat{s} = \Phi S
\]
is upsampling followed by filtering (the synthesis part). Here, \( \Phi \) has the form

\[
\Phi = \begin{pmatrix}
... & ... & ... & ... & ... & ... \\
\Phi_0 & 0 & ... & 0 & 0 & ... \\
\Phi_1 & \Phi_0 & ... & 0 & 0 & ... \\
... & ... & ... & ... & ... & ...
\end{pmatrix}, \tag{3.6}
\]
where each block \( \Phi_r, 0 \leq r \leq q - 1 \), is the \( N \times M \) matrix

\[
\Phi_r = \begin{pmatrix}
h_{0,rN} & \ldots & h_{M-1,rN} \\
... & \ddots & ... \\
h_{0,rN+N-1} & \ldots & h_{M-1,rN+N-1}
\end{pmatrix}, \tag{3.7}
\]
The analysis matrix \( \tilde{\Phi} \) is constructed similarly from the reverses of filters \( \tilde{h}_k \); the order of the coefficients of \( \tilde{h}_k \) in the columns of blocks \( \tilde{\Phi}_r \) is reversed.

Then, \( \varphi_k^{(m)} \) in the expansion (3.5) is the \( (kM + m) \)-th column of \( \Phi \); and \( \tilde{\varphi}_k^{(m)} \) is the \( (kM + m) \)-th column of \( \tilde{\Phi} \). If \( M = N \), then the columns of \( \Phi \) and \( \tilde{\Phi} \) are bases, dual to each other; if \( M > N \), then the columns of \( \Phi \) and \( \tilde{\Phi} \) are mutually dual frames.
Orthogonal and biorthogonal filter banks

The perfect reconstruction \( s = \hat{s} \) corresponds to the condition

\[
\Phi \Phi^* = I. \tag{3.8}
\]

Consider a perfect-reconstruction, critically sampled filter bank in Fig. 3.1 that satisfies (3.8). If the corresponding matrix \( \Phi \) is orthogonal, that is \( \Phi = \tilde{\Phi} \), then the filter banks is called orthogonal, since the columns of \( \Phi \) form an orthonormal basis. Otherwise, it is called biorthogonal.

Example 3.1.2 Consider a two-channel, critically-sampled filter bank with analysis filters

\[
\tilde{h}_0(x) = \frac{1 + x^{-1}}{\sqrt{2}}, \quad \tilde{h}_1(x) = \frac{1 - x^{-1}}{\sqrt{2}}
\]

and synthesis filters

\[
h_0(x) = \frac{1 + x}{\sqrt{2}}, \quad h_1(x) = \frac{1 - x}{\sqrt{2}}.
\]

The frequency responses of analysis low-pass and high-pass filters \( \tilde{h}_0(x) \) and \( \tilde{h}_1(x) \) are shown in Fig. 3.3(a).

This filter bank is known as Haar filter bank [23, 49].

We can verify that the analysis and synthesis filters satisfy the perfect reconstruction condition (3.4):

\[
\tilde{h}_0(x)h_0(x) + \tilde{h}_1(x)h_1(x) = \frac{1 + x^{-1}}{\sqrt{2}} \cdot \frac{1 + x}{\sqrt{2}} + \frac{1 - x^{-1}}{\sqrt{2}} \cdot \frac{1 - x}{\sqrt{2}} = 2,
\]

\[
\tilde{h}_0(-x)h_0(x) + \tilde{h}_1(-x)h_1(x) = \frac{1 - x^{-1}}{\sqrt{2}} \cdot \frac{1 + x}{\sqrt{2}} + \frac{1 + x^{-1}}{\sqrt{2}} \cdot \frac{1 - x}{\sqrt{2}} = 0.
\]
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Figure 3.3: Frequency responses of low-pass and high-pass filters for Haar and Daubechies $D_4$ filter banks.

Alternatively, we can verify that the matrix $\Phi$ in (3.6) is orthogonal, since

$$\Phi = \begin{pmatrix} \ddots \, & \Phi_0 \\ \Phi_0 \, & \ddots \end{pmatrix},$$

where

$$\Phi_0 = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}.\quad \text{Hence, Haar filter bank is an orthogonal filter bank.}$$

Example 3.1.3 Consider a two-channel, critically-sampled filter bank with analysis filters

$$\tilde{h}_0(x) = \frac{1 + \sqrt{3}}{4\sqrt{2}} + \frac{3 + \sqrt{3}}{4\sqrt{2}} x^{-1} + \frac{3 - \sqrt{3}}{4\sqrt{2}} x^{-2} + \frac{1 - \sqrt{3}}{4\sqrt{2}} x^{-3},$$

$$\tilde{h}_1(x) = \frac{1 - \sqrt{3}}{4\sqrt{2}} + \frac{\sqrt{3} - 3}{4\sqrt{2}} x^{-1} + \frac{3 + \sqrt{3}}{4\sqrt{2}} x^{-2} + \frac{-1 - \sqrt{3}}{4\sqrt{2}} x^{-3}.$$
and synthesis filters

\[
    h_0(x) = \frac{1 + \sqrt{3}}{4\sqrt{2}} + \frac{3 + \sqrt{3}}{4\sqrt{2}} x + \frac{3 - \sqrt{3}}{4\sqrt{2}} x^2 + \frac{1 - \sqrt{3}}{4\sqrt{2}} x^3,
    \\
    h_1(x) = \frac{1 - \sqrt{3}}{4\sqrt{2}} + \frac{\sqrt{3} - 3}{4\sqrt{2}} x + \frac{3 + \sqrt{3}}{4\sqrt{2}} x^2 + \frac{-1 - \sqrt{3}}{4\sqrt{2}} x^3.
\]

The frequency responses of analysis low-pass and high-pass filters \( \tilde{h}_0(x) \) and \( \tilde{h}_1(x) \) are shown in Fig. 3.3(b).

This filter bank is known as Daubechies \( D_4 \) filter bank \([50, 51]\).

We can verify that the analysis and synthesis filters satisfy the perfect reconstruction condition (3.4):

\[
    \tilde{h}_0(x)h_0(x) + \tilde{h}_1(x)h_1(x) = 2,
    \\
    \tilde{h}_0(-x)h_0(x) + \tilde{h}_1(-x)h_1(x) = 0.
\]

Alternatively, we can verify that the matrix \( \Phi \) in (3.6) is orthogonal, since

\[
    \Phi = \begin{pmatrix}
        \ddots & \Phi_0 \\
        \Phi_1 & \Phi_0 \\
        \Phi_1 & \Phi_0 \\
        \ddots & \ddots
    \end{pmatrix},
\]

where

\[
    \Phi_0 = \frac{1}{4\sqrt{2}} \begin{pmatrix}
        1 + \sqrt{3} & 1 - \sqrt{3} \\
        3 + \sqrt{3} & \sqrt{3} - 3
    \end{pmatrix},
\]

and

\[
    \Phi_1 = \frac{1}{4\sqrt{2}} \begin{pmatrix}
        3 - \sqrt{3} & 3 + \sqrt{3} \\
        1 - \sqrt{3} & -1 - \sqrt{3}
    \end{pmatrix}.
\]

Hence, Daubechies \( D_4 \) filter bank is an orthogonal filter bank.
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3.1.5 Applications of Filter Banks

The characteristics and design of perfect-reconstruction filter banks can vary significantly depending on the application for which a filter bank is constructed. In this thesis, we consider two potential applications of perfect-reconstruction filter banks—low/high-frequency separation, and robust transmission of signals.

Frequency separation

Consider a two-channel critically-sampled filter bank that is designed to separate low and high frequencies of input signals. Ideally, the low-pass analysis filter \( \tilde{h}_0(x) \) would have the frequency response

\[
\tilde{H}_0(\omega) = \begin{cases} 
1, & \text{if } |\omega| \leq \pi/2, \\
0, & \text{if } \pi/2 < |\omega| < \pi.
\end{cases}
\]

Similarly, the frequency response of an ideal high-pass filter \( \tilde{h}_1(x) \) would be

\[
\tilde{H}_1(\omega) = \begin{cases} 
0, & \text{if } |\omega| \leq \pi/2, \\
1, & \text{if } \pi/2 < |\omega| < \pi.
\end{cases}
\]

Unfortunately, in this case the analysis filters \( \tilde{h}_0(x) \) and \( \tilde{h}_1(x) \) would have to be IIR filters, which makes their implementation both impractical and impossible, since they cannot be implemented recursively. For practical reasons, FIR filters can be used to approximate the behavior of the ideal IIR filters. One of the most widely used characteristics of such FIR filters is the degree of flatness.

A degree of flatness of a low-pass filter is specified by the number of derivatives of its frequency response that vanish at the highest frequency (respectively, lowest frequency for a high-pass filter) \([24][46]\). For example, a low-pass filter \( h(x) \) with \( M \) degrees of flatness satisfies the condition

\[
\frac{d^m}{d\omega^m} H(\omega) \bigg|_{\omega=\pi} = 0
\]

for \( 0 \leq m < M \), since \( \omega = \pi \) corresponds to the highest frequency in the infinite time model. Equivalently, \( (1 + e^{-j\omega})^M \) must divide \( H(\omega) \). A low-pass filter with a greater degree of flatness is a better approximation
Figure 3.4: Frequency response of a low-pass filter $\left( (1 + e^{-j\omega})/2 \right)^M$ for $M = 1, 2, 3$.

of an ideal low-pass filter, as illustrated in Fig. 3.4.

Among all filters with the same degree of flatness, the one with the shortest support length are called maximally flat or maxflat. Both orthogonal and biorthogonal filter banks with maxflat filters have been constructed for the infinite discrete time signals in [50–54].

**Example 3.1.4** Consider the Haar filter bank introduced in Example 3.1.2. It uses maxflat low- and high-pass filters of order 1, since

$$\tilde{H}_0(\pi) = \frac{1}{\sqrt{2}}(1 + e^{j\pi}) = 0,$$

$$\tilde{H}_1(0) = \frac{1}{\sqrt{2}}(1 - e^{j0}) = 0,$$

and they have the shortest possible support length 2.

Similarly, the Daubechies $D_4$ filter bank introduced in Example 3.1.3 uses maxflat low- and high-pass
3.2 POLYNOMIAL TRANSFORMS

filters of order 2, since

\[ \tilde{H}_0(\pi) = 0, \quad \frac{d}{d\omega} \tilde{H}_0(\omega) \bigg|_{\omega=\pi} = 0, \]
\[ \tilde{H}_1(0) = 0, \quad \frac{d}{d\omega} \tilde{H}_1(\omega) \bigg|_{\omega=0} = 0, \]

and they have the shortest possible support length 4.

Robust signal transmission

Consider an \( M \)-channel oversampled perfect-reconstruction filter bank. As we explained in Section 3.1.4, in this case the columns of matrices \( \Phi \) and \( \tilde{\Phi} \) form mutually dual frames; or in the case \( \Phi = \tilde{\Phi} \), a tight frame.

An advantage of frames in comparison to bases is their redundancy. After a signal is expanded into a frame, a loss of several expansion coefficients \( \langle \varphi^{(m)}_k, s \rangle \) in (3.5) may not prevent us from reconstructing the original signal from the remaining coefficients. In the most extreme case, for an \( M \)-channel oversampled perfect-reconstruction filter bank that is sampled at rate \( N < M \), we should be able to reconstruct the original signal from any \( N/M \) fraction of its coefficients. Frames that satisfy this requirement are called maximally robust to erasures. They have been studied, in particular, in [44, 45, 47, 48]. Filter banks that correspond to maximally robust to erasures frames can be used for robust storage and transmission of signals over lossy channels.

3.2 Polynomial Transforms

As we discussed in Section 2.3, the generalized discrete Fourier transform can be computed with the corresponding polynomial transform (2.20). If \( n = \deg p(x) \) in (2.18), then \( P_{b,\alpha} \in \mathbb{C}^{n \times n} \) is an \( n \times n \) matrix. The computation of the generalized discrete Fourier transform as the matrix-vector product (2.21) requires, in general, \( O(n^2) \) operations. This cost may become prohibitive for large \( n \) in some practical applications. It brings up the main challenge in the implementation of polynomial transforms: how to construct fast algorithms for the transforms of interest.
Here, we briefly review the developments in the theory of fast algorithms for polynomial transforms. We discuss the construction of fast algorithms for the most well-known and widely used transforms, such as DFT and discrete cosine and sine transforms (DCTs and DSTs). We also review existing fast algorithms for other, less well-known polynomial transforms.

### 3.2.1 Known Fast Algorithms

#### Fast Fourier transforms

Over the last decades, fast algorithms have been studied only for a small number of polynomial transforms. Among them, the DFT is arguably the most famous and well-studied transform. The discovery of the Cooley-Tukey fast Fourier transform (FFT) algorithm \[55\], which reduced the computation cost of $DFT_n$ to $O(n \log n)$ operations, led to decades of research and multiple new FFT algorithms (see \[6, 20, 35, 56-59\] and references therein).

The majority of FFT algorithms can be interpreted as factorizations of the DFT matrix into a product of sparse matrices. The goal is to find such a factorization that the combined computational costs of these matrices is lower than the cost of a straightforward computation of DFT. The following example demonstrates this.

**Example 3.2.1** *The Cooley-Tukey FFT algorithm for $DFT_4$ corresponds to the following matrix decomposition:*

\[
DFT_4 = \begin{pmatrix}
1 & 1 & 1 & 1 \\
1 & -j & -1 & j \\
1 & -1 & 1 & -1 \\
1 & j & -1 & -j
\end{pmatrix} =
\begin{pmatrix}
1 & \\
1 & \\
1 & \\
1
\end{pmatrix}
\begin{pmatrix}
1 & 1 \\
1 & -1 \\
1 & 1 \\
1
\end{pmatrix}
\begin{pmatrix}
1 & \\
1 & \\
1 & \\
1
\end{pmatrix}
\begin{pmatrix}
1 & 1 \\
1 & 1 \\
1 & 1 \\
1
\end{pmatrix}.
\]
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The direct computation of DFT requires 12 operations (multiplications by ±1 and ±i are not considered). In comparison, the computation of the four matrices in the factorization requires only 8 operations.

In addition, fast algorithms exist for DFT-related signal transforms, including the real DFT and the discrete Hartley transform, for example [6,60,61].

Fast trigonometric transforms

Another well-known class of signal transforms is the class of discrete trigonometric transforms—discrete cosine and sine transforms (DCT and DST) of types 1 through 8. Similarly to DFT, fast algorithms for trigonometric transforms reduce the computational cost from $O(n^2)$ to $O(n \log n)$ operations (for example, see [2,6,62–71], as well as references therein). Most of these algorithms can also be interpreted as factorizations of a transform matrix into a product of sparse matrices, as demonstrated by the following example.

Example 3.2.2 The Wang fast algorithm for DCT-IV [66] corresponds to the following matrix decomposition:

$$\text{DCT-IV}_4 = \begin{bmatrix} 0.9808 & 0.8315 & 0.5556 & 0.1951 \\ 0.8315 & -0.1951 & -0.9808 & -0.5556 \\ 0.5556 & -0.9808 & 0.1951 & 0.8315 \\ 0.1951 & -0.5556 & 0.8315 & -0.9808 \end{bmatrix} = \begin{bmatrix} 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & -1 \\ 1 & 1 & -1 & 1 \end{bmatrix} \begin{bmatrix} 0.6935 & 0.1379 \\ 0.1379 & -0.6935 \\ 0.5879 & -0.3928 \\ 0.3928 & 0.5879 \end{bmatrix} \begin{bmatrix} \sqrt{2} & 0 \\ 0 & \sqrt{2} \end{bmatrix}$$
The direct computation of DCT-IV requires 28 operations. In comparison, the computation of the four matrices in the factorization requires only 20 operations.

**Polynomial transforms for orthogonal polynomials**

Another class of transforms that have been studied are polynomial transforms that are based on orthogonal polynomials [72, 75]. We introduce orthogonal polynomials and discuss their properties in Appendix A.

With the exception of DCTs and DSTs, which belong to this group of transforms as well, the fast algorithms reported in the literature require $O(n \log^2 n)$ operations. They include:

a) Algorithms for transforms evaluated at arbitrary nodes $\alpha_k$ [74]. However, the exact cost of these algorithms is greater than $36n \log^2 n$, which renders them impractical. Moreover, these algorithms are not numerically stable.

b) Algorithms for transforms evaluated at the roots $\alpha_k$ of Chebyshev polynomials $T_n(x)$ [75]. These algorithms require greater than $4n \log^2 n$ operations, and are not stable in general.

c) An approximation algorithm for the polynomial transform for Legendre polynomials evaluated at the roots $\alpha_k$ of Legendre polynomial $P_n(x)$ [72]. Evaluation to the precision $\varepsilon$ requires $O(n \log \frac{1}{\varepsilon})$ operations.

In general, reported fast algorithms use the recursion (A.1) for orthogonal polynomials to iteratively compute the value $P_\ell(\alpha_k)$ from $P_{\ell-1}(\alpha_k)$ and $P_{\ell-2}(\alpha_k)$. They do not use any information about the points $\alpha_k$, which, understandably, leads to slower algorithms. As we demonstrate in Section 6, incorporating information about sampling points allows us to construct fast algorithms for polynomial transforms based on orthogonal polynomials that require $O(n \log n)$ operations.

**3.2.2 Algebraic Approach**

Most fast algorithms for polynomial transforms, including those discussed in Section 3.2.1, are derived by clever and often complicated manipulations of matrix coefficients. They provide little insight into why such decompositions exist and how to extend and generalize them.
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Several algebraic approaches have been developed to explain the derivation of known fast algorithms and construct new ones. Originally, group algebras were utilized to explain the Cooley-Tukey FFT. For example, DFT<sub>n</sub> can be interpreted as a decomposition matrix for the group algebra \( \mathbb{C}[\mathbb{Z}_n] \), where \( \mathbb{Z}_n \) is a cyclic group of order \( n \) \([76,77]\). Since \( \mathbb{C}[\mathbb{Z}_n] \) is isomorphic to the polynomial algebra \( \mathbb{C}[x]/(x^n - 1) \), it can be decomposed as

\[
\mathbb{C}[\mathbb{Z}_n] \cong \mathbb{C}[x]/(x^n - 1) \rightarrow \mathbb{C}[x]/(x - \omega^0_0) \oplus \cdots \oplus \mathbb{C}[x]/(x - \omega^{n-1}_n), \tag{3.9}
\]

as we showed in Section 2.3. This decomposition can be performed stepwise: first, we decompose \( \mathbb{C}[x]/(x^n - 1) \) into a direct sum of subalgebras, not necessarily simple ones; then, we further decompose each subalgebra. Performed in a very particular way, such stepwise decomposition yields the Cooley-Tukey FFT.

The group point of view was generalized to derive fast Fourier transforms for group algebras \( \mathbb{C}[G] \) for noncyclic finite groups \( G \) \([78–84]\). Some of the constructed algorithms were based on the induction for group algebras, an algebraic construction that is analogous to the method we use in Chapter 6.

In parallel to group algebras, polynomial algebras were also used in \([20,85–89]\) to construct fast algorithms for the DFT. Extension of this approach led to a comprehensive theory of fast algorithms for all 16 types of DCTs and DSTs \([2,6]\), as well as for complex and real DFT \([61]\). This generalization led to the development of the ASP theory \([3–5]\) discussed in Chapter 2.

3.2.3 Orthogonality

Orthogonality is an important and desired property of a polynomial transform, since, in general, the inverse of a polynomial transform is not a polynomial transform itself. In this case, constructing a fast algorithm for the inverse becomes a challenging task.

The well-known polynomial transforms (DFT, DCT, and DST) can be made orthogonal by multiplying them with diagonal matrices. Trivially, the fast implementation of their inverses reduces to transposing the original algorithm. As we discuss in Section 4.3, the polynomial transforms for finite GNN models can also be orthogonalized this way.
Chapter 4

Generic Nearest-Neighbor Models

In this chapter we construct a class of new linear shift-invariant signal models called the generic nearest-neighbor (GNN) models. Originally, these models were introduced in [3]. For the finite model, the associated discrete Fourier transform and spectrum were identified.

Here, we formally define both infinite and finite discrete GNN models. In both cases, we identify the corresponding signal processing concepts including spectrum, Fourier transform, convolution, and Parseval equality.

The infinite and finite space models discussed in Chapter 2 are particular cases of the infinite and finite GNN models that use Chebyshev polynomials as basis functions. Nevertheless, we sometimes refer to these models for comparison, since they have already been extensively studied in [1-3, 5, 6, 22].

4.1 Normalized Orthogonal Polynomials

Before we define the infinite and finite discrete GNN models, we introduce the concept of normalized orthogonal polynomials.

Consider the shift defined by the recurrence

\[ x \cdot P_k(x) = a_{k-1}P_{k-1}(x) + b_kP_k(x) + c_kP_{k+1}(x). \]  

(4.1)

We call it the generic nearest-neighbor shift. If we assume that the coefficients \( a_k, b_k, c_k \in \mathbb{R} \) satisfy the
condition $a_k c_k > 0$ for $k \geq 0$, and $P_0(x) = 1$ and $P_{-1}(x) = 0$, then the solution to the recurrence (4.1) is a family $\left( P_k(x) \right)_{k \geq 0}$ of orthogonal polynomials \cite{16,17}. An overview of orthogonal polynomials and their properties is provided in Appendix A.

We assume that polynomials $\left( P_k(x) \right)_{k \geq 0}$ are orthogonal over the interval $W \subseteq \mathbb{R}$ with the weight function $\mu(x)$:

$$\int_{x \in W} P_k(x) P_m(x) \mu(x) dx = \mu_k \delta_{k-m}.$$ 

Furthermore, we assume that the $L^2_{\mu}$-norm of $P_k(x)$ is

$$\left\| P_k(x) \right\|_{2,\mu} = \left( \langle P_k(x), P_k(x) \rangle_{\mu} \right)^{1/2} = \mu_k^{1/2},$$

where the norm is induced by the inner product

$$\langle f(x), g(x) \rangle_{\mu} = \int_{x \in W} f(x) g(x) \mu(x) dx.$$

**Norm calculation**

In order to calculate the norm $\left\| P_k(x) \right\|_{2,\mu} = \mu_k^{1/2}$, we need to know the weight function $\mu(x)$ and the orthogonality interval $W$. However, as we discuss in Appendix A, it may not be feasible to obtain $\mu(x)$ and $W$ directly from the recursion (4.1).

Nevertheless, we can bypass the necessity to determine $\mu(x)$, and determine the norms of $P_k(x)$ from the coefficients $a_k$, $b_k$, and $c_k$ in recursion (4.1). This is a known result (see, for example, \cite{90,91}), and we only provide it here for completeness.

**Theorem 4.1.1** The $L^2_{\mu}$-norm of the polynomials $P_k(x)$ that satisfy (4.1) and are orthogonal on $W$ with respect to the inner product \eqref{inner-product}, is

$$\left\| P_n(x) \right\|_{2,\mu} = \mu_n^{1/2} = \mu_0^{1/2} \cdot \prod_{i=0}^{n-1} \frac{a_i}{c_i}.$$  (4.2)
Proof: Let

\[ D = \text{diag} \left( \sqrt{\prod_{i=0}^{k-1} \frac{a_i}{c_i}} \right) \] 

be an \( n \times n \) diagonal matrix, and

\[
S = \begin{pmatrix}
    b_0 & a_0 & 0 & \cdots & 0 \\
    c_0 & b_1 & a_1 & & \\
    & c_1 & b_2 & \ddots & \\
    & & \ddots & \ddots & a_{n-2} \\
    & & & c_{n-2} & b_{n-1}
\end{pmatrix}
\]

be the tridiagonal matrix defined in \( \text{(A.4)} \). Then \( D \) conjugates \( S \) to the symmetric tridiagonal matrix

\[
DSD^{-1} = \begin{pmatrix}
    b_0 & \sqrt{a_0c_0} & 0 & \cdots & 0 \\
    \sqrt{a_0c_0} & b_1 & \sqrt{a_1c_1} & & \\
    & \sqrt{a_1c_1} & b_2 & \ddots & \\
    & & \ddots & \ddots & \sqrt{a_{n-2}c_{n-2}} \\
    & & & \sqrt{a_{n-2}c_{n-2}} & b_{n-1}
\end{pmatrix}.
\]

On the other hand, using the Christoffel-Darboux formula it was shown in \( \text{[3]} \) that the diagonal matrix

\[
E = \text{diag} \left( \mu_0^{1/2}, \mu_1^{1/2}, \ldots, \mu_{n-1}^{1/2} \right)
\]

also conjugates \( S \) to a symmetric tridiagonal matrix.

Since there exists a unique (up to a constant factor) diagonal matrix that conjugates a tridiagonal matrix to a symmetric tridiagonal matrix, we conclude that \( D = cE \), and hence

\[
\mu_k^{1/2} = c \cdot \sqrt{\prod_{i=0}^{k-1} \frac{a_i}{c_i}}
\]
for some non-zero constant $c \in \mathbb{R}$. In particular, for $k = 0$ we obtain

$$c = \mu_0^{1/2},$$

where

$$\mu_0 = \int_{x \in W} \mu(x) dx.$$

□

The following result is an immediate consequence of Theorem 4.1.1:

**Corollary 4.1.2** If $a_k = c_k$ for $k \geq 0$, then $\mu_k = \mu_0$, and all $P_k(x)$ have the same norm

$$||P_k(x)||_{2,\mu} = \sqrt{\mu_0}.$$

**Normalization**

In general, orthogonal polynomials $P_k(x)$ have different norms: $\mu_k \neq \mu_m$ for $k \neq m$. They can be normalized as $\mu_k^{-1/2} P_k(x)$ to have the same norm 1 for all $k \geq 0$.

To simplify the construction of the infinite and finite discrete GNN signal models in Sections 4.2 and 4.3, we use the normalized polynomials $\mu_k^{-1/2} P_k(x)$ as the basis of the signal module $\mathcal{M}$. Since any family of orthogonal polynomials can be orthogonalized, hereafter we only consider the families of orthogonal polynomials $(P_k(x))_{k \geq 0}$ that have equal norms.

The following theorem establishes which families $(P_k(x))_{k \geq 0}$ have equal norms, and shows how to construct normalized polynomials for an arbitrary family.

**Theorem 4.1.3** The orthogonal polynomials $P_k(x)$ have the same norm $||P_k(x)||_{2,\mu} = ||P_0(x)||_{2,\mu}$, if they satisfy the recursion of the form

$$x \cdot P_k(x) = a_{k-1} P_{k-1}(x) + b_k P_k(x) + a_k P_{k+1}(x),$$  \hspace{1cm} (4.3)
with \( P_0(x) = 1 \) and \( P_{-1}(x) = 0 \). That is, the recurrence coefficients in (4.1) satisfy the symmetric condition

\[
a_k = c_k
\]

for all \( k \geq 0 \).

Furthermore, if the family \( (P_k(x))_{k \geq 0} \) is a solution to (4.1), then the corresponding normalized polynomials \( Q_k(x) = \mu_k^{-1/2} P_k(x) \) are a solution to the recurrence

\[
x \cdot p_k(x) = x \cdot \mu_k^{-1/2} P_k(x) = \mu_k^{-1/2} \left( a_{k-1} P_{k-1}(x) + b_k P_k(x) + c_k P_{k+1}(x) \right)
\]

\[
= a_{k-1} \frac{\mu_{k-1}}{\mu_k} Q_{k-1}(x) + b_k Q_k(x) + c_k \frac{\mu_{k+1}}{\mu_k} Q_{k+1}(x)
\]

\[
= \sqrt{a_{k-1} c_{k-1}} Q_{k-1}(x) + b_k Q_k(x) + \sqrt{a_k c_k} Q_{k+1}(x).
\]

\[
(4.4)
\]

**Proof:** Recall from Appendix A that

\[
\mu_k = \mu_0 \cdot \prod_{i=0}^{k-1} \frac{a_i}{c_i}.
\]

If \( a_k = c_k \) for all \( k \geq 0 \), then \( \mu_k = \mu_0 \), and hence \( ||P_k(x)||_{2,\mu} = ||P_0(x)||_{2,\mu} \).

Next, observe that

\[
\mu_{k+1}/\mu_k = a_k/c_k.
\]

Then the family of normalized polynomials \( Q_k(x) = \mu_k^{-1/2} P_k(x) \) satisfies the recurrence

\[
x \cdot Q_k(x) = x \cdot \mu_k^{-1/2} P_k(x)
\]

\[
= \mu_k^{-1/2} \left( a_{k-1} P_{k-1}(x) + b_k P_k(x) + c_k P_{k+1}(x) \right)
\]

\[
= a_{k-1} \frac{\mu_{k-1}}{\mu_k} Q_{k-1}(x) + b_k Q_k(x) + c_k \frac{\mu_{k+1}}{\mu_k} Q_{k+1}(x)
\]

\[
= \sqrt{a_{k-1} c_{k-1}} Q_{k-1}(x) + b_k Q_k(x) + \sqrt{a_k c_k} Q_{k+1}(x).
\]

\[
\square
\]
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4.2 Infinite Discrete Model

Signal model

Hereafter, we only consider the GNN models that are based on the symmetric GNN shift (4.3). As discussed in Section 4.1, the basis of the signal module $\mathcal{M}$ is defined by the corresponding equal-norm orthogonal polynomials $P_k(x)$.

The basis of the filter algebra, ideally, would be defined by $\ell$-fold shifts, as in the case of time (2.9) or space (2.16) models. Unfortunately, for a general family of orthogonal polynomials there is no obvious notion of an $\ell$-fold shift, so it is unclear which basis is appropriate for the filter algebra $\mathcal{A}$. We choose the same basis as in the signal module $\mathcal{M}$.

Hence, we obtain the following infinite discrete GNN signal model:

$$\mathcal{A} = \{ h = \sum_{\ell \geq 0} h_\ell P_\ell(x) \mid h = (h_0, h_1, \ldots) \in \ell^1(\mathbb{N}_0) \}$$

$$\mathcal{M} = \{ s = \sum_{k \geq 0} s_k P_k(x) \mid s = (s_0, s_1, \ldots) \in \ell^2(\mathbb{N}_0) \}, \quad \Phi : \ell^2(\mathbb{N}_0) \to \mathcal{M}, \ s \mapsto \sum_{k \geq 0} s_k P_k(x).$$

(4.5)

The symmetric GNN shift (4.3) and the visualization of the infinite discrete GNN signal model (4.5) are shown in Fig. 4.1.

Eigenfunctions

As discussed in Section 2.2, to construct the associated Fourier transform for the GNN model, we need to find the eigenfunctions of $\mathcal{M}$, identify the spectrum $W$, and project signals on the spectral components.
spanned by the eigenfunctions.

The following theorem identifies the structure of eigenfunctions:

**Theorem 4.2.1** The eigenfunctions for the infinite discrete GNN model have the form

\[ E_a(x) = \sum_{k \geq 0} P_k(a) P_k(x). \]

In particular, they satisfy

\[ x \cdot E_a(x) = a \cdot E_a(x) \quad (4.6) \]

for any \( a \in \mathbb{R} \).

**Proof:** As follows from (4.3), any function of the form \( \sum_{k \geq 0} s_k P_k(x) \in \mathcal{M} \) satisfies the condition

\[ x \cdot \sum_{k \geq 0} s_k P_k(x) = \sum_{k \geq 0} \left( a_{k-1} s_{k-1} + b_k s_k + a_k s_{k+1} \right) P_k(x). \quad (4.7) \]

Consider the function

\[ E_a(x) = \sum_{k \geq 0} P_k(a) P_k(x). \]

From (4.7) we obtain

\[
x \cdot \sum_{k \geq 0} P_k(a) P_k(x) = \sum_{k \geq 0} \left( a_{k-1} P_{k-1}(a) + b_k P_k(a) + a_k P_{k+1}(a) \right) P_k(x) \\
= \sum_{k \geq 0} a P_k(a) P_k(x) \\
= a \cdot \sum_{k \geq 0} P_k(a) P_k(x).
\]

\[ \square \]

**Spectrum**

The eigenfunctions in Theorem 4.2.1 satisfy (4.6) for all \( a \in \mathbb{R} \). However, we restrict the values of \( a \) to the interval of orthogonality \( W \) only. This restriction is sufficient to make the Fourier transform invertible, as
we will show later.

Hence, the spectrum is defined precisely as the interval of orthogonality $W$.

**Fourier transform**

Since the Fourier transform is a projection onto the eigenfunctions $E_\omega(x)$, where $\omega \in W$, we define the 

**GNN Fourier transform** as

$$
\Delta : \quad S(\omega) = \langle s(x), E_\omega(x) \rangle = \sum_{k \geq 0} s_k P_k(\omega). \quad (4.8)
$$

Given that we have restricted the spectrum to the interval of orthogonality $W$, the corresponding *inverse GNN Fourier transform* is

$$
\Delta^{-1} : \quad s_k = \frac{1}{\mu_0} \int_{\omega \in W} S(\omega) P_k(\omega) \mu(\omega) d\omega, \quad (4.9)
$$

since

$$
\frac{1}{\mu_0} \int_{\omega \in W} S(\omega) P_k(\omega) \mu(\omega) d\omega = \frac{1}{\mu_0} \int_{\omega \in W} \left( \sum_{m \geq 0} s_m P_m(\omega) \right) P_k(\omega) \mu(\omega) d\omega
$$

$$
= \frac{1}{\mu_0} \sum_{m \geq 0} s_m \left( \int_{\omega \in W} P_m(\omega) P_k(\omega) \mu(\omega) d\omega \right)
$$

$$
= \frac{1}{\mu_0} s_k \mu_0
$$

$$
= s_k.
$$

**Frequency response**

From (4.6) we obtain

$$
h(x) E_\omega(x) = h(\omega) E_\omega(x)
$$
for any polynomial $h(x) \in \mathcal{A}$. Hence, the frequency response $H(\omega)$ of a filter $h(x)$ at frequency $\omega$ is simply its evaluation at this frequency, similarly to the time and space signal models:

$$H(\omega) = \sum_{\ell \geq 0} h_\ell P_\ell(\omega). \quad (4.10)$$

**Convolution**

The convolution in the signal domain is defined by the action of a filter $h = h(x) \in \mathcal{A}$ on a signal $s = s(x) \in \mathcal{M}$. ASP defines the convolution as the product

$$hs = h(x)s(x).$$

Similarly to the infinite time and space models (2.9) and (2.10), it follows from the definitions of the Fourier transform (4.8) and the frequency response (4.10) that the convolution corresponds to the multiplication in the frequency domain. If $\hat{s} = \hat{s}(s) = h(x)s(x)$, then

$$\hat{S}(\omega) = H(\omega) \cdot S(\omega).$$

Expressing the convolution directly via the coefficients $h_\ell$ and $s_k$ of $h$ and $s$ is a tedious task that yields a complicated formula. For computational purposes, we simply express the product $h(x)s(x)$ in the basis $(P_k(x))_{k \geq 0}$; the coefficients of the expansion are precisely $\hat{s}_k = (h * s)_k$:

$$\sum_{\ell \geq 0} h_\ell P_\ell(x) \cdot \sum_{k \geq 0} s_k P_k(x) = \sum_{k \geq 0} (h * s)_k P_k(x).$$

Respectively, the convolution in the frequency domain corresponds to the pointwise multiplication in the signal domain. Hence,

$$H(\omega) * S(\omega) = \frac{1}{\rho_0} \int_{\theta \in W} S(\theta)G_\omega(\theta)\mu(\theta)d\theta, \quad (4.11)$$
since

\[
H(\omega) * S(\omega) = \sum_{k \geq 0} h_k s_k P_k(\omega)
\]

\[
= \sum_{k \geq 0} h_k P_k(\omega) \cdot \frac{1}{\mu_0} \int_{\theta \in W} S(\theta) P_k(\theta) \mu(\theta) d\theta
\]

\[
= \frac{1}{\mu_0} \int_{\theta \in W} S(\theta) \left( \sum_{k \geq 0} h_k P_k(\omega) P_k(\theta) \right) \mu(\theta) d\theta
\]

\[
= \left[ \text{let } g_{\omega,k} = h_k P_k(\omega) \right]
\]

\[
= \frac{1}{\mu_0} \int_{\theta \in W} S(\theta) G_{\omega}(\theta) \mu(\theta) d\theta.
\]

Parseval equality

The following theorem establishes the Parseval equality for infinite discrete GNN signal models.

**Theorem 4.2.2** The Parseval equality for the 1-D infinite discrete GNN signal model is

\[
\sum_{k \geq 0} s_k^2 = \frac{1}{\mu_0} \int_{\omega \in W} S^2(\omega) \mu(\omega) d\omega. \tag{4.12}
\]

**Proof:** Observe that

\[
\sum_{k \geq 0} s_k^2 = \frac{1}{\mu_0} \int_{\omega \in W} S(\omega) P_k(\omega) \mu(\omega) d\omega
\]

\[
= \frac{1}{\mu_0} \int_{\omega \in W} S(\omega) \left( \sum_{k \geq 0} s_k P_k(\omega) \right) \mu(\omega) d\omega
\]

\[
= \frac{1}{\mu_0} \int_{\omega \in W} S^2(\omega) \mu(\omega) d\omega.
\]

\[\square\]
4.2. INFINITE DISCRETE MODEL

Frequency domain

The frequency domain for the infinite discrete GNN model is the Hilbert space of all polynomials defined on interval $W$. The inner product is defined as

$$\langle u, v \rangle = \int_{\omega \in W} u(\omega) v(\omega) \mu(\omega) d\omega.$$ (4.13)

The set of polynomials $\{P_k(\omega)\}_{k \geq 0}$ is an orthogonal basis of this space.

Observe that the GNN Fourier transform is an isomorphism between the signal space $\ell^2(N_0) = \{(s_0, s_1, \ldots) | \sum_{k \geq 0} s_k^2 < \infty\}$ of semi-infinite sequences with finite energy, and the Hilbert space of polynomials defined on interval $W$ with inner product (4.13). In cases when $W = [0, \infty)$ or $W = (-\infty, \infty)$ is an unbounded interval, the existence of such isomorphism may seem counter-intuitive. It becomes clear, however, if we recall from Appendix A that in such cases weight function $\mu(\omega)$ decays very quickly. In particular, the decay rate of $\mu(\omega)$ is higher than polynomial. Hence, for practical purposes, the interval of orthogonality can be viewed as finite.

Other infinite GNN models

The infinite discrete GNN model (4.5) can be generalized by allowing other left boundary conditions. All corresponding signal processing concepts derived in this section can be easily generalized for these models.

Consider the recurrence (4.1). If instead of the zero boundary condition $P_{-1}(x) = 0$, we assume

$$P_{-1}(x) = bP_0(x)$$

for any $b \in \mathbb{R}$, then the recurrence remains the same except we use the coefficient $b_0 + b$ instead of $b_0$. The solution to the new recurrence is a family of orthogonal polynomials as well. Hence, we can construct an infinite discrete GNN model based on the GNN shift defined by the new recurrence. We then normalize it to obtain a new GNN model (4.5).
We can also assume
\[ P_{-1}(x) = cP_1(x) \]
for any \( c \in \mathbb{R} \), such that \( a_0(c_0 + c) > 0 \). The recurrence (4.1) will now have the coefficient \( c_0 + c \) instead of \( c_0 \). The solution to the new recurrence is also a family of orthogonal polynomials, and we can construct an infinite discrete GNN model based on the GNN shift defined by the new recurrence.

**Example 4.2.3** Consider Hermite polynomials \( H_k(x) \) introduced in Appendix A. They satisfy the following recursion:
\[ x \cdot H_k(x) = kH_{k-1}(x) + \frac{1}{2}H_{k+1}(x), \]
with \( H_0(x) = 1 \) and \( H_1(x) = 2x \). They are orthogonal over the entire real line \( \mathbb{R} \) with the weight function \( e^{-x^2} : \)
\[ \int_{-\infty}^{\infty} H_k(x)H_m(x)e^{-x^2}dx = k!\sqrt{\pi}. \]

Consider the normalized Hermite polynomials \( \hat{H}_k(x) \). As follows from Theorem 4.1.3, they have the form
\[ \hat{H}_k(x) = \frac{1}{\sqrt{k!2^k}}H_k(x), \]
and satisfy the recursion
\[ x\hat{H}_k(x) = \sqrt{\frac{k}{2}}\hat{H}_{k-1}(x) + \sqrt{\frac{k+1}{2}}\hat{H}_{k+1}(x), \tag{4.14} \]
with \( \hat{H}_0 = 1 \) and \( \hat{H}_1 = \sqrt{2}x \). They are orthogonal over the entire real line \( \mathbb{R} \) with respect to the weight function \( \mu(x) = e^{-x^2} : \)
\[ \langle \hat{H}_k(x), \hat{H}_m(x) \rangle = \int_{\mathbb{R}} \hat{H}_k(x)\hat{H}_m(x)e^{-x^2}dx = \pi^{1/4}\delta_{k-m}. \]

The infinite discrete GNN signal model that corresponds to the normalized Hermite polynomials is
4.3. **FINITE DISCRETE MODEL**

![Diagram of Hermite signal model](image)

**Figure 4.2:** Infinite discrete normalized Hermite signal model: shift and visualization.

The shift and model visualization are shown in Fig. 4.2.

The Fourier transform and its inverse are defined as

\[
\Delta : \quad S(\omega) = \sum_{k \geq 0} s_k \hat{H}_k(\omega),
\]

\[
\Delta^{-1} : \quad s_k = \frac{1}{\pi^{1/4}} \int_{\omega \in \mathbb{R}} S(\omega) \hat{H}_k(\omega) e^{-\omega^2} d\omega.
\]

The frequency response is

\[
H(\omega) = \sum_{\ell \geq 0} h_\ell \hat{H}_\ell(\omega).
\]

The Parseval equality is

\[
\sum_{k \geq 0} s_k^2 = \frac{1}{\pi^{1/4}} \int_{\omega \in \mathbb{R}} S^2(\omega) e^{-\omega^2} d\omega.
\]

### 4.3 Finite Discrete Model

Consider the signal model \(\mathcal{A} = \mathcal{M} = \mathbb{C}[x]/P_n(x)\) with basis \(b = (P_0(x), P_1(x), \ldots, P_{n-1}(x))\), where the basis polynomials \(P_k(x)\) satisfy the recursion (4.3). Recall from Appendix A that \(P_n(x)\) has exactly \(n\) distinct real zeros \(\alpha = (\alpha_0, \ldots, \alpha_{n-1})\), \(0 \leq k < n\), and they all lie inside the interval \(W\).
Signal model

We define the following *finite discrete GNN signal model*:

\[ A = \{ h = h(x) = \sum_{0 \leq \ell < n} h_{\ell} P_{\ell}(x) \} \]

\[ M = \{ s = s(x) = \sum_{0 \leq k < n} s_{k} P_{k}(x) \} \]

\[ \Phi : \mathbb{C}^{n} \to M, \; s \mapsto s(x) = \sum_{0 \leq k < n} s_{k} P_{k}(x). \]  

(4.16)

Observe that this model can be obtained from the corresponding infinite discrete model by imposing the boundary condition \( P_{n}(x) = 0 \). Fig. 4.3 visualizes the finite discrete GNN signal model. The boundary condition \( P_{n}(x) = 0 \) is indicated by the absence of an edge at the right boundary point.

Fourier transform

As we explained in Section 2.3, the Fourier transform for the model (4.16) has the form (2.19):

\[ \Delta : \mathbb{C}[x]/p(x) \to \bigoplus_{k=0}^{n-1} \mathbb{C}[x]/(x - \alpha_{k}), \]

\[ s(x) \mapsto \begin{pmatrix} s(\alpha_{0}) \\ s(\alpha_{1}) \\ \vdots \\ s(\alpha_{n-1}) \end{pmatrix}^{T}. \]

It can be computed in matrix-vector form as

\[ \Delta(s(x)) = \mathcal{P}_{b,\alpha} \cdot s, \]

where polynomial transform

\[ \mathcal{P}_{b,\alpha} = \left[ P_{\ell}(\alpha_{k}) \right]_{0 \leq k, \ell < n}. \]  

(4.17)
is called the *discrete GNN Fourier transform*. The transform $\mathcal{P}_{b,\alpha}$ in (4.17) can be easily orthogonalized. Namely,

$$\mathcal{P}_{b,\alpha} \mathcal{P}_{b,\alpha}^T = D,$$

where

$$D = a_{n-1} \cdot \text{diag} \left( P_{n-1}(\alpha_k) P'_{n}(\alpha_k) \right)_{0 \leq k < n}. \quad (4.18)$$

Hence, the matrix

$$D^{-1/2} \mathcal{P}_{b,\alpha} \quad (4.19)$$

is orthogonal. It follows that the inverse of the discrete GNN Fourier transform (4.17) is

$$\mathcal{P}_{b,\alpha}^{-1} = \mathcal{P}_{b,\alpha}^T D^{-1}.$$

**Spectrum**

The spectrum of the finite discrete GNN model is the set

$$W = \alpha = (\alpha_0, \alpha_1, \ldots, \alpha_{n-1})$$

of zeros of $P_n(x)$.

**Frequency response**

The frequency response of a filter $h(x) \in A$ is

$$H(\alpha) = \left( h(\alpha_0) \ h(\alpha_1) \ \ldots \ h(\alpha_{n-1}) \right)^T.$$

**Convolution**

The convolution is defined as

$$h * s = h(x)s(x) \mod P_n(x).$$
**Frequency domain**

The frequency domain of the finite discrete GNN model can be viewed as the frequency domain of the infinite discrete space model (2.16) sampled at frequencies $\omega_k = \alpha_k^{[93]}$. In particular, from (4.19) we observe that the function 

$$
(P_{n-1}(\omega)P_n'(\omega)P_m(\omega))_{0 \leq k < n}
$$

is the $m$-th basis function of an orthogonal basis in the frequency domain.

**Basic shift representation matrix**

The matrix representation $\phi(x)$ of the basic shift for the model (4.16) is

$$
\phi(x) = 
\begin{pmatrix}
b_0 & a_0 \\
a_0 & b_1 & a_1 \\
 & \ddots & \ddots & \ddots \\
 & & a_{n-3} & b_{n-2} & a_{n-2} \\
 & & & a_{n-2} & b_{n-1}
\end{pmatrix}
$$

(4.20)

It follows from Section 2.3 and Appendix A that

$$
P_{b,\alpha}\phi(x)P_{b,\alpha}^{-1} = \text{diag}(\alpha_0, \ldots, \alpha_{n-1}).
$$

**Other finite GNN models**

The finite discrete GNN model (4.16) can be generalized to the model $A = M = \mathbb{C}[x]/P_n(x) - cP_{n-1}(x)$ for any $c \in \mathbb{R}$. This is possible since the polynomial $P_n(x) - cP_{n-1}(x)$ has $n$ distinct zeros for any value of $c \in \mathbb{R}$ [94]. All concepts for the model (4.16) described above apply to this model as well.

**Example 4.3.1** The finite discrete GNN signal model that corresponds to the normalized Hermite polynomials $\hat{H}_k(x)$, discussed in Example [4.2.3] is
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\[ A = \{ h = \sum_{0 \leq \ell < n} h_{\ell} \hat{H}_{\ell}(x) \}, \]
\[ M = \{ s = \sum_{0 \leq k < n} s_{k} \hat{H}_{k}(x) \}, \]
\[ \Phi : \mathbb{C}^{n} \rightarrow M, \ s \mapsto \sum_{0 \leq k < n} s_{k} \hat{H}_{k}(x). \]

The visualization of this model is shown in Fig. 4.4.

The associated Fourier transform for this model is specified by the polynomial transform

\[ \mathcal{P}_{\beta, \alpha} = \left[ \hat{H}_{\ell}(\alpha_{k}) \right]_{0 \leq k, \ell < n}, \]

where \( \alpha_{0}, \alpha_{1}, \ldots, \alpha_{n-1} \) are the zeros of \( \hat{H}_{n}(x) \). For example, for \( n = 6 \), it has the form

\[ \mathcal{P}_{\beta, \alpha} = \begin{pmatrix}
1 & -1.8892 & 1.8165 & -0.4388 & -1.1587 & 1.3714 \\
1 & -0.6167 & -0.4382 & 0.6596 & 0.1761 & -0.6385 \\
1 & 0.6167 & -0.4382 & -0.6596 & 0.1761 & 0.6385 \\
1 & 1.8892 & 1.8165 & 0.4388 & -1.1587 & -1.3714 \\
\end{pmatrix}. \]
The orthogonalized polynomial transform then is

\[
D^{-1/2} P_{b,a} = \begin{pmatrix}
0.0506 & -0.1681 & 0.3593 & -0.5523 & 0.6069 & -0.4082 \\
0.2977 & -0.5624 & 0.5408 & -0.1306 & -0.3449 & 0.4082 \\
0.6394 & -0.3943 & -0.2802 & 0.4217 & 0.1126 & -0.4082 \\
0.6394 & 0.3943 & -0.2802 & -0.4217 & 0.1126 & 0.4082 \\
0.2977 & 0.5624 & 0.5408 & 0.1306 & -0.3449 & -0.4082 \\
0.0506 & 0.1681 & 0.3593 & 0.5523 & 0.6069 & 0.4082 \\
\end{pmatrix}.
\]
Chapter 5

Perfect-Reconstruction Filter Banks

In this chapter we introduce perfect-reconstruction filter banks for infinite discrete GNN signal models. We generalize the notions of low and high frequencies for GNN signals. Then we compare advantages and disadvantages of filter and signal expansions approaches to the construction of filter banks. Finally, we construct two classes of perfect-reconstruction filter banks for infinite discrete GNN signals.

5.1 Flatness

In Section 3.1 we introduced the concept of flatness for filters. Namely, a low-pass filter \( h(x) \) is said to have degree of flatness \( M \), if

\[
\frac{d^m}{d\omega^m} H(\omega) \bigg|_{\omega = \omega_H} = 0
\]

for \( 0 \leq m < M \), where \( \omega_H \) is the highest frequency. Respectively, a high-pass filter \( h(x) \) is said to have degree of flatness \( M \), if

\[
\frac{d^m}{d\omega^m} H(\omega) \bigg|_{\omega = \omega_L} = 0
\]

for \( 0 \leq m < M \), where \( \omega_L \) is the lowest frequency.

Naturally, in order to introduce the concept of flatness for filters in infinite discrete GNN models, we must first properly define the low and high frequencies for such models.
5.1.1 Low and High Frequencies

The concept of low and high frequencies, strictly speaking, introduces a partial (weak) order \(\preceq\) on the spectrum \(W\) for infinite discrete GNN signal models. We choose the following physical interpretation.

**Definition 5.1.1** Let \(v\) be a vector or an infinite sequence. The number of oscillations \(N_T(v)\) of \(v\) over interval \(T \in \mathbb{N}_0\) is equal to the number of times the sequence starts decreasing or increasing, i.e.

\[
N_T(v) = \left| \{ k \mid 0 \leq k < T, (v_{k-1} > v_k \land v_k < v_{k+1}) \lor (v_{k-1} < v_k \land v_k > v_{k+1}) \} \right|.
\]

We define the order \(\preceq\) on the spectrum \(W\) based on the number of oscillations of corresponding eigenfunctions \(E_\omega(x)\).

**Definition 5.1.2** Frequencies \(\omega_1, \omega_2 \in W\) are said to be in the order

\[
\omega_1 \preceq \omega_2,
\]

if the corresponding eigenfunction \(E_{\omega_1}(x)\) has fewer oscillations than \(E_{\omega_2}(x)\) over the same interval \(T\):

\[
\omega_1 \preceq \omega_2 \iff N_T(E_{\omega_1}(x)) \leq N_T(E_{\omega_2}(x)).
\]

The interval \(T\) in Definition 5.1.2 can be chosen empirically. The frequency \(\omega_L\), such that \(\omega_L \preceq \omega\) for any \(\omega \in W\), is called the lowest frequency. Respectively, \(\omega_H\), such that \(\omega \preceq \omega_H\) for any \(\omega \in W\), is called the highest frequency.

**Example 5.1.3** Let us identify the lowest and highest frequencies for several GNN models.

1) Consider the infinite discrete GNN model based on Chebyshev polynomials of the third type (2.16). The frequency spectrum of this model is \(W = [-1, 1]\). It follows from Chapter 4 that the eigenfunctions for this model have the form

\[
E_\omega(x) = \sum_{k \geq 0} V_k(\omega)V_k(x).
\]
The corresponding coordinate form is

\[ E_\omega = (V_0(\omega), V_1(\omega), V_2(\omega), \ldots). \]

As shown in Fig. 5.1(a) the eigenfunction

\[ E_1 = (1, 1, 1, \ldots) \]

is a constant. The number of oscillations of \( E_\omega \) increases as \( \omega \) becomes closer to \(-1\). Hence, the lowest frequency for the infinite space model based on Chebyshev polynomials of the third kind is \( \omega_L = 1 \) and the highest frequency is \( \omega_H = -1 \).

2) Next, consider the infinite discrete GNN model based on Laguerre polynomials. The frequency spectrum of this model is \( W = [0, \infty) \). It follows from Chapter 4 that the eigenfunctions for this model have the coordinate form

\[ E_\omega = (L_0(\omega), L_1(\omega), L_2(\omega), \ldots). \]

As shown in Fig. 5.1(b) eigenfunction

\[ E_0 = (1, 1, 1, \ldots) \]

is a constant. The number of oscillations of \( E_\omega \) increases as \( \omega \) increases. Hence, the lowest frequency for the infinite space model based on Laguerre polynomials is \( \omega_L = 0 \) and the highest frequency is \( \omega_H = \infty \).

3) Finally, consider the infinite discrete GNN model based on normalized Hermite polynomials introduced in Example 4.2.3. The frequency spectrum of this model is \( W = (-\infty, \infty) \). The eigenfunctions for this model have the coordinate form

\[ E_\omega = (\hat{H}_0(\omega), \hat{H}_1(\omega), \hat{H}_2(\omega), \ldots). \]

As shown in Fig. 5.1(c) the number of oscillations of \( E_\omega \) decreases as \( \omega \) increases. Hence, the lowest
frequency for the infinite space model based on normalized Hermite polynomials is \( \omega_L = \infty \) and the highest frequency is \( \omega_H = -\infty \).

Observe that in all examples above the order function \( \preceq \) is monotonous with \( \omega \). Namely, if any frequencies \( \omega_1, \omega_2, \omega_3 \in W \) satisfy

\[
\omega_1 < \omega_2 < \omega_3,
\]

then their frequency ordering is either

\[
\omega_1 \preceq \omega_2 \preceq \omega_3
\]

(for the second model), or

\[
\omega_3 \preceq \omega_2 \preceq \omega_1
\]

(for the first and third models).

### 5.1.2 Flatness of Filters and Signals

We have introduced the notion of frequency order for infinite discrete GNN models. Now we can extend the definition of flatness to these models.

**Definition 5.1.4** Consider an infinite discrete GNN signal model (4.5), with filters of the form

\[
h(x) = \sum_{\ell=L_0}^{L_1-1} h_\ell P_\ell(x).
\]

Filter \( h(x) \) is called a low-pass filter of degree \( M \) with degree of flatness \( M \), if it satisfies

\[
\frac{d^m}{d\omega^m} H(\omega) \bigg|_{\omega=\omega_H} = 0
\]

for \( 0 \leq m < M \).

*The definition of a high-pass filter with a specific degree of flatness is analogous.*

Similarly to filters, we can talk about a degree of flatness for signals:
Figure 5.1: Eigenfunctions corresponding to different frequencies $\omega$ for infinite discrete GNN signal models based on (a) Chebyshev polynomials of the third kind ($P = V$); (b) Laguerre polynomials ($P = L$); and (c) normalized Hermite polynomials ($P = \tilde{H}$).
Definition 5.1.5 Consider an infinite discrete GNN signal model (4.5), with signals of the form

$$s(x) = \sum_{k=K_0}^{K_1-1} s_k P_k(x).$$

Signal $s(x)$ is called a low-frequency signal with degree of flatness $M$, if it satisfies

$$\frac{d^m}{d\omega^m} S(\omega) \bigg|_{\omega=\omega_H} = 0$$

for $0 \leq m < M$.

The definition of a high-frequency signal with a specific degree of flatness is analogous.

Observe that there can exist multiple (in fact, infinitely many) filters and signals with a given degree of flatness.

5.2 Filter Approach vs. Expansion Approach

In Section 3.1, we discussed two approaches to the design of perfect reconstruction filter banks. One approach was based on filtering followed downsampling. Another approach was based on expanding signals into bases (or frames) with desired characteristics.

The equivalence of these approaches is possible for two reasons. First, we assume a particular structure of the basis/frame elements. Second, the inner product and time convolution are interchangeable; one only needs to reverse the order of the coefficients [23, 46].

Unfortunately, this interchangeability between the convolution and the scalar product may not extend to other signal models. The convolution operation depends on the underlying signal model and is defined by the product $h(x)s(x)$ of a filter $h(x) \in A$ and a signal $s(x) \in M$ as follows. Consider an arbitrary infinite discrete signal model. Let the basis of $M$ be $(\ldots, P_0(x), P_1(x), \ldots)$; and the basis of $A$ be
(..., R_0(x), R_1(x), ...). Then the \( k \)-th element of the convolution \( h * s \) is determined from the product

\[
h(x)s(x) = \sum_{\ell} h_\ell R_\ell(x) \sum_k s_k P_k(x) = \sum_k (h * s)_k P_k(x).
\]

On the other hand, the definition of a scalar product remains the same. Hence, we have to choose a preferred approach to the design of filter banks for other signal models, or somehow combine the two approaches together.

In this section, we investigate the construction of Haar-like filter banks for infinite discrete space models \( (2) (2) \). We construct the filter banks using both approaches. We then analyze their advantages and disadvantages, and identify the most suitable approach for the construction of filter banks for infinite discrete GNN models.

### 5.2.1 Signal Expansion Approach

In [95], we use the signal expansion approach to construct Haar-like filter banks for infinite discrete space signals. Similarly to the standard Haar filter banks for time signals, our goal is to split a signal into a “coarse” and a “detailed” components by averaging the signal coefficients and computing the remaining details.

Since we have \( M = N = 2 \) channels, we slightly change the notation from Section 3.1. Instead of denoting bases with \( (\varphi_k^{(0)}) \) and \( (\varphi_k^{(1)}) \), we use \( \varphi = (\varphi_k) \) and \( \psi = (\psi_k) \), respectively. The support length of \( \varphi_k \) and \( \psi_k \) is \( L = 1 \cdot N = 2 \).

Consider the infinite discrete space model \( (2) (2) \) based on Chebyshev polynomials of the third kind. We seek to construct low- and a high-frequency bases \( \varphi = (\varphi_k)_{k \geq 0} \) and \( \psi = (\psi_k)_{k \geq 0} \) that have only two non-zero coefficients in the \( 2k \)-th and \( (2k + 1) \)-th positions:

\[
\varphi_k = (\ldots, 0, a_k, b_k, 0, \ldots),
\psi_k = (\ldots, 0, c_k, d_k, 0, \ldots).
\]
We write them as
\[
\varphi_k(x) = a_k V_{2k}(x) + b_k V_{2k+1}(x)
\]
\[
\psi_k(x) = c_k V_{2k}(x) + d_k V_{2k+1}(x).
\]

To ensure the frequency conditions, we require that the spectra of basis functions \( \varphi_k \) and \( \psi_k \) disappear at the highest \( \omega_H = -1 \) and lowest \( \omega_L = 1 \) frequencies, respectively:
\[
\begin{align*}
\begin{cases}
 a_k V_{2k}(-1) + b_k V_{2k+1}(-1) &= 0, \\
 c_k V_{2k}(1) + d_k V_{2k+1}(1) &= 0.
\end{cases}
\end{align*}
\]
(5.1)

Using the properties of Chebyshev polynomials, we solve (5.1) to obtain
\[
\begin{align*}
4k + 3b_k &= (4k + 1)a_k, \\
d_k &= -c_k.
\end{align*}
\]

Hence,
\[
\varphi_k(x) = a_k V_{2k}(x) + \frac{4k + 1}{4k + 3} a_k V_{2k+1},
\]
(5.2)
\[
\psi_k(x) = c_k V_{2k}(x) - c_k V_{2k+1}.
\]
(5.3)

Observe that the bases \( \varphi \) and \( \psi \) span independent subspaces of \( \mathcal{M} \), i.e. \( \langle \varphi \rangle \cap \langle \psi \rangle = \{0\} \). Moreover, the original basis \( (V_k(x))_{k \leq 0} \) can be expressed in terms of \( \varphi \) and \( \psi \): assuming \( a_k = 1 \) and \( c_k = 1 \) for all \( k \),
\[
\begin{align*}
V_{2k}(x) &= \frac{4k + 3}{8k + 4} \varphi_k(x) + \frac{4k + 1}{8k + 4} \psi_k(x), \\
V_{2k+1}(x) &= \frac{4k + 3}{8k + 4} \varphi_k(x) - \frac{4k + 3}{8k + 4} \psi_k(x).
\end{align*}
\]

Hence, \( \varphi \cup \psi \) is a basis for the signal space \( \mathcal{M} \), and we obtain a critically-sampled perfect reconstruction filter bank.

To compute the projections of the signal \( s \) onto \( \varphi \) and \( \psi \), we construct dual bases \( \tilde{\varphi} \) and \( \tilde{\psi} \) that satisfy
\[
\begin{align*}
\begin{cases}
 \langle \varphi_k, \tilde{\varphi}_m \rangle = \langle \psi_k, \tilde{\psi}_m \rangle = \delta_{k-m}, \\
 \langle \varphi_k, \tilde{\psi}_m \rangle = \langle \tilde{\varphi}_k, \psi_m \rangle = 0.
\end{cases}
\end{align*}
\]
(5.4)
5.2. FILTER APPROACH VS. EXPANSION APPROACH

Then we compute scalar products $\langle \tilde{\varphi}_k, s \rangle$ and $\langle \tilde{\psi}_k, s \rangle$ to find the projection coefficients. From (5.2)-(5.4) we derive the dual bases

$$\tilde{\varphi}_k(x) = \frac{4k + 3}{(8k + 4)a_k}V_{2k}(x) + \frac{4k + 3}{(8k + 4)a_k}V_{2k+1}(x),$$

$$\tilde{\psi}_k(x) = \frac{4k + 1}{(8k + 4)c_k}V_{2k}(x) - \frac{4k + 3}{(8k + 4)c_k}V_{2k+1}(x).$$

Assuming for simplicity that $a_k = c_k = 1/\sqrt{2}$, we obtain the analysis and synthesis matrices

$$\tilde{\Phi} = \begin{pmatrix} \tilde{\Phi}_0 & \vdots & \vdots \\ \tilde{\Phi}_1 \\ \vdots \\ \tilde{\Phi}_2 \end{pmatrix}$$

$$\Phi = \begin{pmatrix} \Phi_0 \\ \Phi_1 \\ \vdots \\ \Phi_2 \end{pmatrix},$$

where

$$\tilde{\Phi}_k = \sqrt{2} \begin{pmatrix} \frac{4k+3}{8k+4} & \frac{4k+1}{8k+4} \\ \frac{4k+3}{8k+4} & -\frac{4k+3}{8k+4} \end{pmatrix},$$

$$\Phi_k = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ \frac{4k+1}{4k+3} & -1 \end{pmatrix}.$$

Observe that, as $k \to \infty$,

$$\tilde{\Phi}_k \to \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix},$$

$$\Phi_k \to \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}.$$

Hence, we can approximate this filter bank with the standard Haar filter bank for the time signal model constructed in Example 3.1.2.

Similarly, we have derived Haar filter banks for other space signal models:
\[ C = T : \]
\[
\phi_k(x) = a_k T_{2k}(x) + a_k T_{2k+1}(x) \\
\psi_k(x) = c_k T_{2k}(x) - c_k T_{2k+1}(x) \\
\tilde{\phi}_k(x) = \frac{1}{2a_k} T_{2k}(x) + \frac{1}{2a_k} T_{2k+1}(x) \\
\tilde{\psi}_k(x) = \frac{1}{2c_k} T_{2k}(x) - \frac{1}{2c_k} T_{2k+1}(x)
\]

\[ C = U : \]
\[
\phi_k(x) = a_k U_{2k}(x) + \frac{2k+1}{2k+2} a_k U_{2k+1}(x) \\
\psi_k(x) = c_k U_{2k}(x) - \frac{2k+1}{2k+2} c_k U_{2k+1}(x) \\
\tilde{\phi}_k(x) = \frac{1}{2a_k} U_{2k}(x) + \frac{k+1}{(2k+1)a_k} U_{2k+1}(x) \\
\tilde{\psi}_k(x) = \frac{1}{2c_k} U_{2k}(x) - \frac{k+1}{(2k+1)c_k} U_{2k+1}(x)
\]

\[ C = W : \]
\[
\phi_k(x) = a_k W_{2k}(x) + a_k W_{2k+1}(x) \\
\psi_k(x) = c_k W_{2k}(x) - \frac{4k+1}{4k+3} c_k W_{2k+1}(x) \\
\tilde{\phi}_k(x) = \frac{4k+1}{(8k+4)a_k} W_{2k}(x) + \frac{4k+3}{(8k+4)a_k} W_{2k+1}(x) \\
\tilde{\psi}_k(x) = \frac{4k+3}{(8k+4)c_k} W_{2k}(x) - \frac{4k+3}{(8k+4)c_k} W_{2k+1}(x)
\]

### 5.2.2 Filter Approach

In [22], sampling theorems have been formulated for the four infinite discrete space models. As follows from them, the proper downsampling for space signals after filtering with a low-pass half-band filter is the same as the downsampling for time signals: omitting every other coefficient. Hence, we can attempt to construct a Haar-like filter bank for space signals using the filter approach.

The following example illustrates that the convolution and scalar product are not interchangeable for
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![Diagram of Haar filter bank](image)

Figure 5.2: Haar filter bank for the infinite discrete space model \((2.16)\) constructed using the filter approach.

Signal models other than the standard time model. Again, consider the infinite discrete space model \((2.16)\) based on Chebyshev polynomials of the third kind. Let \(\tilde{h}(x)\) be a low-pass maxflat filter of degree 1. Its frequency response \(\tilde{H}(\omega)\) must vanish at the highest frequency \(\omega = -1\), such that

\[
\tilde{H}(-1) = 0.
\]

We choose the low-pass filter with the shortest support

\[
\tilde{h}(x) = 1 + x = 1 + T_1(x).
\]

Similarly, the maxflat high-pass filter \(\tilde{g}(x)\) of degree 1 must satisfy

\[
\tilde{G}(1) = 0.
\]

We choose

\[
\tilde{g}(x) = 1 - x = 1 - T_1(x).
\]

Hence, the analysis part of the Haar filter bank has the structure as shown in Fig. 5.2(a).

The constructed analysis part looks just like the analysis part of the traditional Haar filter bank for the
infinite time signals. However, notice that the filtered signals are

\[
(1 + x) \cdot \sum_{k \geq 0} s_k V_k(x) = \frac{3s_0 + s_1}{2} V_0(x) + \sum_{k \geq 1} \frac{s_{k-1} + 2s_k + s_{k+1}}{2} V_k(x),
\]

\[
(1 - x) \cdot \sum_{k \geq 0} s_k V_k(x) = \frac{s_0 - s_1}{2} V_0(x) - \sum_{k \geq 1} \frac{s_{k-1} - 2s_k + s_{k+1}}{2} V_k(x).
\]

After downsampling and upsampling by 2, we obtain the signals

\[
s'(x) = \frac{3s_0 + s_1}{2} V_0(x) + \sum_{k \geq 1} \frac{s_{2k-1} + 2s_{2k} + s_{2k+1}}{2} V_{2k}(x),
\]

\[
s''(x) = \frac{s_0 - s_1}{2} V_0(x) - \sum_{k \geq 1} \frac{s_{2k-1} - 2s_{2k} + s_{2k+1}}{2} V_{2k}(x).
\]

The original signal \(s(x)\) can be reconstructed from \(s'(x)\) and \(s''(x)\) as follows:

\[
s_{2k} = \frac{s'_k + s''_k}{2},
\]

\[
s_1 = \frac{s'_0 - 3s''_0}{2},
\]

\[
s_{2k+1} = s'_k - s''_k - s_{2k-1} = \sum_{i=0}^{k} (-1)^{k-i} (s'_i - s''_i) - 2(-1)^k s''_0.
\]

This reconstruction can be implemented recursively using basic building blocks for filter banks, such as multipliers, adders, and delays. However, there are no filters \(h(x), g(x) \in \mathcal{A}\) such that

\[
h(x)s'(x) + g(x)s''(x) = s(x).
\]

Hence, we cannot design a synthesis part of the filter bank that has the structure similar to the standard filter bank, as shown in Fig. 5.2(b).

We can, however, interpret the reconstruction equations (5.5) through the basis point of view. Consider
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the bases $(\varphi_k(x))_{k \geq 0}$ and $(\psi_k(x))_{k \geq 0}$, where

$$\varphi_0(x) = \frac{1}{2} V_0(x) + \frac{1}{2} V_1(x) + \sum_{m \geq 1} (-1)^m V_{2m+1}(x),$$

$$\varphi_k(x) = \frac{1}{2} V_{2k}(x) + \sum_{m \geq 1} (-1)^{m-1} V_{2m+1}(x), \quad k \geq 1,$$

and

$$\psi_0(x) = \frac{1}{2} V_0(x) - \frac{3}{2} V_1(x) + 3 \cdot \sum_{m \geq 1} (-1)^{m-1} V_{2m+1}(x),$$

$$\psi_k(x) = \frac{1}{2} V_{2k}(x) + \sum_{m \geq 1} (-1)^m V_{2m+1}(x), \quad k \geq 1.$$

Then, the original signal $s(x)$ can be reconstructed as

$$s(x) = \sum_{k \geq 0} s'_k \varphi_k(x) + \sum_{k \geq 0} s''_k \psi_k(x).$$

5.2.3 Combined Approach

As we mentioned, we cannot construct synthesis parts of filter banks for infinite discrete GNN models that consist of upsamplers followed by filters. This is the main disadvantage of the filter approach to filter bank construction for infinite discrete GNN models.

The signal expansion approach to filter bank construction, on the other hand, suffers from an opposite disadvantage—the construction of signal bases with a desired degree of flatness that define the analysis part of a filter bank. Consider, for example, a filter bank for an infinite discrete GNN model with the analysis part corresponding to the bases with flatness degree 3. The search for bases of low- and high-frequency signals with flatness degree 3, whose union is a basis for the entire signal space $\mathcal{M}$, is highly complicated. In particular, there is no general closed form expression for derivatives of orthogonal polynomials evaluated at the lowest and highest frequencies $\omega_L$ and $\omega_H$, respectively.

As a result, we propose to use a combined approach for the construction of two-channel filter banks for infinite discrete GNN models that have a desired degree of flatness.
a) The analysis part of each channel in an $M$-channel filter bank is constructed as a low-pass or high-pass filter $\tilde{h}_m$ with a desired flatness degree, followed by a downsampler.

b) At this point we do not have a general theory of continuous infinite GNN models. As a result, we cannot formulate an analog of Nyquist sampling theorem for infinite discrete GNN models that would establish how a low-pass or a high-pass filtered signal must be downsampled\footnote{In fact, previous research (see, for example, the discussion in \cite{93}) suggests that there may be no continuous GNN signal models. However, we may try to determine the proper sampling technique without direct construction of continuous GNN models. For example, we can utilize such mathematical techniques as interpolation, similarly to the way Lagrange interpolation was used to re-derive the Nyquist sampling theorem in \cite{95}.}. Thus, we choose to downsample the same way it is done in case of infinite time signals: downsampling at the rate $N \leq M$ means keeping every $N$-th signal coefficient and dropping other ones.

c) The synthesis part of each channel is constructed as a linear combination of basis signals that span a subspace $\mathcal{M}_m$ of the entire signal space $\mathcal{M}$. The example of Haar filter bank for infinite space model constructed in Section 5.2.2 is an illustration of this combined approach.

Depending on the purpose of a filter bank, the proposed combined approach may or may not be the most suitable one. It is centered around constructing analysis filters first, and is appropriate if the properties of the analysis filters are the main characteristics of a filter bank. However, if the synthesis part of a desired filter bank is the main design criteria, our approach may not be optimal, since it requires the construction of signal bases with infinitely many vectors that must satisfy given criteria.

### 5.3 Two-Channel Filter Banks

In this section, we study the construction of two-channel filter banks for infinite discrete GNN models based on different families of orthogonal polynomials. We select representatives from different classes depending on the spectrum (see Appendix A for more details), and construct example filter banks of order 1 (Haar-like) or 2. We also identify certain limitations in the filter bank construction that arise for infinite discrete GNN models based on Laguerre-like and Hermite-like polynomials.
5.3. TWO-CHANNEL FILTER BANKS

5.3.1 GNN Models Based on Jacobi-Like Polynomials

Infinite discrete GNN models based on Jacobi-like polynomials have the finite spectrum \( W = [-1, 1] \). As a representative of this class of orthogonal polynomials, we continue to use Chebyshev polynomials of the third kind.

We have constructed the Haar-like filter bank, which is a filter bank with flatness degree 1, in Section 5.2.2. Here, we proceed to construct a two-channel filter bank with flatness degree 2.

In this case, low-pass filter \( \tilde{h}_0(x) \) and high-pass filter \( \tilde{h}_1(x) \) must satisfy

\[
\begin{align*}
\tilde{H}_0(-1) &= \frac{d}{d\omega} \tilde{H}_0(\omega) \big|_{\omega=-1} = 0, \\
\tilde{H}_1(1) &= \frac{d}{d\omega} \tilde{H}_1(\omega) \big|_{\omega=1} = 0,
\end{align*}
\]

As the shortest filters with these properties, we choose

\[
\begin{align*}
\tilde{h}_0(x) &= 6T_0(x) + 8T_1(x) + 2T_2(x), \\
\tilde{h}_1(x) &= 6T_0(x) - 8T_1(x) + 2T_2(x).
\end{align*}
\]

Their frequency responses are shown in Fig. 5.3(b). If we compare them with the frequency responses of the Haar-like filter bank that are shown in Fig. 5.3(a), we observe that the low-pass and high-pass filters with flatness degree 2 attenuate, respectively, high and low frequencies more than the corresponding filters in the Haar-like filter bank.

After filtering input signal \( s(x) = \sum_{k \geq 0} s_k V_k(x) \) with filter \( \tilde{h}_0(x) \) and downsampling by 2, we obtain new signal

\[
s'(x) = (10s_0 + 5s_1 + s_2)V_0(x) + \sum_{k \geq 1} (s_{2k-2} + 4s_{2k-1} + 6s_{2k} + 4s_{2k+1} + s_{2k+2})V_k(x)
\]

as the output of the low-pass channel. Similarly, we get

\[
s''(x) = (2s_0 - 3s_1 + s_2)V_0(x) + \sum_{k \geq 1} (s_{2k-2} - 4s_{2k-1} + 6s_{2k} - 4s_{2k+1} + s_{2k+2})V_k(x)
\]
CHAPTER 5. PERFECT-RECONSTRUCTION FILTER BANKS

(a) Filters with flatness degree 1 (Haar-like).

(b) Filters with flatness degree 2.

Figure 5.3: Frequency responses of low-pass and high-pass filters for the infinite discrete GNN model based on Chebyshev polynomials of the third kind.

as the output of the high-pass channel.

To construct the synthesis part of this filter bank, we must find linearly independent sets \((\varphi_k)_{k \geq 0}\) and \((\psi_k)_{k \geq 0}\), such that their union is a basis of the entire signal space \(M\), and

\[ s(x) = \sum_{k \geq 0} s'_k \varphi_k + \sum_{k \geq 0} s''_k \psi_k. \]

To simplify the construction of the basis, we can assume that the first four signal coefficients are zero: \(s_0 = s_1 = s_2 = s_3 = 0\). Alternatively, we can attach four zeros to input signal \(s(x)\). Then, the required basis functions are

\[
\varphi_k = \frac{1}{8\sqrt{2}} \sum_{m \geq 0} \lambda_m V_{2k+2m+1}(x) + \frac{1}{8} \sum_{m \geq 0} V_{2k+2m+1}(x), \\
\psi_k = \frac{1}{8\sqrt{2}} \sum_{m \geq 0} \lambda_m V_{2k+2m+1}(x) - \frac{1}{8} \sum_{m \geq 0} V_{2k+2m+1}(x),
\]

where

\[ \lambda_m = (2\sqrt{2} - 3)^{m+1} + (-1)^m (2\sqrt{2} + 3)^{m+1}. \]

For practical purposes, this reconstruction can be implemented recursively.

Using this approach we can construct filter banks with arbitrary flatness degrees.
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5.3.2 GNN Models Based on Laguerre-Like and Hermite-Like Polynomials

Infinite discrete GNN models based on Laguerre-like polynomials have the semifinite spectrum \( W = [0, \infty) \). Infinite discrete GNN models based on Hermite-like polynomials have the infinite spectrum \( W = (-\infty, \infty) \). In both cases we run into the following problem. Assume

\[
h(x) = \sum_{\ell=L_0}^{L_1-1} h_\ell P_\ell(x)
\]

is an FIR filter. Since its frequency response \( H(\omega) = h(\omega) \) is a polynomial in variable \( \omega \), it is unbounded:

\[
\lim_{\omega \to \infty} |H(\omega)| = \infty.
\]

Thus, all FIR filters for infinite discrete GNN models based on Laguerre-like or Hermite-like polynomials have unbounded frequency responses. For this reason, FIR filters are impractical to use in two-channel filter banks with a low-pass and a high-pass channels—the attenuation of large frequencies is unbounded.

Instead, we can use IIR filters to construct filter banks. As an example, we construct a filter bank with flatness degree 1 for the infinite discrete GNN model based on Laguerre polynomials.

As we discussed in Section 5.1 in this case the spectrum is \( W = [0, \infty) \), and the lowest and highest frequencies are \( \omega_L = 0 \) and \( \omega_H = \infty \), respectively. As the low-pass and high-pass analysis filters \( \tilde{h}_0(x) \) and \( \tilde{h}_1(x) \) that satisfy

\[
\tilde{H}_0(\infty) = 0, \\
\tilde{H}_1(0) = 0,
\]

we choose

\[
\tilde{h}_0(x) = \sum_{\ell \geq 0} (-1)^\ell x^\ell = \frac{1}{1+x}, \\
\tilde{h}_1(x) = \sum_{\ell \geq 0} (-1)^\ell x^{\ell+1} = \frac{x}{1+x}.
\]
Figure 5.4: Frequency responses of the low-pass and high-pass filters for the infinite discrete GNN model based on Laguerre polynomials.

Their frequency responses are shown in Fig. 5.4.

First, we must determine the result $s'(x) = \sum_{k \geq 0} s'_k L_k(x)$ of filtering input signal $s(x) = \sum_{k \geq 0} s_k L_k(x)$ with filter $\hat{h}_0(x)$. As we discussed in Section 3.1.3, we cannot compute the convolution directly, since the number of taps in the filter is infinite. Instead, we use the differential equations.

Since

$$s'(x) = \hat{h}_0(x) \cdot s(x) = \frac{1}{1 + x} s(x),$$

we obtain

$$(1 + x)s'(x) = s(x)$$

$$\Rightarrow \sum_{k \geq 0} s'_k L_k(x) + x \cdot \sum_{k \geq 0} s'_k L_k(x) = \sum_{k \geq 0} s_k L_k(x)$$

$$\Rightarrow \sum_{k \geq 0} s'_k L_k(x) + \sum_{k \geq 0} s'_k (-kL_{k-1}(x) + (2k + 1)L_k(x) - (k + 1)L_{k+1}(x)) = \sum_{k \geq 0} s_k L_k(x).$$

After comparing coefficients at each polynomial $L_k(x)$, we obtain the relation

$$-ks'_{k-1} + (2k + 2)s'_k - (k + 1)s'_{k+1} = s_k.$$
for $k \geq 0$. Assuming, for example, $s'_1 = 0$, we derive the recurrence

\[
\begin{align*}
    s'_0 &= \frac{1}{2}s_0, \\
    s'_1 &= 0, \\
    s'_k &= 2s'_{k-1} - \frac{k-1}{k}s'_{k-2} - \frac{1}{k}s_{k-1}, \quad k \geq 2.
\end{align*}
\]

Similarly, the result $s''(x) = \sum_{k \geq 0} s''_k L_k(x)$ of filtering input signal $s(x) = \sum_{k \geq 0} s_k L_k(x)$ with filter $\tilde{h}_1(x)$ can be calculated recursively as

\[
\begin{align*}
    s''_0 &= \frac{s_0 - s_1}{2}, \\
    s''_1 &= 0, \\
    s''_k &= 2s''_{k-1} - \frac{k-1}{k}s''_{k-2} + \frac{k-1}{k}s_{k-2} - \frac{2k-1}{k}s_{k-1} + s_k, \quad k \geq 2.
\end{align*}
\]

After that, we can downsample $s'(x)$ and $s''(x)$ at rate 2, thus keeping only coefficients $s'_{2k}$ and $s''_{2k}$. These are the outputs of the analysis part of the filter bank.

Similarly to the derivation in Section 5.3.1, we construct the synthesis part of this filter bank by finding linearly independent sets $(\varphi_k)$ and $(\psi_k)$, such that their union is a basis of the entire signal space $\mathcal{M}$, and

\[s(x) = \sum_{k \geq 0} s'_{2k} \varphi_k + \sum_{k \geq 0} s''_{2k} \psi_k.\]

Due to the complexity of this construction, we omit it here.

### 5.4 Filter Banks for Robust Transmission

In this section, we study the construction of filter banks for robust signal transmission. For this construction, we employ the signal expansion approach. We construct maximally robust frames that allow for a redundant signal representation, as discussed in Section 3.1.5.
5.4.1 Maximally Robust Frames from DFT

The construction of maximally robust frames from polynomial transforms was studied in details in [48]. Building on this research, we have designed large families of critically-sampled and oversampled perfect reconstruction filter banks using the signal expansion approach [44, 45]. Such filter banks implement signal expansions that are robust to coefficient loss, and, as an additional benefit, also eliminate blocking effect. In addition, they are computationally efficient and allow for straightforward signal reconstruction.

To simplify reconstruction, we consider orthonormal bases and tight frames to obtain critically-sampled and oversampled filter banks, respectively. Recall from Section 3.1 that both these cases imply self-duality $\Phi = \tilde{\Phi}$, and the perfect reconstruction condition (3.8) becomes

$$
\Phi \Phi^* = I.
$$

(5.6)

To eliminate the blocking effect, we require that the basis and frame functions have overlapping support. As we indicate in Section 3.1, each basis/frame function has support of length $L = qN$ for some integer $q \geq 1$. Then, depending on the value of $q$, $\Phi$ processes the signal $s$ either in nonoverlapping ($q = 1$) or overlapping ($q \geq 2$) blocks, thus leading to either blocked or lapped transforms $\Phi^*$. These cases are illustrated in Fig. 5.5. In this work, we assume $q = 2$.

Critically-sampled, perfect reconstruction filter banks with bases of overlapping support are known as lapped orthogonal transforms (LOTs) [42]. In [43], the frame counterparts of LOTs, called the lapped tight frame transforms (LTFTs), have been constructed from LOTs using a special form of submatrix extraction. In this work, we systematically construct a large class of real LOTs from specific submatrices of DFT matrices. We then construct real LTFTs as properly selected submatrices LOTs. We prove that the corresponding frames are equal-norm, tight, and that many of them are maximally robust to erasures.

We defer the derivations and proofs to Appendix B and only state here the main results.
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Figure 5.5: The infinite basis/frame matrix $\Phi$ in four different scenarios. The columns of $\Phi$ are the basis/frame vectors.

Lapped orthogonal transforms

Consider the $K \times K$ matrix

$$\text{DFT}_{p,K}(z) = \frac{1}{\sqrt{K}} \left[ \cos \frac{2k\ell \pi}{K} + z^{-1} \sin \frac{2k\ell \pi}{K} \right]_{0 \leq k, \ell \leq K-1}. \quad (5.7)$$

Let

$$\Psi_p(z) = \Psi_0 + z^{-1} \Psi_1$$

be an $M \times M$ submatrix of

$$\sqrt{K/M} \cdot \text{DFT}_{p,K}(z),$$

where $K \geq M \geq 2$, constructed by selecting the following row and column sets:

rows: $\{ r + kR \mod K \mid 0 \leq k \leq M - 1 \}$
columns: $\{ c + \ell C \mod K \mid 0 \leq \ell \leq M - 1 \}$
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for some constants $0 \leq r, c, R, C < K$.

Assume that $K = M \gcd(K, RC)$. Also, assume that one of the following conditions is satisfied:

(i) $K$ divides $2rC$, $4rc$, and $2MRC$;

(ii) $K$ does not divide $2rC$, and $K$ divides both $2r(2c + CM - C)$ and $R(2c + CM - C)$.

Then the matrix

$$
\Phi = \begin{bmatrix}
\vdots & \cdots & \Psi_0 \\
\vdots & \Psi_0 & \Psi_1 \\
\Psi_1 & \cdots \\
\cdots
\end{bmatrix}
$$

(5.8)

corresponds to an LOT. Its columns form an orthonormal basis in $l^2(\mathbb{Z})$. The support length of $\varphi_k^{(m)}$ is $L = 2N$ and hence overlaps by $N$ with the supports of $\varphi_{k-1}^{(m)}$ and $\varphi_{k+1}^{(m)}$. This LOT can be implemented with a critically-sampled $M$-channel ($M = N$) perfect-reconstruction filter bank.

**Class of LOTs.** Next we give one example of how to construct an entire class of LOTs for any size $M$. In Theorem [B.3.2] we choose $K = aM$ with any $a \in \mathbb{N}_0$, $r = c = 0$, $R = 1$ and $C = a$ to satisfy condition (i). Then, for any $a \in \mathbb{N}_0$,

$$
\Psi_{p,a}(z) = \frac{1}{\sqrt{M}} \left[ \cos \frac{2k\ell a \pi}{K} + \sin \frac{2k\ell a \pi}{K} z^{-1} \right]_{0 \leq k, \ell < M}
$$

(5.9)

is paraunitary, that is, $\Psi^*$ is an LOT.

**Number of new LOTs.** Let us investigate how many $M \times M$ $\Psi_p(z)$ can be derived from $\text{DFT}_{p,K}(z)$. Necessarily, $M \mid K$, which implies that $K$ is not prime. This in mind, Table [5.1] shows the number of new LOTs generated using our method. For example, there are 28 $3 \times 3$ paraunitary submatrices of $\text{DFT}_{p,6}(z)$ and all are found with the theorem. Note that every submatrix is specified by a row subset and column subset of $\text{DFT}_{p,6}(z)$; the ordering does not matter.

Further, there are 40 $5 \times 5$ paraunitary submatrices of $\text{DFT}_{p,10}$ that do not arise from Theorem [B.3.2].
Table 5.1: Number of paraunitary $M \times M$ $\Psi_p(z)$ generated from $\text{DFT}_{p,K}$ using Theorem [B.3.2]. The numbers of paraunitary submatrices $\Psi_p(z)$ that do not satisfy Theorem [B.3.2] are shown in italic.

that these matrices are up to permutations the same as other submatrices that are derived from the theorem. In fact, Theorem [B.3.2] could be extended based on the permutation symmetries of the DFT [2, 97] and may then cover all paraunitary submatrices.

Finally, we must note that empirical tests show that there are no $M \times M$ paraunitary submatrices of $\text{DFT}_{p,K}(z)$ for $M$ not dividing $K$, for $K \leq 16$.

Lapped tight frame transforms

Let $\Psi_p(z)$ be constructed as above. Assume that $M$ and $MRC/K$ are co-prime. Further, let

$$\Phi_p(z) = \Phi_0 + z^{-1}\Phi_1$$

be constructed from $\Psi_p(z)$ by retaining $N < M$ rows with indices in set $I \subseteq \{0, \ldots, M-1\}$, such that $|I| = N$. If (as sets)

$$I = \{d + Dk \mod M \mid 0 \leq k < N\}$$
for some $0 \leq d < M$ and $D \equiv (MRC/K)^{-1} \mod M$, then

$$\Phi = \begin{pmatrix} \ddots & \ddots & \ddots & \ddots \\ & \Phi_0 & & \\ & & \Phi_1 & \Phi_0 \\ & & & \ddots \\ & & & & \ddots \end{pmatrix}$$  (5.10)

This corresponds to a lapped tight frame transform. Its columns form a lapped, tight, equal-norm, maximally robust to erasures frame in $\ell^2(\mathbb{Z})$ in $\ell^2(\mathbb{Z})$. The support length of $\varphi^{(m)}_k$ is $L = 2N$ and hence overlaps by $N$ with the supports of $\varphi^{(m)}_{k-1}$ and $\varphi^{(m)}_{k+1}$. This LTFT can be implemented with a oversampled $M$-channel perfect reconstruction filter bank with sampling rate $N$.

**Class of LTFTs.** Given any $N < M$, an $N \times M \Phi_p(z)$ can be constructed by seeding the $M \times M \Psi_p(z)$ in (5.9), retaining $N$ rows. Any such frame will be tight and equal norm. Since the construction parameters satisfy Theorem B.4.2 and $(MRC/K)^{-1} \equiv 1 \mod M$, $\Phi_p(z)$ also is maximally robust if it results from consecutive seeding.

### 5.4.2 Maximally Robust Frames from GNN Transforms

As discussed in Section 5.4.1 and Appendix B, as well as in [44,45,48], tight frames can be constructed from orthonormal bases by the process called seeding. Hence, from each orthogonalized discrete GNN Fourier transform we can seed a tight frame. Moreover, a clever seeding procedure may ensure additional desirable properties of these frames, such as maximal robustness to erasures and equal norm.

**Seeding by rows**

In the rest of this section, we use a seeding procedure that is different from the one used in previous sections. Namely, instead of removing columns from a matrix, we remove rows. To distinguish this seeding, we write it as follows:

**Definition 5.4.1** Let $A$ be an $n \times n$ matrix. Let $0 \leq i_0, i_1, \ldots, i_{m-1} < n$ be $m$ distinct integers. Then matrix
is said to be seeded by rows from matrix \( A \), if it is an \( m \times n \) matrix constructed from rows \( i_0, i_1, \ldots, i_{m-1} \) of matrix \( A \). We write it as

\[
\Phi = A(i_0, i_1, \ldots, i_{m-1}).
\]

**Tight frames**

In the following theorem we establish a seeding of orthogonalized discrete GNN transforms that yields tight frames in \( \mathbb{R}^m \).

**Theorem 5.4.2** Consider discrete GNN transform \( \mathcal{P}_{b,\alpha} \) that corresponds to the finite discrete GNN model (4.16).

Let

\[
\mathcal{P}' = D^{-1/2} \cdot \mathcal{P}_{b,\alpha}
\]

denote the orthogonalized polynomial transform, where \( D \) is defined in (4.18).

Let matrix \( \Phi \) be obtained by seeding \( \mathcal{P}'_{b,\alpha} \) by rows:

\[
\Phi = \mathcal{P}'(i_0, i_1, \ldots, i_{m-1}).
\]

Then the columns of \( \Phi \) correspond to a real, tight frame of size in \( \mathbb{R}^m \).

**Proof:** Without loss of generality, assume that \( i_k = k \) for each \( 0 \leq k < m \). Then we can write

\[
\mathcal{P}' = \begin{pmatrix}
\Phi \\
\Psi
\end{pmatrix},
\]

where

\[
\Psi = \mathcal{P}'(m, m + 1, \ldots, n - 1).
\]

Since

\[
I_n = (\mathcal{P}'(\mathcal{P})^T = \begin{pmatrix}
\Phi \Phi^T & \Phi \Psi^T \\
\Psi \Phi^T & \Psi \Psi^T
\end{pmatrix},
\]
we obtain
\[ \Phi \Phi^T = I_m. \]

Since \( \Phi \) is an \( m \times n \) matrix, the columns of \( \Phi \) correspond to a tight frame in \( \mathbb{R}^m \).

\[ \square \]

**Equal-norm frames**

In the following theorem we establish a seeding of orthogonalized discrete GNN transforms that yields equal-norm frames in \( \mathbb{R}^m \).

**Theorem 5.4.3**  
Consider discrete GNN transform \( P_{b,\alpha} \) that corresponds to the finite discrete GNN model (4.16), for which all coefficients \( b_k = 0 \) in recursion (4.3). Let
\[ P' = D^{-1/2} \cdot P_{b,\alpha} \]
denote the orthogonalized polynomial transform, where \( D \) is defined in (4.18). Define
\[ m = \left\lfloor \frac{n}{2} \right\rfloor. \]

Let matrix \( \Phi \) be obtained by consecutively seeding \( P'_{b,\alpha} \) by rows:
\[ \Phi = P'(0, 1, \ldots, m - 1) \]

Then the columns of \( \Phi \) all have the same norm.

**Proof:** First, recall from Appendix A that orthogonal polynomials that satisfy recursion (4.3) with all coefficients \( b_k = 0 \), are either even or odd. In particular, roots \( \alpha_0, \alpha_1, \ldots, \alpha_{n-1} \) of \( P_n(x) \) satisfy
\[ \alpha_k = -\alpha_{n-1-k} \]
for \( 0 \leq k < n \).

Assume that \( n \) is even, and hence \( m = n/2 \). It follows from the definition (4.18) of \( D \) that the elements
of $\mathcal{P}'$ are either symmetric or antisymmetric around the middle row of the matrix. In other words, they satisfy

\[
\mathcal{P}'_{k,2\ell} = \mathcal{P}'_{n-1-k,2\ell}, \\
\mathcal{P}'_{k,2\ell+1} = -\mathcal{P}'_{n-1-k,2\ell+1}.
\]

Let

\[
\Phi = \mathcal{P}'(0, 1, \ldots, m-1)
\]

be constructed from the first $m = n/2$ rows of $\mathcal{P}'$. Then the $\ell$-th column of $\mathcal{P}'$ can be written as

\[
\begin{pmatrix}
\mathcal{P}'_{0,\ell} \\
\mathcal{P}'_{1,\ell} \\
\vdots \\
\mathcal{P}'_{m-1,\ell} \\
\mathcal{P}'_{m,\ell} \\
\vdots \\
\mathcal{P}'_{n-1,\ell}
\end{pmatrix} =
\begin{pmatrix}
\Phi_{0,\ell} \\
\Phi_{1,\ell} \\
\vdots \\
\Phi_{m-1,\ell} \\
(-1)^{\ell}\Phi_{m-1,\ell} \\
\vdots \\
(-1)^{\ell}\Phi_{0,\ell}
\end{pmatrix}.
\]

Since $\mathcal{P}'_{b,\alpha}$ is an orthogonal matrix, the norm of each of its columns is 1. From this, we can compute the norm of the $\ell$-th column of $\Phi$ as follows:

\[
\sqrt{\sum_{i=0}^{m-1} \Phi_{i,\ell}^2} = \sqrt{\frac{\sum_{i=0}^{m-1} \mathcal{P}'_{i,\ell}^2 + \sum_{i=0}^{m-1} \Phi_{i,\ell}^2}{2}} = \sqrt{\frac{\sum_{i=0}^{m-1} (\mathcal{P}'_{i,\ell})^2 + \sum_{i=m}^{n-1} (\mathcal{P}'_{i,\ell})^2}{2}} = \frac{1}{\sqrt{2}}.
\]

Hence, all columns of $\Phi$ have the same norm $1/\sqrt{2}$.

The proof for $n = 2m + 1$ is analogous. \qed
Maximally robust frames

In the following theorem we establish a seeding of orthogonalized discrete GNN transforms that yields maximally robust to erasures frames in $\mathbb{R}^m$.

**Theorem 5.4.4** Consider discrete GNN transform $\mathcal{P}_{b,\alpha}$ that corresponds to the finite discrete GNN model (4.16), for which all coefficients $b_k = 0$ in recursion (4.3). Let

$$\mathcal{P}' = D^{-1/2} \cdot \mathcal{P}_{b,\alpha}$$

denote the orthogonalized polynomial transform, where $D$ is defined in (4.18). Define

$$m = \left\lfloor \frac{n}{2} \right\rfloor.$$

Let matrix $\Phi$ be obtained by consecutively seeding $\mathcal{P}'_{b,\alpha}$ by rows:

$$\Phi = \mathcal{P}'(0, 1, \ldots, m - 1)$$

Then the columns of $\Phi$ correspond to a maximally robust to erasures frame in $\mathbb{R}^m$.

**Proof:** The proof is by contradiction.

Let $n = 2m$. Let $\mathcal{P}'(:, \ell)$ denote the $\ell$-th column of $\mathcal{P}'$, and $\Phi(:, \ell)$ denote the $\ell$-th column of $\Phi$. As follows from the proof of Theorem 5.4.3 we can write

$$\mathcal{P}'(:, \ell) = \begin{pmatrix} \Phi(:, \ell) \\ (-1)^\ell \cdot J_m \cdot \Phi(:, \ell) \end{pmatrix},$$

(5.11)

where

$$J_m = \begin{pmatrix} 1 \\ \vdots \\ 1 \end{pmatrix} \in \mathbb{R}^{m \times m}$$
Assume that the columns of $\Phi$ do not correspond to a maximally robust frame. Then there must exist an $m \times m$ submatrix of $\Phi$ that is singular. Without loss of generality, assume that it is the submatrix constructed from first $m$ columns $\Phi(:,0), \Phi(:,1), \ldots, \Phi(:,m-1)$. Then $\Phi(:,m-1)$ can be expressed as a linear combination of $\Phi(:,0), \Phi(:,1), \ldots, \Phi(:,m-2)$ as

$$
\Phi(:,m-1) = d_0 \Phi(:,0) + d_1 \Phi(:,1) + d_{m-2} \Phi(:,m-2).
$$

In this case, it follows immediately from (5.11) that

$$
P'(:,m-1) = d_0 P'(:,0) + d_1 P'(:,1) + d_{m-2} P'(:,m-2),
$$

which implies that $P'$ is singular. However, it contradicts the fact that $P'$ is an orthogonal matrix. Hence, every $m \times m$ submatrix of $\Phi$ must be invertible.

The proof for $n = 2m + 1$ is analogous. \qed

Filter banks

As follows from Theorems 5.4.2 through 5.4.4, the columns of matrix

$$
\Phi = P'(0,1,\ldots,m-1),
$$

where $m = \left\lfloor \frac{n}{2} \right\rfloor$, correspond to a tight, equal-norm maximally robust frame in $\mathbb{R}^m$. Examples of orthogonal polynomials that satisfy the requirements of these theorems include Chebyshev polynomials of the first and second kinds, Legendre polynomials, and normalized Hermite polynomials.

Example 5.4.5 Consider the discrete GNN transform of the finite GNN model based on normalized Hermite polynomials that we discussed in Example 4.3.1. Since in this example $n = 2m = 6$, we select the first
$m = 3$ rows from the orthogonalized transform, and obtain matrix

$$
\Phi = P'(0, 1, 2) = \begin{bmatrix}
0.0506 & -0.1681 & 0.3593 & -0.5523 & 0.6069 & -0.4082 \\
0.2977 & -0.5624 & 0.5408 & -0.1306 & -0.3449 & 0.4082 \\
0.6394 & -0.3943 & -0.2802 & 0.4217 & 0.1126 & -0.4082 \\
\end{bmatrix}.
$$

Each column in this matrix has norm $1/\sqrt{2}$.

The $n = 6$ columns of the above matrix are an equal-norm, tight, maximally robust to erasures frame in $\mathbb{R}^m = \mathbb{R}^3$.

The filter banks that correspond to the constructed frames are $n$-channel filter banks pictured in Fig. 5.2 (there, we set $M = n$). Since the frames are tight, the analysis and synthesis basis functions are the same:

$$\varphi^{(j)}_k = \hat{\varphi}^{(j)}_k$$

for $0 \leq j < n$. Hence, the expansion of a signal $s(x)$ in the coordinate form is

$$s = (\ldots, s_0, s_1, s_2, \ldots) = \sum_k \langle \varphi^{(0)}_k, s \rangle \varphi^{(0)}_k + \cdots + \sum_k \langle \varphi^{(n-1)}_k, s \rangle \varphi^{(n-1)}_k. \quad (5.12)$$

The support of $\varphi^{(j)}_k$ is

$$k + jm, k + jm + 1, \ldots, k + (j + 1)m - 1,$$

and has length $m$. The corresponding $m$ coefficients are determined by the $j$-th column of matrix $\Phi$. 
Chapter 6

Fast Discrete GNN Transforms

In this section, we introduce a general approach to decomposing any polynomial transform into a product of structured matrices involving other polynomial transforms of smaller size. As we show, in some cases the proposed approach produces novel fast algorithms for discrete GNN transforms, as well as for well-known signal transforms, such as the standard DFT and DCT of type 4. This work has been submitted for publication in [98].

We derive fast algorithms using the algebraic construction called module induction. Induction is based on the notion of a subalgebra and an associated decomposition that is similar to the coset decomposition in group theory. Our approach generalizes the decomposition algorithms in [6].

6.1 Subalgebras and Their Structure

In this section we define and discuss the structure of subalgebras of $\mathcal{A} = \mathbb{C}[x]/p(x)$.

6.1.1 Definition

Choose a polynomial $r(x) \in \mathcal{A}$, and consider the space of polynomials in $r(x)$ with addition and multiplication performed modulo $p(x)$:

$$\mathcal{B} = \left\{ \sum_{k \geq 0} c_k r^k(x) \mod p(x) \mid c_k \in \mathbb{C} \right\},$$

(6.1)
where all sums are finite. We call $B$ the subalgebra of $A$ generated by $r(x)$ and write this as $B = \langle r(x) \rangle \leq A$.

### 6.1.2 Structure

Given $r(x) \in A$, we first determine the dimension of $B = \langle r(x) \rangle$. Then we identify $B$ with a polynomial algebra of the form $\mathbb{C}[y]/q(y)$ with a suitably chosen polynomial $q(y)$.

Let $\alpha = (\alpha_0, \ldots, \alpha_{n-1})$ be the list of roots of $p(x)$. The generator $r(x)$ maps $\alpha$ to the list $\beta = (\beta_0, \ldots, \beta_{m-1})$, such that for each $\alpha_k \in \alpha$ there is a $\beta_j \in \beta$, for which $r(\alpha_k) = \beta_j$. Hence, $m \leq n$, since for some $k$ and $\ell$ we may have $r(\alpha_k) = r(\alpha_\ell)$.

**Theorem 6.1.1** The dimension of $B = \langle r(x) \rangle$ is $\dim B = m = |\beta|$.

**Proof:** Let $d = \dim B$. Since $B \leq A$, then $\dim B \leq \dim A$ and the polynomials $\{1, r(x), \ldots, r^{n-1}(x)\}$ span the entire $B$. From the isomorphism (2.19) we obtain

$$d = \text{rank} \left( \Delta(1), \Delta(r(x)), \ldots, \Delta(r^{n-1}(x)) \right) = \text{rank} \left[ r^{\ell}(\alpha_k) \right]_{0 \leq k, \ell < n}.$$  

Since $r(\alpha_k) \in \beta$ and $|\beta| = m$, the above matrix has only $m$ different rows; hence, $d \leq m$. On the other hand, it contains the full-rank $m \times m$ Vandermonde matrix

$$\begin{bmatrix} \beta_\ell^i \end{bmatrix}_{0 \leq i, \ell < m}$$

as a submatrix; hence, $d \geq m$. Thus, we conclude that $d = \dim B = m$. □

Next, we identify $B$ with a polynomial algebra.

**Theorem 6.1.2** The subalgebra $B = \langle r(x) \rangle$ can be identified with the polynomial algebra $\mathbb{C}[y]/q(y)$, where
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\[ q(y) = \prod_{j=0}^{m-1} (y - \beta_j), \] via the following canonical isomorphism of algebras:

\[ \kappa : \quad B \to \mathbb{C}[y]/q(y), \]

\[ r(x) \mapsto y. \]  \hspace{1cm} (6.2)

We indicate this canonical isomorphism as \( B \cong \mathbb{C}[y]/q(y) \).

**Proof:** Observe that \( B \) and \( \mathbb{C}[y]/q(y) \) have the same dimension \( m \), and \( \kappa \) maps the generator \( r(x) \) of \( B \) to the generator \( y \) of \( \mathbb{C}[y]/q(y) \). Hence, it suffices to show that \( q(r(x)) \equiv 0 \mod p(x) \) in \( B \). From (2.19) we obtain

\[
\Delta(q(r(x))) = \begin{pmatrix}
q(r(\alpha_0)) & \cdots & q(r(\alpha_{n-1}))
\end{pmatrix}^T
\]

\[
= \begin{pmatrix}
0 & \cdots & 0
\end{pmatrix}^T,
\]

which implies that \( q(r(x)) \equiv 0 \mod p(x) \) in \( A \), and hence in \( B \). \( \square \)

Let \( c = (q_0(y), \ldots, q_{m-1}(y)) \) be a basis of \( \mathbb{C}[y]/q(y) \). The polynomial transform (2.20) that decomposes the regular module \( \mathbb{C}[y]/q(y) \) (and hence the regular \( B \)-module \( B \)) is given by (2.19) as

\[ P_{c, \beta} = [q_{\ell}(\beta_i)]_{0 \leq i, \ell < m}. \]

**Example 6.1.3** Consider the polynomial algebra \( A = \mathbb{C}[x]/(x^4 - 1) \) with \( \alpha = (1, -j, -1, j) \). The polynomial \( r_1(x) = x^2 \) generates the subalgebra \( B_1 = \langle r_1(x) \rangle \cong \mathbb{C}[y]/(y^2 - 1) \) of dimension 2, since \( r_1(x) \) maps \( \alpha \) to \( \beta = (1, -1) \).

The polynomial \( r_2(x) = (x + x^{-1})/2 = (x + x^3)/2 \) generates the subalgebra \( B_2 = \langle r_2(x) \rangle \cong \mathbb{C}[y]/(y^3 - y) \) of dimension 3, since \( r_2(x) \) maps \( \alpha \) to \( \beta = (1, 0, -1) \).

### 6.2 Module Induction

In this section we introduce the concept of module induction, which constructs an \( A \)-module \( M \) from a \( B \)-module \( N \) for a subalgebra \( B \leq A \). We will show that every regular \( A \)-module is an induction, which is
6.2.1 Induction

Similar to the coset decomposition in group theory [18,19], we can decompose a polynomial algebra \( A = \mathbb{C}[x]/p(x) \) using a subalgebra \( B \) and associated *transversal*:

**Definition 6.2.1 (Transversal)** Let \( B \leq A \) be a subalgebra of \( A \). A transversal of \( B \) in \( A \) is a list of polynomials \( T = (t_0(x), \ldots, t_{L-1}(x)) \subset A \), such that, as vector spaces,

\[
A = \bigoplus_{\ell=0}^{L-1} t_\ell(x)B = t_0(x)B \oplus \cdots \oplus t_{L-1}(x)B.
\]  

(6.3)

Later, in Theorem 6.2.6 we establish necessary and sufficient conditions for a list of polynomials to be a transversal of \( B \) in \( A \). In particular, for any \( B \leq A \) there always exists a transversal.

Given a transversal of \( B \) in \( A \), we define the module induction, which is analogous to the induction for group algebras in [19].

**Definition 6.2.2 (Induction)** Let \( B \leq A \) be a subalgebra of \( A \) with a transversal \( T \) as in (6.3), and let \( N \) be a \( B \)-module. Then the following construction is an \( A \)-module:

\[
M = \bigoplus_{\ell=0}^{L-1} t_\ell(x)N,
\]  

(6.4)

where the direct sum is again of vector spaces. It is called the induction of the \( B \)-module \( N \) with the transversal \( T \) to an \( A \)-module. We write this as \( M = N \uparrow_T A \).

Here, we are primarily interested in regular modules. These are always inductions, as follows directly from (6.3) and (6.4):

**Lemma 6.2.3** Let \( B \leq A \) with a transversal \( T \). Then the regular module \( A \) is an induction of the regular module \( B \):

\[
A = B \uparrow_T A.
\]  

(6.5)
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6.2.2 Structure of Cosets

We have established in (6.2) that the subalgebra $B \leq A$, generated by $r(x) \in A$, can be identified with a polynomial algebra $\mathbb{C}[y]/q(y)$. Next, we investigate the structure of each $B$-module $t_\ell(x)B$ in the induction (6.5).

Consider a polynomial $t(x) \in A$. As in Theorem 6.1.2, let $r(x)$ map $\alpha$ to $\beta$, and let $q(y) = \prod_{j=0}^{m-1} (y - \beta_j)$. Further, let $\alpha' = (\alpha_k \mid t(\alpha_k) \neq 0) \subseteq \alpha$ be the sublist of $\alpha$ that consists of those $\alpha_k$ that are not roots of $t(x)$. Finally, let $r(x)$ map $\alpha'$ to $\beta' \subseteq \beta$, and denote $|\beta'| = m'$.

Theorem 6.2.4 The dimension of $t(x)B$ is $\dim t(x)B = |\beta'| = m'$.

Proof: The proof is similar to that of Theorem 6.1.1. The list of polynomials $\{t(x), t(x)r(x), \ldots, t(x)r^{n-1}(x)\}$ generates $t(x)B$ as a vector space. Using the isomorphism $\Delta$ in (2.19) we obtain

$$\dim \left( t(x)B \right) = \text{rank} \left( \Delta(t(x)), \Delta(t(x)r(x)), \ldots, \Delta(t(x)r^{n-1}(x)) \right)$$

$$= \text{rank} \left[ t(\alpha_k)r^\ell(\alpha_k) \right]_{0 \leq k, \ell < n}$$

$$= \text{rank} \left( \text{diag} \left( t(\alpha_k) \right)_{0 \leq k < n} \cdot \left[ r^\ell(\alpha_k) \right]_{0 \leq k, \ell < n} \right).$$

(6.6)

Theorem 6.1.2 shows that $\left[ r^\ell(\alpha_k) \right]_{0 \leq k, \ell < n}$ has exactly $m = |\beta|$ linearly independent rows of the form

$$\begin{pmatrix} 1 & \beta_i & \beta_i^2 & \ldots & \beta_i^{n-1} \end{pmatrix}.$$

For each $\beta_i$, the above row contributes exactly 1 to the rank of the matrix (6.6) if and only if there exists $\alpha_k$ such that $t(\alpha_k) \neq 0$ and $r(\alpha_k) = \beta_i$. Since there are exactly $|\beta'| = m'$ such values of $\beta_i$, we conclude that $\dim \left( t(x)B \right) = m'$. □

Next, we identify the $B$-module $t(x)B$ with a $\mathbb{C}[y]/q(y)$-module.

Theorem 6.2.5 The $B$-module $t(x)B$ can be identified with the $\mathbb{C}[y]/q(y)$-module $\mathbb{C}[y]/q'(y)$, where $q'(y) =$
\[ \prod_{\beta_j \in \beta'} (y - \beta_j), \text{ via the module isomorphism} \]

\[ \eta : \quad t(x)B \to \mathbb{C}[y]/q'(y), \]

\[ t(x)r^k(x) \mapsto y^k. \]  

(6.7)

By a slight abuse of notation, we write \( t(x)B \cong \mathbb{C}[y]/q'(y). \) This is an isomorphism of modules and should not be confused with the isomorphism of algebras in Theorem 6.1.2.

Proof: It follows from Theorem 6.2.4 that \( (t(x), t(x)r(x), \ldots, t(x)r^{m'-1}(x)) \) is a basis of \( t(x)B, \) viewed as a vector space. On the other hand, \( (1, y, \ldots, y^{m'-1}) \) is obviously a basis of \( \mathbb{C}[y]/q'(y), \) also viewed as a vector space. Hence, \( \eta \) in (6.7) is a bijective linear mapping between \( t(x)B \) and \( \mathbb{C}[y]/q'(y). \)

In order for \( \eta \) to be an isomorphism of modules, it must also be a module homomorphism—it must preserve the addition and multiplication in \( t(x)B \) and \( \mathbb{C}[y]/q'(y). \) Namely, for \( h(x) \in B \) and \( u(x), v(x) \in t(x)B, \) the following conditions must hold:

\[ \eta(u(x) + v(x)) = \eta(u(x)) + \eta(v(x)), \]

\[ \eta(h(x)v(x)) = \kappa(h(x)) \cdot \eta(v(x)). \]

The first condition is trivial. To show that the second condition holds, let \( h(x) = \sum_{k=0}^{m-1} h_k r^k(x) \in B \) and \( v(x) = \sum_{i=0}^{m'-1} v_i t(x)\beta^i(x) \in t(x)B. \) Then

\[ \eta(h(x)v(x)) = \eta \left( \sum_{k=0}^{m-1} \sum_{i=0}^{m'-2} h_k v_{i-k} t(x)\beta^i(x) \right) = \sum_{k=0}^{m-1} \sum_{i=0}^{m'-1} h_k v_{i-k} y^i \]

\[ = \sum_{k=0}^{m-1} h_k y^k \cdot \sum_{i=0}^{m'-1} v_i y^i = \kappa(h(x)) \cdot \eta(v(x)). \]

Hence, \( \eta \) is a module isomorphism.

Note that, depending on \( t(x), \) the dimension of \( t(x)B \) may be smaller than the dimension of \( B: m' \leq m. \) This effect is called **annihilation**.

Also, the definition of \( \eta \) in (6.7) assumes the standard basis \( (1, y, \ldots, y^{m'-1}) \) in \( \mathbb{C}[y]/q'(y). \) If another basis \( (b_0(y), \ldots, b_{m'-1}(y)) \) were desired, the corresponding basis in \( t(x)B \) would be \( (t(x)b_0(r(x)), \ldots, t(x)b_{m'-1}(r(x))). \)
As a consequence of Theorem 6.2.5 and the above discussion, decomposing the $\mathcal{B}$-module $t(x)\mathcal{B}$ with basis $(t(x)g_0(r(x)), \ldots, t(x)q_{m'-1}(r(x)))$ is the same as decomposing the $\mathbb{C}[y]/q(y)$-module $\mathbb{C}[y]/q'(y)$ with basis $c = (g_0(y), \ldots, q_{m'-1}(y))$. The decomposition matrix is the same as for the regular module $\mathbb{C}[y]/q'(y)$ with the same basis, namely

$$P_{c, \beta'} = [q_\ell(\beta_i)]_{0 \leq i, \ell < m'}.$$ (6.8)

### 6.2.3 Existence of a Transversal

Consider $T = (t_0(x), \ldots, t_{L-1}(x)) \subset \mathcal{A}$, and let $\dim(t_\ell(x)\mathcal{B}) = m_\ell$ for $0 \leq \ell < L$. Then $(t_\ell(x), t_\ell(x)r(x), \ldots, t_\ell(x)r^{m_\ell-1}(x))$ is a basis of $t_\ell(x)\mathcal{B}$, as follows from Theorem 6.2.4. Hence, $T$ satisfies (6.3) if and only if $m_0 + \cdots + m_{L-1} = n$ and the concatenation of bases

$$b' = \bigcup_{\ell=0}^{L-1} (t_\ell(x), \ldots, t_\ell(x)r^{m_\ell-1}(x))$$ (6.9)

is a basis in $\mathcal{A}$. The following theorem states this condition in a matrix form.

**Theorem 6.2.6** Using previous notation, $T$ is a transversal if and only if the following is a full-rank $n \times n$ matrix:

$$M' = \left(\begin{array}{c|c|c|c} D_0B_0 & D_1B_1 & \cdots & D_{L-1}B_{L-1}\end{array}\right),$$ (6.10)

where

$$D_\ell = \text{diag}(t_\ell(\alpha_k))_{0 \leq k < n},$$

and

$$B_\ell = [r^i(\alpha_k)]_{0 \leq k < n, 0 \leq i < m_\ell}.$$
It follows from Theorem 6.2.6 that for any algebra $A$ and its subalgebra $B$ there always exists a transversal. For example, we can choose $T = (t_0(x), \ldots, t_{n-1}(x))$, where $t_\ell(\alpha_k) = 0$ for $\ell \neq k$ and $t_\ell(\alpha_\ell) \neq 0$. In this case

$$M' = \text{diag}(t_\ell(\alpha_\ell))_{0 \leq \ell < n}$$

in (6.10) is a full-rank diagonal matrix.

**Example 6.2.7**

Consider the subalgebras constructed in Example 6.1.3.

For $B_1 = \langle x^2 \rangle$ of dimension 2, we can choose the transversal $T = (1, x)$, since $(1, x^2) \cup (x, x^3)$ is a basis for $A$. Since $x$ maps $\alpha$ to $(1, -j, -1, j)$, we have $\alpha' = (1, -j, -1, j)$ and $\beta' = (1, -1)$. Hence, $q'(y) = (y-1)(y+1)$ and $xB_1 \cong \mathbb{C}[y]/(y^2-1)$ is of dimension 2.

For $B_2 = \langle (x + x^{-1})/2 \rangle$ of dimension 3, we can choose the transversal $T = (1, (x - x^{-1})/2)$, since the corresponding matrix

$$M' = \begin{pmatrix}
1 & 1 & 1 \\
1 & -j & 0 \\
1 & -1 & 1 \\
1 & j & 0
\end{pmatrix}$$

from (6.10) has full rank. Since $(x - x^{-1})/2$ maps $\alpha$ to $(0, -j, 0, j)$, we obtain $\alpha' = (-j, j)$, $\beta' = (0)$, and thus $q'(y) = y$. Hence, $(x - x^{-1})/2 \cdot B_2 \cong \mathbb{C}[y]/y$ is of dimension 1.

### 6.3 Decomposition of Polynomial Transforms Using Induction

In this section we use the induction (6.5) to express the polynomial transform of $A$ via the polynomial transforms of each $t_\ell(x)B \cong \mathbb{C}[y]/q'_\ell(y)$ in (6.3).

**6.3.1 Decomposition**

As before, we consider $A = \mathbb{C}[x]/p(x)$, where $p(x) = \prod_{k=0}^{n-1}(x - \alpha_k)$. We view it as a regular $A$-module with the chosen basis $b = (p_0(x), \ldots, p_{n-1}(x))$. 
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Let $\mathcal{B} = \langle r(x) \rangle \leq \mathcal{A}$ be a subalgebra generated by $r(x) \in \mathcal{A}$, and $\mathcal{B} \cong \mathbb{C}[y]/q(y)$ according to Theorem 6.1.2 where $q(y) = \prod_{j=0}^{m-1} (y - \beta_j)$ and $\beta = (\beta_0, \ldots, \beta_{m-1})$.

Suppose $T = (t_0(x), \ldots, t_{L-1}(x))$ is a transversal of $\mathcal{B}$ in $\mathcal{A}$. Let each $t_\ell(x)B$ in (6.3) be identified with a $\mathbb{C}[y]/q(y)$-module $\mathbb{C}[y]/q(\ell)(y)$ according to Theorem 6.2.5, where $q(\ell)(y) = \prod_{j \in \beta(\ell)} (y - \beta_j)$ and $m_\ell = |\beta(\ell)|$. The basis $b(\ell) = (b_0^{(\ell)}(r(x)), \ldots, b_{m_\ell-1}^{(\ell)}(r(x)))$ of $t_\ell(x)B$ corresponds to the basis $(t_\ell(x)b_0^{(\ell)}(r(x)), \ldots, t_\ell(x)b_{m_\ell-1}^{(\ell)}(r(x)))$ of $t_\ell(x)B$. Hence, the corresponding polynomial transform (6.8) is $P_{b,\alpha}$.

**Theorem 6.3.1** Given the induction (6.5), the polynomial transform $P_{b,\alpha}$ can be decomposed as

$$
P_{b,\alpha} = \left( D_0 M_0 \mid D_1 M_1 \mid \ldots \mid D_{L-1} M_{L-1} \right) \left( \bigoplus_{\ell=0}^{L-1} P_{b(\ell),\beta(\ell)} \right) B. \quad (6.11)
$$

Here, $B$ is the base change matrix from the basis $b$ to the concatenation of bases

$$
\bigcup_{\ell=0}^{L-1} (t_\ell(x)b_0^{(\ell)}(r(x)), \ldots, t_\ell(x)b_{m_\ell-1}^{(\ell)}(r(x))).
$$

Each

$$
D_\ell = \text{diag} \left( t_\ell(\alpha_k) \right)_{0 \leq k < n}
$$

is a diagonal matrix. Each $M_\ell$ is an $n \times m_\ell$ matrix whose $(k, i)$-th element is 1 if $r(\alpha_k)$ is equal to the $i$-th element

$$
\beta_j^{(\ell)}
$$

of $\beta(\ell)$, and 0 otherwise. $\bigoplus$ denotes the direct sum of matrices:

$$
\bigoplus_{\ell=0}^{L-1} P_{b(\ell),\beta(\ell)} = \left( \begin{array}{cccc}
P_{b(0),\beta(0)} \\
\vdots \\
\vdots \\
P_{b(L-1),\beta(L-1)}
\end{array} \right).
$$

**Proof:** We prove the theorem for $L = 2$; that is, for $\mathcal{A} = t_0(x)B \oplus t_1(x)B$. The proof for arbitrary $L$ is
Corollary 6.3.2 Consider the $n \times m$ matrix $M$ whose $(k, i)$-th element is 1 if $r(\alpha_k) = \beta_i$ and 0 otherwise. Then

1. $M$ contains exactly $n$ 1s and $n(m - 1)$ 0s.
2. Each matrix $M_\ell$ in Theorem 6.3.1 is a submatrix of $M$. It contains the $i$-th column of $M$ if and only if $\beta_i \in \beta(\ell)$.

3. If the number of non-zero elements in the $i$-th column of $M$ is $c_i$, then there are precisely $c_i$ matrices among $M_0, \ldots, M_{L-1}$ that contain this column.

6.3.2 Discussion

The three factors in (6.11) correspond to the decomposition (2.19) of the regular module $A = \mathbb{M} = \mathbb{C}[x]/p(x)$ in three steps:

Step 1. $A$ is represented as an induction (6.5) by changing the basis in $A$ to the concatenation of bases $b(\ell)$ of $t_\ell(x)B$, using the base change matrix $B$.

Step 2. Each $t_\ell(x)B$ is decomposed into a direct sum of irreducible $B$-submodules, using the corresponding polynomial transform $P_{b(\ell), \beta(\ell)}$.

Step 3. The resulting direct sum of irreducible $B$-modules is decomposed into a direct sum of irreducible $A$-modules, using the matrix $M$.

The factorization (6.11) is a fast algorithm for $P_{b,\alpha}$ if the matrices $B$ and $M$ have sufficiently low costs, since the recursive nature of the second step allows for repeated application of Theorem 6.3.1. We illustrate this with two examples of novel algorithms derived using this theorem in Section 6.4.

6.3.3 Special Case: Factorization of $p(x)$

A special case of Theorem 6.3.1 has been derived in [2, 5]. Namely, assume that $A = \mathbb{C}[x]/p(x)$, and we can decompose $p(x) = q(r(x))$. Then $B = \langle r(x) \rangle \cong \mathbb{C}[y]/q(y)$, and any basis $t = (1, t_1(x), \ldots, t_{k-1}(x))$ of $\mathbb{C}[x]/r(x)$ is a transversal of $B$ in $A$. This leads to the following result.

Corollary 6.3.3 Choose $c = (c_0(y), \ldots, c_{m-1}(y))$ as the basis of $\mathbb{C}[y]/q(y)$. Denote the roots of $r(x) - \beta_i$ as $\gamma(i) = (\gamma_0^{(i)}, \ldots, \gamma_{k-1}^{(i)})$. Notice that $\bigcup_{i=0}^{m-1} \{\gamma_0^{(i)}, \ldots, \gamma_{k-1}^{(i)}\}$ is simply a permutation of $(\alpha_0, \ldots, \alpha_{n-1})$, and denote the corresponding permutation matrix as $P$. Then, the polynomial transform decomposition (6.11) has the form

$$P_{b,\alpha} = P^{-1}\left(\bigoplus_{i=0}^{m-1} P_{t,\gamma(i)}\right)L^n_m(I_k \otimes P_{c,\beta})B.$$
Corollary 6.3.3 has been used to derive a large class of fast algorithms for real and complex DFTs, and DCTs and DSTs \([2,5,61]\). Theorem 6.3.1 further generalizes this approach, and, as we show in the following example and in Section 6.4, also yields fast algorithms not based on Corollary 6.3.3.

**Example 6.3.4**

Consider the polynomial algebra \( A = \mathbb{C}[x]/(x^4 - 1) \) with basis \( b = (1, x, x^2, x^3) \). As we showed in Section 2.3, the corresponding polynomial transform is \( P_{b,\alpha} = \text{DFT}_4 \).

We continue from Example 6.2.7. First, consider \( B_1 = \langle x^2 \rangle \) and the induction \( A = B_1 \oplus xB_1 \). Let us choose \( b^{(0)} = (1, y) \) as the basis of \( \mathbb{C}[y]/(y^2 - 1) \cong \mathbb{B}_1 \); it corresponds to the basis \( (1, x^2) \) of \( \mathbb{B}_1 \). We then choose \( b^{(1)} = (1, y) \) as the basis of \( \mathbb{C}[y]/(y^2 - 1) \cong xB_1 \); it corresponds to the basis \( (x, x^3) \) of \( xB_1 \). According to Theorem 6.3.1,

\[
D_0 = \text{diag} \left( 1, 1, 1, 1 \right), \quad D_1 = \text{diag} \left( 1, -j, -1, j \right),
\]

and

\[
M_0 = M_1 = \begin{pmatrix}
1 \\
1 \\
1 \\
1
\end{pmatrix}, \quad P_{b^{(0)},\beta^{(0)}} = P_{b^{(1)},\beta^{(1)}} = \begin{pmatrix}
1 & 1 \\
1 & -1
\end{pmatrix} = \text{DFT}_2,
\]

and \( B \) is the base change matrix from \( (1, x, x^2, x^3) \) to \( (1, x^2) \cup (x, x^3) \). Hence,

\[
\text{DFT}_4 = \begin{pmatrix}
1 & 1 & 1 \\
1 & -j & 1 \\
1 & 1 & j
\end{pmatrix} \times \begin{pmatrix}
\text{DFT}_2 & \text{DFT}_2 & \text{DFT}_2
\end{pmatrix} \times \begin{pmatrix}
1 & 1 \\
1 & 1 \\
1 & 1
\end{pmatrix}.
\]

(6.17)

As we show in Section 6.4.2, (6.17) is exactly the Cooley-Tukey FFT for \( \text{DFT}_4 \) \([55]\).
Next, consider $B_2 = \langle (x + x^{-1})/2 \rangle$ and the induction $A = B_2 \oplus (x - x^{-1})/2 \cdot B_2$. Let us choose $b^{(0)} = (T_0(y), T_1(y), T_2(y)) = (1, y, 2y^2 - 1)$ as the basis of $\mathbb{C}[y]/(y^3 - y) \cong B_2$; it corresponds to the basis $(1, (x + x^{-1})/2, (x^2 + x^{-2})/2)$ of $B_2$. We then choose $b^{(1)} = (1)$ as the basis of $\mathbb{C}[y]/y \cong (x - x^{-1})/2 \cdot B_2$; it corresponds to the basis $((x - x^{-1})/2)$ of $(x - x^{-1})/2 \cdot B_2$. According to Theorem 6.3.1,

$$D_0 = \text{diag} \left( 1, 1, 1, 1 \right), \quad D_1 = \text{diag} \left( 0, -j, 0, j \right), \quad \mathcal{P}_{b^{(1)}, \beta^{(1)}} = (1) = \text{DST-I}_1,$$

and

$$M_0 = \begin{pmatrix} 1 \\ 1 \\ 1 \\ 1 \end{pmatrix}, \quad M_1 = \begin{pmatrix} 1 \\ 1 \\ 1 \\ 1 \end{pmatrix}, \quad \mathcal{P}_{b^{(0)}, \beta^{(0)}} = \begin{pmatrix} 1 & 1 & 1 \\ 1 & -1 & 1 \end{pmatrix} = \text{DCT-I}_3,$$

and $B$ is the base change matrix from $(1, x, x^2, x^3)$ to $(1, (x + x^{-1})/2, (x^2 + x^{-2})/2) \cup ((x - x^{-1})/2)$. Hence,

$$\text{DFT}_4 = \begin{pmatrix} 1 & 1 & -j \\ 1 & 1 & j \\ 1 & -1 & 1 \end{pmatrix} \begin{pmatrix} \text{DCT-I}_3 \\ \text{DST-I}_1 \end{pmatrix} \begin{pmatrix} 1 & 1 & 1 \\ 1 & 1 & -1 \end{pmatrix}. \quad (6.18)$$

As we show in Section 7.1.1, (6.18) is the Britanak-Rao algorithm for DFT$_4$ [59].

### 6.4 Examples

In this section we derive fast algorithms for the discrete Fourier and cosine transforms. We apply Theorem 6.3.1 to express the transform as a product 6.11. The transforms in the resulting decomposition all have $O(n \log n)$ cost, and all other matrices have $O(n)$ cost. Hence, the overall algorithm cost is $O(n \log n)$. 

#### 6.4.1 Notation

Hereafter, we use the following special matrices:

$I_n$ is the identity matrix of size $n$. 


$J_n$ is the complementary identity matrix of size $n$: its $(k, n - 1 - k)$-th element is 1 for $0 \leq k < n$, and 0 otherwise.

$1_n = \begin{pmatrix} 1 & 1 & \cdots & 1 \end{pmatrix}^T$ is a column vector of $n$ ones.

$Z_n$ is the $n \times n$ circular shift matrix:

$$Z_n = \begin{pmatrix} 1 & & & \\ & I_{n-1} & & \\ & & \ddots & \\ & & & 1 \end{pmatrix}.$$

$L^n_k$, where $k$ divides $n$, is an $n \times n$ permutation matrix that selects elements of $0, 1, \ldots, n - 1$ at the stride $k$; the corresponding permutation is $ik + j \mapsto jm + i$, where $0 \leq i < m$ and $0 \leq j < k$. The $(i, j)$-th element of $L^n_k$ is 1 if $j = \lfloor \frac{ik(n+1)}{n} \rfloor \mod n$, and 0 otherwise.

$$K^n_k = (I_m \oplus J_m \oplus I_m \oplus \ldots) L^n_k$$, where $k$ divides $n$, is another permutation matrix.

$$T^n_k = \text{diag} \left( \left( w^i_k \mid 0 \leq i < k, 0 \leq \ell < m \right) \right)$$, where the index $i$ runs faster, and $n = km$, is a twiddle factor matrix used in the Cooley-Tukey FFT.

Complementary direct sum:

$$\bigodot_{i=0}^{m-1} A_i = \begin{pmatrix} A_0 \\ & \ddots \\ & & A_{m-1} \end{pmatrix}.$$

### 6.4.2 Cooley-Tukey FFT

In this section, we derive the general-radix Cooley-Tukey FFT using Theorem 6.3.1. As was shown in [2], Corollary 6.3.3 is sufficient in this case.

Consider $A = M = \mathbb{C}[x]/(x^n - 1)$. Let $b = (1, x, \ldots, x^{n-1})$ be the basis of $M$. As we showed in Section 2.3, the corresponding polynomial transform is $\text{DFT}_n$. Assume $n = km$. Let $r(x) = x^k$, and $B = \langle r(x) \rangle$. Then $x^\ell B \cong \mathbb{C}[y]/(y^{m} - 1)$, for $\ell = 0 \ldots k - 1$, and $A = \oplus_{\ell=0}^{k-1} x^\ell B$. Choosing the same basis $b^{(\ell)} = \{1, y, \ldots, y^{m-1}\}$ in each $\mathbb{C}[y]/(y^{m} - 1) \cong x^\ell B$ yields $\mathcal{P}_{b^{(\ell)}, b^{(\ell)}} = \text{DFT}_m$. By Theorem 6.3.1 we
obtain

\[ \text{DFT}_{km} = M \cdot (I_k \otimes \text{DFT}_m) \cdot B. \]

Here, \( B = L_k^{km} \) and \( M = (D_0 M_0 | \ldots | D_{k-1} M_0) \), where \( M_0 = I_k \otimes I_m \), and \( D_\ell = \text{diag} (\omega_{km}^{i_\ell}) \) for \( 0 \leq \ell < k \). Hence, we can rewrite

\[ M = L_k^{km} (I_m \otimes \text{DFT}_k) T_k^{km} L_k^{lm}. \]

to obtain the well-known general-radix Cooley-Tukey FFT algorithm [5, 55]:

\[
\text{DFT}_{km} = L_k^{km} (I_m \otimes \text{DFT}_k) T_k^{km} L_k^{lm} (I_k \otimes \text{DFT}_m) L_k^{lm} \\
= L_k^{km} (I_m \otimes \text{DFT}_k) T_k^{km} (\text{DFT}_m \otimes I_k). \quad (6.19)
\]

### 6.4.3 Good-Thomas FFT

In this section, we derive the general-radix Good-Thomas FFT using Theorem 6.3.1. Similarly to Section 6.4.2 Corollary 6.3.3 is sufficient in this case.

Consider \( A = \mathcal{M} = \mathbb{C}[x]/(x^n - 1) \). Let \( b = (1, x, \ldots, x^{n-1}) \) be the basis of \( \mathcal{M} \). As we showed in Section 2.3 the corresponding polynomial transform is \( \text{DFT}_n \). Assume \( n = km \), such that \( \gcd(k, m) = 1 \).

Let \( r(x) = x^k \) and \( B = \langle r(x) \rangle \). Then \( x^{\ell m} B \cong \mathbb{C}[y]/(y^m - 1) \), for \( \ell = 0 \ldots k - 1 \), and \( A = \oplus_{\ell=0}^{k-1} x^{\ell m} B \).

Choosing the same basis \( b(\ell) = \{1, y, \ldots, y^{m-1}\} \) in each \( \mathbb{C}[y]/(y^m - 1) \cong x^{\ell m} B \) yields \( \mathcal{P}_{b(\ell), b(\ell)} = \text{DFT}_m \).

By Theorem 6.3.1 we obtain

\[ \text{DFT}_{km} = M \cdot (I_k \otimes \text{DFT}_m) \cdot B. \]

\( B \) is the permutation matrix that maps the list \((0, 1, \ldots, km - 1)\) into \((i_k k + i_m m)\), where indices \( 0 \leq i_k < m \), \( 0 \leq i_m < k \), and \( i_k \) runs faster. This mapping is known as Ruritanian or Good’s mapping [99]. Further,

\[ M = (D_0 M_0 | \ldots | D_{k-1} M_0), \]
where $M_0 = 1_k \otimes I_m$, and $D_\ell = \text{diag} \left( \omega_{k}^{i} \mid 0 \leq i < km \right)$ for $0 \leq \ell < k$. We can rewrite

$$M = P L_{m}^{k m} \left( \text{DFT}_k \otimes I_m \right) ,$$

where $P$ is the permutation matrix for the CRT mapping \textsuperscript{[57]} that maps the list $(0, 1, \ldots, km - 1)$ into $(i_k k^{-1} + i_m m^{-1} m)$; here, indices $0 \leq i_k < m$, $0 \leq i_m < k$, and $i_k$ runs faster. $k^{-1}$ is the multiplicative inverse of $k$ modulo $m$; and $m^{-1}$ is the multiplicative inverse of $m$ modulo $k$.

Hence, we obtain the Good-Thomas (or prime-factor) FFT algorithm \textsuperscript{[99]}:

$$\begin{align*}
\text{DFT}_{km} &= P L_{m}^{k m} \left( \text{DFT}_k \otimes I_m \right) \left( I_k \otimes \text{DFT}_m \right) B \\
&= P L_{m}^{k m} \left( \text{DFT}_k \otimes \text{DFT}_m \right) B.
\end{align*}$$

### 6.5 Fast Discrete GNN Transforms

In this section, we apply Theorem 6.3.1 to construct decompositions of discrete GNN Fourier transforms. In particular, we identify classes of finite discrete GNN models of the form $A = M = \mathbb{C}[x]/p(x)$ that can be decomposed into the induction of the form $A = B \oplus t(x)B$, where $B$ itself is a polynomial algebra that corresponds to a finite discrete GNN model. We then use this induction to decompose the corresponding polynomial transform $P_{b,\alpha}$ of $A$ into the direct sum of two polynomial transform of $B$, which are discrete GNN transforms as well. We demonstrate that if $A$ satisfies specific conditions, then the cost of such decomposition is linear.

We then derive the conditions that the polynomial algebra $B$ has to satisfy such that Theorem 6.3.1 can then be applied recursively. As a result, we identify a class of finite discrete GNN models that possess a fast $O(n \log_2 n)$ computational algorithm for their corresponding polynomial transforms.

### 6.5.1 Preliminaries

Let $(P_k(x))_{k \geq 0}$ be a family of orthogonal polynomials that satisfy the recursion

$$x P_k(x) = a_{k-1} P_{k-1}(x) + b_k P_k(x) + a_k P_{k+1}(x), \quad (6.20)$$
with $P_0(x) = 1$ and $P_1(x) = (x - b_0)/a_0$.

Consider the finite discrete GNN model

$$
A = \mathcal{M} = \mathbb{C}[x]/P_n(x),
$$

and let $b = \{P_k(x)\}_{0 \leq k < n}$ be the basis of $\mathcal{M}$. The corresponding polynomial transform (4.17) is $P_{b,\alpha}$. Let us denote the corresponding shift matrix (4.20) as

$$
S = \phi(x) = \begin{pmatrix}
b_0 & a_0 \\
a_0 & b_1 & a_1 \\
& \ddots & \ddots & \ddots \\
& & a_{n-3} & b_{n-2} & a_{n-2} \\
& & & a_{n-2} & b_{n-1}
\end{pmatrix}.
$$

Lemma 6.5.1 Let $b_k = 0$ for all $0 \leq k < K$ in (6.20). Then for any constant $d \in \mathbb{R}$ polynomials $P_{2k}(x)$, $0 \leq k < \lfloor K/2 \rfloor$, can be expressed as

$$
P_{2k}(x) = Q_k(x^2 - d),
$$

where polynomials $Q_k(y)$ are also orthogonal polynomials that satisfy the recursion

$$
yQ_k(y) = a_{2k-2}a_{2k-1}Q_{k-1}(y) + (a_{2k-1}^2 + a_{2k}^2 - d)Q_k(y) + a_{2k}a_{2k+1}Q_{k+1}(y),
$$

with $Q_0(y) = 1$ and $Q_1(y) = (y - a_0^2 + d)/a_0a_1$.

Proof: The proof is by induction. By definition,

$$
P_0(x) = 1 = Q_0(x^2 - d),
$$

$$
P_2(x) = (x^2 - a_0^2)/a_0a_1 = Q_1(x^2 - d).
$$
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Assume that (6.23) hold for all \( k \leq k_0 \). Then, from (6.20) we obtain

\[
(x^2 - d) P_{2k_0}(x) = a_{2k_0-2} a_{2k_0-1} P_{2k_0-2}(x) + (a_{2k_0-1}^2 + a_{2k_0}^2 - d) P_{2k_0}(x) + a_{2k_0} a_{2k_0+1} P_{2k_0+2}(x)
\]

and hence,

\[
P_{2k_0+2}(x) = \frac{(x^2 - d) - (a_{2k_0-1}^2 + a_{2k_0}^2 - d)}{a_{2k_0} a_{2k_0+1}} P_{2k_0}(x) - \frac{a_{2k_0-2} a_{2k_0-1}}{a_{2k_0} a_{2k_0+1}} P_{2k_0-2}(x)
\]

\[
= \frac{(x^2 - d) - (a_{2k_0-1}^2 + a_{2k_0}^2 - d)}{a_{2k_0} a_{2k_0+1}} Q_{k_0}(x^2 - d) - \frac{a_{2k_0-2} a_{2k_0-1}}{a_{2k_0} a_{2k_0+1}} Q_{k_0-1}(x^2 - d)
\]

\[
= Q_{k_0+1}(x^2 - d),
\]

since from (6.24) we have

\[
Q_{k+1}(y) = \frac{y - (a_{2k-1}^2 + a_{2k}^2 - d)}{a_{2k} a_{2k+1}} Q_k(y) - \frac{a_{2k-2} a_{2k-1}}{a_{2k} a_{2k+1}} Q_{k-1}(y).
\]

\[
\square
\]

6.5.2 Decomposition of Discrete GNN Fourier Transforms of Even Sizes

We identify a class of finite discrete GNN models of the form \( A = M = \mathbb{C}[x]/p(x) \), where \( \deg p(x) = 2m \) is even, that can be decomposed into the induction of the form \( A = B \oplus t(x)B \). Here, \( B \) itself is a polynomial algebra that corresponds to a finite discrete GNN model; and either \( t(x) = x \) or \( t(x) = x^{-1} \).

Decomposition using transversal \((1, x^{-1})\)

**Theorem 6.5.2** Let \( b_k = 0 \) for \( 0 \leq k < n \) in (6.20). Consider the corresponding signal model (6.21), and assume that \( n = 2m \).

Let \( P_{q, \beta} \) be the polynomial transform corresponding to the signal model with the polynomial algebra \( \mathbb{C}[y]/Q_m(y) \) with basis \( q = (Q_k(y))_{0 \leq k < m} \).
Then the polynomial transform $\mathcal{P}_{b,\alpha}$ can be decomposed as follows:

$$
\mathcal{P}_{b,\alpha} = \left( J_m - J_m \right) \cdot \left( I_m \oplus \operatorname{diag} \left( \alpha_k^{-1} \right)_{m \leq k < n} \right) \cdot \left( I_2 \otimes \mathcal{P}_{q,\beta} \right) \cdot B.
$$

(6.25)

Here,

$$
B = \left( I_m \oplus S' \right) \cdot L_n^2,
$$

where $S'$ is the submatrix of $S$ in (6.22) constructed from its even rows (with indices $0, 2, \ldots, n - 2$) and odd columns (with indices $1, 3, \ldots, n - 1$).

**Proof:** It follows from Lemma [6.5.1] that, for $d = 0$, $P_n(x) = Q_m(x^2)$, where $Q_k(x)$ satisfy the recursion

$$
yQ_k(y) = a_{2k-2}a_{2k-1}Q_{k-1}(y) + (a_{2k-1}^2 + a_{2k}^2)Q_k(y) + a_{2k}a_{2k+1}Q_{k+1}(y),
$$

with $Q_0(y) = 1$ and $Q_1(y) = (y - a_0^2)/a_0a_1$. In particular, $P_n(x)$ contains only even powers of $x$.

Let $\alpha_0 < \alpha_1 < \ldots < \alpha_{n-1}$ be the $n$ distinct roots of $P_n(x)$ (since it is a separable polynomial). Then $\alpha_k = -\alpha_{n-1-k}$ for $0 \leq k < n$. Moreover, $0$ is not a root of $P_n(x)$: $P_n(0) \neq 0$.

Consider the polynomial $r(x) = x^2 \in \mathcal{A}$ and the subalgebra $\mathcal{B} = \langle r(x) \rangle$ generated by this polynomial. $r(x)$ maps $\alpha = (\alpha_k)_{0 \leq k < n}$ to $\beta = (\beta_i)_{0 \leq i < m}$, where $\beta_i = \alpha_i^2 = \alpha_{n-1-i}^2$. By Theorem [6.1.2] we obtain $\mathcal{B} \cong \mathbb{C}[y]/Q_m(y)$. Let $b^{(0)} = (Q_k(y))_{0 \leq k < m}$ be the basis of $\mathbb{C}[y]/Q_m(y)$. It corresponds to the basis $(P_{2k}(x))_{0 \leq k < m}$ of $\mathcal{B}$.

Furthermore, consider the polynomial $t(x) = (P_n(0) - P_n(x))/xP_n(0) \in \mathcal{A}$. Observe that $t(x)$ is indeed a polynomial, and $t(\alpha_k) = \alpha_k^{-1}$ for any $\alpha_k$. Thus,

$$
t(x) \equiv x^{-1} \mod P_n(x).
$$

In the remainder of the proof, we will use $t(x) = x^{-1}$.

We can use Theorem [6.2.6] to verify that $T = \{1, t(x)\}$ is a transversal of $\mathcal{B}$ in $\mathcal{A}$, such that $\mathcal{A} = \mathcal{B} \oplus t(x) \cdot \mathcal{B}$. From Theorem [6.2.5] we obtain $t(x)\mathcal{B} \cong \mathbb{C}[y]/Q_m(y)$. Let $b^{(1)} = (t(x)Q_k(r(x)))_{0 \leq k < m}$ be the basis of $\mathbb{C}[y]/Q_m(y)$. It corresponds to the basis $(x^{-1}P_{2k}(x))_{0 \leq k < m}$ of $t(x)\mathcal{B}$.
Hence, from Theorem 6.3.1 we obtain the following decomposition:

\[ P_{b,\alpha} = M \cdot P_{b(0),\beta} \oplus P_{b(1),\beta} \cdot B. \]

Here, \( B \) is the base change matrix from \( b \) to \( b^{(0)} \cup b^{(1)} \). Observe that

\[ P_{2k+1} = a_{2k}x^{-1}P_{2k} + a_{2k+1}x^{-1}P_{2k+2}. \]

Hence,

\[ B = \left( I_m \oplus S' \right) \cdot L_2^n, \]

where \( S' \) is the submatrix of \( S \) in (6.22) constructed from its even rows (with indices 0, 2, \ldots, \( n-2 \)) and odd columns (with indices 1, 3, \ldots, \( n-1 \)).

Since \( \beta_i = \alpha_i^2 = \alpha_{n-1-i}^2 \), it follows from the construction of the matrix \( M \) in Theorem 6.3.1 that

\[ M = \begin{pmatrix} J_m & -J_m \\ I_m & I_m \end{pmatrix} \cdot \left( I_m \oplus \text{diag} \left( \alpha_k^{-1} \right)_{m \leq k < n} \right). \]

Finally, by construction, \( P_{b(0),\beta} = P_{b(1),\beta} = P_{q,\beta} \). \qed

### Decomposition using transversal \( (1, x) \)

Alternatively, we can use a different transversal \( (1, x) \) for the subalgebra \( B < A \) constructed in Theorem 6.5.2. This approach leads to a different decomposition of \( P_{b,\alpha} \), as we demonstrate in the following theorem.

**Theorem 6.5.3** Let \( b_k = 0 \) for \( 0 \leq k < n \) in (6.20). Consider the corresponding signal model (6.21), and assume that \( n = 2m \).

Let \( \mathcal{P}_{q,\beta} \) be the polynomial transform corresponding to the signal model with the polynomial algebra \( \mathbb{C}[y]/Q_m(y) \) with basis \( q = \{ Q_k(y) \}_{0 \leq k < m} \).
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Then the polynomial transform $P_{b,\alpha}$ can be decomposed as follows:

$$P_{b,\alpha} = \begin{pmatrix} J_m & -J_m \\ J_m & I_m \end{pmatrix} \cdot \left( I_m \oplus \text{diag} \left( \alpha_k \right)_{m \leq k < n} \right) \cdot \left( I_2 \otimes P_{q,\beta} \right) \cdot B. \quad (6.26)$$

Here,

$$B = \left( \prod_{i=0}^{m-1} B_i \right) \cdot L_2^n,$$

Here, $B_i$ is an identity matrix except its $(m + 1 + i, m + 1 + i)$-th and $(m + i, m + 1 + i)$-th elements are equal to $1/a_{2k}$ and $-a_{2k-1}/a_{2k}$, respectively.

**Proof:** The proof is identical to the proof of Theorem 6.5.2. The only difference is that for the construction of $B$ we use the property

$$P_{2k+1}(x) = \frac{x}{a_{2k}}P_{2k}(x) - \frac{a_{2k-1}}{a_{2k}}P_{2k-1}(x).$$

We use this property to compute the bases change matrix $B$ in steps that correspond to the matrices $B_0, B_1, \ldots, B_{m-1}$. □

**Generalization to other finite discrete GNN models**

The factorizations of $P_{b,\alpha}$ constructed in Theorems 6.5.2 and 6.5.3 can be generalized to a larger class of finite discrete GNN models.

**Theorem 6.5.4** Let $b_k = d$ for $0 \leq k < n$ in (6.20), where $d \in \mathbb{R}$ is an arbitrary constant. Consider the corresponding signal model (6.21), and assume that $n = 2m$.

In addition, consider another family of orthogonal polynomials $(\tilde{P}_k(x))_{k \geq 0}$ that satisfy (6.20) with $b_k = 0$ for $0 \leq k < n$, and the same $a_k$ as for $P_k(x)$ above. Denote the corresponding signal model (6.21) as $\tilde{A} = \tilde{M} = \mathbb{C}[x]/\tilde{P}_n(x)$, and fix the basis $\tilde{b} = (\tilde{P}_k(x))_0 \leq k < n$. Denote the zeros of $\tilde{P}_n(x)$ as $\tilde{\alpha} = (\tilde{\alpha}_0, \ldots, \tilde{\alpha}_{n-1})$.

Then the polynomial transform $P_{b,\alpha}$ can be computed as follows:

$$P_{b,\alpha} = \text{diag} \left( \sqrt{\frac{P_{n-1}(\alpha_{k-1})P_n'(\alpha_k)}{\tilde{P}_{n-1}(\alpha_{k-1}-d)\tilde{P}_n'(\alpha_k-d)}} \right) \cdot P_{b,\tilde{\alpha}}. \quad (6.27)$$
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Proof: Observe that the shift matrix $S$ in (6.22) for the signal model $A = M = \mathbb{C}[x]/P_n(x)$ and the shift matrix $\tilde{S}$ for the signal model $\tilde{A} = \tilde{M} = \mathbb{C}[x]/\tilde{P}_n(x)$ are related as

$$S = \tilde{S} + dI_n.$$  

Next, observe that $S$ is symmetric. Hence, it has an orthogonal eigenvector matrix $V$, and can be factored as

$$S = V \cdot \text{diag} \left( \alpha_0, \ldots, \alpha_{n-1} \right) \cdot V^T.$$  

It follows from Section 4.3 that

$$V = P_{b,\alpha}^T D^{1/2},$$ 

where

$$D = \text{diag} \left( \frac{1}{P_{n-1}(\alpha_k)P_n'(\alpha_k)} \right)_{0 \leq k < n}.$$ 

The same applies to $\tilde{S}$. It also has an orthogonal eigenvector matrix $\tilde{V}$, and can be factored as

$$\tilde{S} = \tilde{V} \cdot \text{diag} \left( \tilde{\alpha}_0, \ldots, \tilde{\alpha}_{n-1} \right) \cdot \tilde{V}^T.$$ 

where

$$\tilde{V} = P_{\tilde{b},\tilde{\alpha}}^T \tilde{D}^{1/2},$$ 

and

$$\tilde{D} = \text{diag} \left( \frac{1}{\tilde{P}_{n-1}(\tilde{\alpha}_k)\tilde{P}_n'(	ilde{\alpha}_k)} \right)_{0 \leq k < n}.$$ 

It follows from $S = \tilde{S} + dI_n$ that $V = \tilde{V}$ and $\alpha_k = \tilde{\alpha}_k + d$ for all $k \in [100, 101]$. Hence

$$P_{b,\alpha}^T D^{1/2} = P_{\tilde{b},\tilde{\alpha}}^T \tilde{D}^{1/2},$$ 

from which we immediately derive (6.27). \qed
**Operational cost analysis.** The computation of the matrices $M$ and $B$ in Theorems 6.5.2 and 6.5.3 requires $3n/2$ operations each. In addition, the computation of the diagonal matrix $D$ in Theorem 6.5.4 requires $n$ operations. Hence, the factorization (6.27) allows us to compute $P_{b,\alpha}$ in $4n + 2C(n/2)$ operations (additions and multiplications), where $C(n/2)$ denotes the number of operations required to compute the polynomial transform $P_{q,\beta}$ of size $n/2$.

In general, we cannot apply Theorem 6.5.4 recursively to decompose $P_{q,\beta}$, since, in general, the corresponding orthogonal polynomials $(Q_m(y))_{m \geq 0}$ may not satisfy the conditions of the theorem anymore. However, we can identify a class of finite GNN models, for which Theorem 6.5.4 can be applied recursively all the way to $n = 2$, thus yielding a fast algorithm. We specify these models later in Section 6.5.4.

**Example 6.5.5** Consider the normalized Hermite polynomials $\hat{H}_k(x)$ discussed in Example 4.3.1. Let the model (6.21) be $A = M = \mathbb{C}[x]/\hat{H}_n(x)$ with basis $b = (\hat{H}_0, \ldots, \hat{H}_{n-1})$, and assume $n = 2m$.

Since the normalized Hermite polynomials satisfy the recursion

$$x\hat{H}_k(x) = \sqrt{\frac{k}{2}} \hat{H}_{k-1}(x) + \sqrt{\frac{k+1}{2}} \hat{H}_{k+1}(x),$$

and $n = 2m$ is even, we can apply either Theorem 6.5.2 or Theorem 6.5.3.
Let us apply the former, for example, in the case when $n = 6$. We obtain the decomposition

$$P_{b,\alpha} = \begin{pmatrix}
1 & -1.8892 & 1.8165 & -0.4388 & -1.1587 & 1.3714 \\
1 & -0.6167 & -0.4382 & 0.6596 & 0.1761 & -0.6385 \\
1 & 0.6167 & -0.4382 & -0.6596 & 0.1761 & 0.6385 \\
1 & 1.8892 & 1.8165 & 0.4388 & -1.1587 & -1.3714 \\
\end{pmatrix}$$

$$= \begin{pmatrix}
1 & -0.4254 \\
1 & -0.7486 \\
1 & -2.2932 \\
1 & 2.2932 \\
1 & 0.7486 \\
1 & 0.4254
\end{pmatrix} \cdot \begin{pmatrix}
1 & -0.4382 & 0.1761 \\
1 & 1.8165 & -1.1587 \\
1 & 7.1069 & 12.0053
\end{pmatrix}$$

$$\times \begin{pmatrix}
1 \\
1 \\
0.7071 \\
1 \\
1.2247 \\
1.4142
\end{pmatrix}.$$  

### 6.5.3 Decomposition of Discrete GNN Fourier Transforms of Odd Sizes

We now identify a class of finite discrete GNN models of the form $\mathcal{A} = \mathcal{M} = \mathbb{C}[x]/p(x)$, where $\deg p(x) = 2m + 1$ is odd, that can be decomposed into the induction of the form $\mathcal{A} = \mathcal{B} \oplus t(x)\mathcal{B}$. Here, $\mathcal{B}$ itself is a polynomial algebra that corresponds to a finite discrete GNN model; and $t(x) = x$. The results and decompositions are analogous to those in Section 6.5.2.
Decomposition using transversal \((1, x)\)

**Theorem 6.5.6** Let \(b_k = 0\) for \(0 \leq k < n\) in (6.20). Consider the corresponding signal model (6.21), and assume that \(n = 2m + 1\).

Let \(P_{q, \beta}\) be the polynomial transform corresponding to the signal model with the polynomial algebra \(\mathbb{C}[y]/Q_{m+1}(y)\) with basis \(q = (Q_k(y))_{0 \leq k < m+1}\).

Let \(P_{q', \beta'}\) be the polynomial transform corresponding to the signal model with the polynomial algebra \(\mathbb{C}[y]/x^{-1}Q_{m+1}(y)\) with basis \(q' = (Q_k(y))_{0 \leq k < m}\). Observe that \(\beta' = \beta \setminus \{0\}\).

Then the polynomial transform \(P_{b, \alpha}\) can be decomposed as follows:

\[
P_{p, \alpha} = \begin{pmatrix}
J_m & -J_m \\
1 & \\
I_m & I_m
\end{pmatrix} \cdot \left( I_{m+1} \oplus \text{diag} \left( \alpha_k \right)_{m+1 \leq k < n} \right) \cdot \left( P_{q, \beta} \oplus P_{q', \beta'} \right) \cdot B. \tag{6.28}
\]

Here,

\[
B = \left( \prod_{i=0}^{m-1} B_i \right) \cdot L_2^n,
\]

Here, \(B_i\) is an identity matrix except its \((m + 1 + i, m + 1 + i)\)-th and \((m + i, m + 1 + i)\)-th elements are equal to \(1/a_{2k}\) and \(-a_{2k-1}/a_{2k}\), respectively.

**Proof:** The proof is identical to the proof of Theorem [6.5.3][1]. The only difference is that now \(x\mathcal{B} \cong \mathbb{C}[y]/x^{-1}Q_{m+1}(y)\), since \(\alpha_m = 0\) is a zero of \(P_n(x)\), and \(t(0) = 0\). Hence, by Theorem [6.2.5][1] the dimension of \(x\mathcal{B}\) is \(m\).

**Generalization to other finite discrete GNN models**

Similarly to the generalization in Section [6.5.2][1] we can factorize a larger class of finite discrete GNN models.

**Theorem 6.5.7** Let \(b_k = d\) for \(0 \leq k < n\) in (6.20), where \(d \in \mathbb{R}\) is an arbitrary constant. Consider the corresponding signal model (6.21), and assume that \(n = 2m + 1\).

In addition, consider another family of orthogonal polynomials \((\tilde{P}_k(x))_{k \geq 0}\) that satisfy (6.20) with \(b_k = 0\) for all \(k \geq 0\), and the same \(a_k\) as for \(P_k(x)\) above. Denote the corresponding signal model (6.21)
As \( \tilde{\mathbf{A}} = \tilde{\mathbf{M}} = \mathbb{C}[x]/\tilde{P}_n(x) \), and fix the basis \( \tilde{\mathbf{b}} = (\tilde{P}_k(x))_0 \leq k < n \). Denote the zeros of \( \tilde{P}_n(x) \) as \( \tilde{\alpha} = (\tilde{\alpha}_0, \ldots, \tilde{\alpha}_{n-1}) \).

Then the polynomial transform \( \mathcal{P}_{b,\alpha} \) can be computed as follows:

\[
\mathcal{P}_{b,\alpha} = \text{diag} \left( \sqrt{\frac{P_{n-1}(\alpha_k)P'_{n}(\alpha_k)}{P_{n-1}(\alpha_k - d)P'_{n}(\alpha_k - d)}} \right) \cdot \tilde{\mathcal{P}}_{\tilde{b},\tilde{\alpha}}. \tag{6.29}
\]

**Proof:** The proof is identical to the proof of Theorem 6.5.7. \(\square\)

**Operational cost analysis.** Similarly to the discussion in Section 6.5.2, the computational cost of \( \mathcal{P}_{b,\alpha} \) consists of the costs of matrices \( M \) and \( B \), which add up to \( 3n \) operations; the cost of diagonal matrix \( D \), which is \( n \) operations; the cost of \( \mathcal{P}_{q,\beta} \), which is \( C((n + 1)/2) \); and the cost of \( \mathcal{P}_{q',\beta'} \).

Now, observe that the signal model \( \mathcal{A} = \mathcal{M} = \mathbb{C}[x]/x^{-1}Q_{m+1}(x) \) is not a finite GNN model of the form (6.21). In this case, it may not be clear how to compute \( \mathcal{P}_{q',\beta'} \). However, observe that

\[
\mathcal{P}_{q,\beta} = \begin{pmatrix}
Q_0(0) & Q_1(0) & Q_2(0) & \ldots & Q_m(0) \\
& & & & Q_m(\beta_1) \\
& & & & \ddots \\
& & & & Q_m(\beta_m)
\end{pmatrix}.
\]

Hence, we can compute a matrix-vector product \( \mathcal{P}_{q',\beta'} \cdot \mathbf{s} \) by appending a 0 to the input vector \( \mathbf{s} \), multiplying it with \( \mathcal{P}_{q,\beta} \), and then dropping the first output:

\[
\begin{pmatrix}
\mathcal{P}_{q',\beta'} \cdot \mathbf{s} \\
\cdot
\end{pmatrix} = \mathcal{P}_{q,\beta} \cdot \begin{pmatrix}
\mathbf{s} \\
0
\end{pmatrix}.
\]

Since we can use \( \mathcal{P}_{q,\beta} \) instead of \( \mathcal{P}_{q',\beta'} \), the total operational cost of computing \( \mathcal{P}_{b,\alpha} \) is \( 4n + 2C((n + 1)/2) \) operations.

Similarly to the discussion in Section 6.5.2, we should note that, in general, we cannot apply Theorem 6.5.7 recursively to decompose \( \mathcal{P}_{q,\beta} \), since, in general, the corresponding orthogonal polynomials \( \{Q_m(y)\}_{m \geq 0} \) may not satisfy the conditions of the theorem anymore. However, we can identify a class of
finite GNN models, for which Theorem 6.5.7 can be applied recursively all the way to \( n = 2 \), thus yielding a fast algorithm.

**Example 6.5.8** Consider the normalized Hermite polynomials \( \hat{H}_k(x) \) discussed in Example 4.3.1. Let the model (6.21) be \( A = \mathcal{M} = \mathbb{C}[x] / \hat{H}_n(x) \) with basis \( b = (\hat{H}_0, \ldots, \hat{H}_{n-1}) \), and assume \( n = 2m + 1 \).

Since the normalized Hermite polynomials satisfy the recursion

\[
x \hat{H}_k(x) = \sqrt{\frac{k}{2}} \hat{H}_{k-1}(x) + \sqrt{\frac{k+1}{2}} \hat{H}_{k+1}(x),
\]

and \( n = 2m + 1 \) is odd, we can apply Theorem 6.5.6. In the case of, for example, \( n = 5 \), we obtain the decomposition

\[
P_{b,\alpha} =
\begin{bmatrix}
1 & -2.8570 & 5.0645 & -6.0210 & 4.2150 \\
1 & -1.3556 & 0.5924 & 0.6432 & -0.9490 \\
1 & 0 & -0.7071 & 0 & 0.6124 \\
1 & 1.3556 & 0.5924 & -0.6432 & -0.9490 \\
1 & 2.8570 & 5.0645 & 6.0210 & 4.2150 \\
\end{bmatrix}
\]

\[
= \begin{bmatrix}
1 & -2.0202 \\
1 & -0.9586 \\
1 & 0.9586 \\
1 & 2.0202 \\
\end{bmatrix}
\begin{bmatrix}
1 & -0.7071 & 0.6124 \\
1 & 0.5924 & -0.9490 \\
1 & 5.0645 & 4.2150 \\
1 & 5.0645 \\
\end{bmatrix}
\oplus
\begin{bmatrix}
1 & 0.5924 \\
1 & 5.0645 \\
\end{bmatrix}
\]

\[
= \begin{bmatrix}
1.4142 \\
1 \\
1 \\
1 \\
\end{bmatrix}
\cdot
\begin{bmatrix}
1 & -0.8165 \\
1 & 0.8165 \\
\end{bmatrix}
\]
6.5.4 Fast Algorithm for Discrete GNN Fourier Transforms

As we demonstrated in Sections 6.5.2 and 6.5.3 if \( b_k = d \) for \( 0 \leq k < n \) in (6.20), then we can factorize polynomial transform \( \mathcal{P}_{b,\alpha} \) for the finite discrete GNN model (6.21) using Theorems 6.5.4 and 6.5.7. The factorization allows us to compute \( \mathcal{P}_{b,\alpha} \) using at most

\[
4n + 2C\left(\frac{n+1}{2}\right)
\]

operations, where \( C\left(\frac{n+1}{2}\right) \) is the operational cost of computing \( \mathcal{P}_{q,\beta} \) of size \( n/2 \) or \((n + 1)/2 \) (hence, \( \lfloor \frac{n+1}{2} \rfloor \)).

Recursive decomposition

If we can recursively apply the theorems from Sections 6.5.2 and 6.5.3 to the resulting two polynomial transforms \( \mathcal{P}_{q,\beta} \) of size \( \lfloor \frac{n+1}{2} \rfloor \), we can further reduce the computational cost of \( \mathcal{P}_{b,\alpha} \) to, at most,

\[
8n + 4C\left(\frac{n+1}{4}\right)
\]

operations. Now, \( C\left(\frac{n+1}{4}\right) \) indicates the cost of discrete GNN transforms of size \( \lfloor \frac{n+1}{4} \rfloor \).

The question is what the necessary conditions are that allow us to decompose \( \mathcal{P}_{q,\beta} \) recursively into two smaller discrete GNN transforms. The following lemmas provides such conditions.

**Lemma 6.5.9** Let \( n = 2m \). Consider the model (6.21), and assume that Theorem 6.5.4 applies to the corresponding \( \mathcal{P}_{b,\alpha} \), such that

\[
\mathcal{P}_{b,\alpha} = M \cdot \left( I_2 \otimes \mathcal{P}_{q,\beta} \right) \cdot B.
\]

Then we can apply Theorem 6.5.4 to \( \mathcal{P}_{q,\beta} \), if the coefficients \( a_k \) in (6.20) satisfy the conditions

\[
a_0^2 = a_{2k-1}^2 + a_{2k}^2 \quad (6.30)
\]

for \( 1 \leq k \leq \lfloor (n - 1)/2 \rfloor \).
Proof: Consider the polynomials \( \tilde{P}_k \) constructed in Theorem 6.5.4 and the corresponding model \( \mathcal{A} = \mathcal{M} = \mathbb{C}[x]/\tilde{P}_n(x) \). The subalgebra \( \mathcal{B} \cong \mathbb{C}[x]/Q_m(y) \) has the basis \( q = (Q_0(y), \ldots, Q_{m-1}(y)) \) of orthogonal polynomials that satisfy

\[
y Q_k(y) = a_{2k-2}a_{2k-1}Q_{k-1}(y) + (a_{2k-1}^2 + a_{2k}^2)Q_k(y) + a_{2k}a_{2k+1}Q_{k+1}(y),
\]

with \( Q_0(y) = 1 \) and \( Q_1(y) = (y - a_0^2)/a_0a_1 \) (we set \( d = 0 \) in Lemma 6.5.1).

If we now re-define \( a_k \) and \( b_k \) in (6.20) as

\[
\begin{align*}
a_k &:= a_{2k}a_{2k+1}, \\
b_0 &:= a_0^2, \\
b_k &:= a_{2k-1}^2 + a_{2k}^2.
\end{align*}
\]

and assume that the condition (6.30) holds, we immediately observe that Theorem 6.5.4 applies to the model \( \mathcal{B} \cong \mathbb{C}[x]/Q_m(y) \) with basis \( q = (Q_0(y), \ldots, Q_{m-1}(y)) \).

An identical lemma applies in the case \( n = 2m + 1 \). We state it here without a proof.

**Lemma 6.5.10** Let \( n = 2m + 1 \). Consider the model (6.21), and assume that Theorem 6.5.7 applies to the corresponding \( \mathcal{P}_{b,\alpha} \), such that

\[
\mathcal{P}_{b,\alpha} = M \cdot \left( \mathcal{P}_{q,\beta} \oplus \mathcal{P}_{q',\beta'} \right) \cdot B.
\]

Then we can apply Theorem 6.5.7 to \( \mathcal{P}_{q,\beta} \), if the coefficients \( a_k \) in (6.20) satisfy the conditions

\[
a_0^2 = a_{2k-1}^2 + a_{2k}^2
\]

for \( 1 \leq k \leq \lfloor (n-1)/2 \rfloor \).

**Fast algorithms**

Suppose we can recursively construct such factorizations for every polynomial transform of ever decreasing sizes, until we reach polynomial transforms of size 1. Let us indicate the operational cost of a discrete
GNN transform obtained at the \( i \)-th decomposition step with \( C_i(n) \), where \( n \) is the size of this transform. Then, by constructing the factorization of \( P_{p,\alpha} \) until we reach polynomial transforms of size 1, we obtain a computational algorithm that requires approximately

\[
C_0(n) = 4n + 2C_1\left(\left\lfloor \frac{n+1}{2} \right\rfloor\right) = 8n + 4C_2\left(\left\lfloor \frac{n+1}{4} \right\rfloor\right) \approx 4n \log_2 n
\]

operations.

It is now a straightforward task to identify the finite GNN models, for which such factorizations can be performed. Here, we provide the simplest scenario when \( n \) is a power of 2. This example gives an idea of how these conditions are derived. Similar conditions can be derived for other sizes \( n \), since at each decomposition step we can apply Theorem 6.5.4 or 6.5.7, depending on the parity of the size of polynomial transforms in the factorization.

The following theorem identifies a class of finite discrete GNN models, for which we can compute \( P_{b,\alpha} \) in \( 4n \log_2 n \) operations.

**Theorem 6.5.11**  Consider the finite discrete GNN model (6.21). Let \( n \) be a power of 2, i.e. \( \log_2 n \in \mathbb{N}_0 \). Assume that

\[
P_n(x) = (x^2 - d_0) \circ \cdots \circ (x^2 - d_{\log_2 n - 1}), \tag{6.32}
\]

where \( \circ \) denotes the composition of polynomials:

\[
f(x) \circ g(x) = f(g(x)).
\]

Then the corresponding discrete GNN transform \( P_{b,\alpha} \) can be computed using \( 4n \log_2 n \) operations.

**Proof:** The proof follows immediately from the recursive application of Theorem 6.5.4 that is justified by Lemma 6.5.9. \( \square \)
Observe that the GNN models described in Theorem 6.5.11 include (but are not limited to) the models for the discrete cosine and sine transforms. Moreover, the algorithms can be made numerically stable by orthogonalizing the corresponding polynomial transforms, as explained in Section 4.3.

Finally, notice that polynomial transforms associated with finite discrete GNN models described in Theorem 6.5.11 can also be decomposed using other methods [6]. However, this is only possible in the case when \( n \) is a power of 2. As mentioned above, our approach allows us to construct fast algorithms for finite GNN transforms of other sizes as well.

**Sufficient condition.** The necessary condition in Theorem 6.5.11 is also a sufficient condition. Namely, for any polynomial \( P_n(x) \) that can satisfy (6.32), there exists a list of orthogonal polynomials \( (P_k(x))_{0 \leq k < n} \) that satisfy the recursion (6.20) with \( b_k = 0 \). To find the recursion coefficients, we solve the following system of equations for the given values of \( d_0, \ldots, d_{\log_2 n - 1} \):

\[
\bigcup_{\ell=0}^{\log_2 n - 1} \left\{ \prod_{i=0}^{2^\ell - 1} a_i c_i = d_\ell, \left( \prod_{i=0}^{2^\ell - 1} a_{2^\ell+1m-2^\ell+i}c_{2^\ell+1m-2^\ell+i} + \prod_{i=0}^{2^\ell - 1} a_{2^\ell+1m+i}c_{2^\ell+1m+i} = d_\ell \right)_{1 \leq m < n/2^\ell + 1} \right\}.
\]
Chapter 7

Applications

In this chapter, we discuss potential applications of the theory of GNN signal models developed in Chapters 4 through 6.

7.1 Fast Signal Transforms

We can apply the module induction approach to construct novel fast algorithms for various discrete signal transform that correspond to different signal models. Notice that the choice of models is not limited to only the time model and various GNN models.

7.1.1 General-Radix Britanak-Rao FFT

We derive a novel fast general-radix algorithms for $\text{DFT}_n$. It requires $O(n \log n)$ operations. To the best of our knowledge, this algorithm has not been reported in the literature.

In [59], Britanak and Rao derived a fast algorithm for $\text{DFT}_{2m}$ that can be written as the factorization

$$\text{DFT}_{2m} = X_{2m}^{2m} \left( I_m \oplus Z_m^{-1} \right) D_m^{2m} \left( \text{DCT-I}_{m+1} \oplus \text{DST-I}_{m-1} \right) B_m^{2m}.$$ 

Matrices $D_m^{2m}$, $B_m^{2m}$, and $X_m^{2m}$ are specified in (C.4)-(C.6) by setting $k = 1$.

In Appendix C.1 we derive the following general-radix version of this algorithm:
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Theorem 7.1.1

\[
\text{DFT}_{2kn} = I_{2kn}^2 \left( I_{2m} \otimes \text{DFT}_k \right) X_{2km}^2 L_{2km}^2 \left( I_m \oplus Z_m^{-1} \oplus I_{2(k-1)m} \right) D_{kn}^2 \\
\times \left( \text{DCT-I}_{m+1} \oplus \text{DST-I}_{m-1} \oplus I_{k-1} \oplus (\text{DCT-II}_m \oplus \text{DST-II}_m) \right) B_{kn}^2.
\]

Here, \( D_{kn}^2 \) is a diagonal matrix, and \( B_{kn}^2 \) and \( X_{2km}^2 \) are 2-sparse matrices (that is, with each row containing only two non-zero entries) specified in \( \text{C.2-\( \text{C.6} \).} \)

This factorization is obtained by inducing a subalgebra \( \mathcal{B} = \langle \frac{x^k + x^{-k}}{2} \rangle \) of an algebra \( \mathcal{A} = \mathbb{C}[x]/(x^{2km} - 1) \) with transversal \( t_0(x) = 1, t_1(x) = \frac{x^k - x^{-k}}{2}, t_{2j}(x) = x^j (x^j + 1)/2, \) and \( t_{2j+1}(x) = x^j (x^j - 1)/2 \) for \( 1 \leq j < k \).

\( \text{DFT}_k \) requires \( O(k \log k) \) operations; \( \text{DCT-I}_{m+1}, \text{DST-I}_{m-1}, \text{DCT-II}_m, \text{and DST-II}_m \) require \( O(m \log m) \) operations each \( [2,5] \). \( D_{kn}^2 \) requires \( n = 2km \) operations and \( B_{kn}^2 \) and \( X_{2km}^2 \) each require \( 3n \) operations. Hence, the algorithm for \( \text{DFT}_n \) in Theorem 7.1.1 requires \( O(n \log n) \) operations.

7.1.2 General-Radix Wang Algorithm for DCT-4

We also derive a novel fast general-radix algorithms for \( \text{DCT-IV}_n \). It requires \( O(n \log n) \) operations. To the best of our knowledge, this algorithm has not been reported in the literature.

In \( [66] \), Wang derived a fast algorithm for \( \text{DCT-IV}_{2m} \) that can be written as the factorization

\[
\text{DCT-IV}_{2m} = K_2^{2m} \cdot \bigoplus_{j=0}^{m-1} \begin{pmatrix}
\cos \frac{2m-2j-1}{8m} \pi & (-1)^j \cos \frac{2j+2-2m}{8m} \pi \\
\cos \frac{2j+2-2m}{8m} \pi & (-1)^{j+1} \cos \frac{2m-2j-1}{8m} \pi
\end{pmatrix}
\times (\text{DCT-III}_m \otimes I_2)(K_2^{2m})^T \cdot \begin{pmatrix}
1 & L_2^{2(m-1)} \cdot I_{m-1} \otimes \text{DFT}_2
\end{pmatrix}.
\]

In Appendix \( \text{C.2} \) we derive the following general-radix version of this algorithm:
Theorem 7.1.2

\[
\text{DCT-IV}_{2km} = K_k^{2km} (K_2^{2m} \otimes \text{DCT-IV}_k) Y_m^{2km} \cdot (\text{DCT-III}_m \otimes L_2^{2k}) (K_{2k})^T \times I_k \otimes \begin{pmatrix} 1 \\ L_2^{2(m-1)} \cdot I_{m-1} \otimes \text{DFT}_2 \\ 1 \end{pmatrix} (K_{2m}^{2km})^T.
\]

Here, \( Y_m^{2km} \) is a 2-sparse matrix specified in (C.10).

This factorization is obtained by inducing a subalgebra \( \mathcal{B} = \langle T_{2k}(x) \rangle \) of an algebra \( \mathcal{A} = \mathbb{C}[x]/T_{2km}(x) \) with transversal \( t_{2j}(x) = V_j(x) \) and \( t_{2j+1}(x) = W_j(x)(V_{2k-1}(x) - V_{2k}(x))/2 \) for \( 0 \leq j < k \).

DCT-IV \( k \) requires \( O(k \log k) \) operations, and DCT-III \( m \) requires \( O(m \log m) \) operations [2, 5]. \( Y_m^{2km} \) requires \( 3n \) operations, where \( n = 2km \). Hence, the algorithm for DCT-IV \( n \) in Theorem 7.1.2 requires \( O(n \log n) \) operations.

7.2 Compression of ECG Signals

In [102], we use the finite GNN model based on normalized Hermite polynomials to efficiently compress electrocardiographic signals.

7.2.1 Processing of ECG Signals

Many signals encountered in electrophysiology often have (or can be assumed to have) a compact support. These signals usually represent the impulse response of a system (organ) to an electrical stimulation recorded on the body surface. Examples include electrocardiographic (ECG), electroencephalographic, and myoelectric signals.

Visual analysis of long-term repetitive electrophysiological signals, especially in real time, is a tedious task that requires the presence of a human operator. Computer-based systems have been developed to facilitate this process. For efficient storage, automatic analysis and interpretation, electrophysiological signals are usually represented by a set of features, either heuristic, such as duration and amplitude, or formal, such as coefficients of the expansion in an orthogonal basis. In the latter case, a continuous basis can be used,
and the projection and reconstruction of a compact-support signal are computed using numerical methods for integral approximation, such as a numerical quadrature. Alternatively, a discrete basis can be used, and a discrete signal transform, such as DFT or DCT, can be applied to a digitized signal—obtained by sampling a continuous one.

In both continuous and discrete cases, usually only a few projection coefficients are used for the storage and reconstruction of a signal, leading to a reconstruction error. The goal of the compression optimization is to minimize the error while achieving the greatest compression (for example, by using the fewest coefficients possible).

We study the compression of QRS complexes, which are the most characteristic waves of ECG signals [103]. The structure of an ECG signal and an example QRS complex are shown in Fig. 7.1. In particular, we examine the expansion of QRS complexes into the basis of Hermite functions. Such functions, in their continuous form, provide a highly suitable basis for the representation and compression of QRS complexes [103–106]. However, as we discuss in Section 7.2.3 the reported computer implementations of such expansion suffer from certain limitations, such as the inability to obtain an exact reconstruction of a signal, large computational cost, and an a priori selection of coefficients for reconstruction.
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We propose an improved compression algorithm for QRS complexes that expands digitized signals into the basis of discrete Hermite functions, obtained by sampling the continuous Hermite functions at specific points, not necessarily on a uniform grid. This approach is based on the results obtained Chapters 4 and 6. The proposed algorithm achieves the perfect reconstruction of signals, has a lower computational cost, and allows us to choose coefficients for reconstruction from a larger pool of coefficients. Experiments comparing the approximation accuracy demonstrate that the new algorithm performs on par with other algorithms for low compression ratios (less than 4.5), and outperforms them for higher compression ratios.

7.2.2 Expansion into Hermite Functions

Hermite functions

Consider the family of normalized Hermite polynomials $\tilde{H}_\ell(t), \ell \geq 0$, discussed in Example 4.3.1. Recall that they satisfy recursion (4.14), and hence can be constructed for $\ell \geq 2$ as

$$H_\ell(t) = \sqrt{\frac{2}{\ell}} H_{\ell-1}(t) - \sqrt{\frac{\ell-1}{\ell}} H_{\ell-2}(t),$$

with $H_0(t) = 1$ and $H_1(t) = \sqrt{2}t$. These polynomials are orthogonal on the real line $\mathbb{R}$ with respect to the weight function $e^{-t^2}$:

$$\int_{\mathbb{R}} \tilde{H}_\ell(t) \tilde{H}_m(t) e^{-t^2} dt = \sqrt{\pi} \cdot \delta_{\ell-m}. \quad (7.1)$$

It immediately follows that functions

$$\varphi_\ell(t, \sigma) = \pi^{-1/4} e^{-t^2/2\sigma^2} \tilde{H}_\ell(t/\sigma) \quad (7.2)$$

are orthonormal on $\mathbb{R}$ with respect to the inner product

$$\langle \varphi_\ell(t, \sigma), \varphi_m(t, \sigma) \rangle = \int_{\mathbb{R}} \varphi_\ell(t, \sigma) \varphi_m(t, \sigma) dt = \delta_{\ell-m}. \quad (7.3)$$

These functions are called Hermite functions. The set of Hermite functions $\{\varphi_\ell(t, \sigma)\}_{\ell \geq 0}$ is an orthonormal basis in the Hilbert space of continuous functions defined on $\mathbb{R}$. Any such function $s(t)$ can be
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represented as

\[ s(t) = \sum_{\ell \geq 0} c_\ell \varphi_\ell(t, \sigma), \tag{7.4} \]

where

\[ c_\ell = \langle s(t), \varphi_\ell(t, \sigma) \rangle = \int_{\mathbb{R}} s(t) \varphi_\ell(t, \sigma) dt. \]

The first four Hermite functions are shown in Fig. 7.2. Notice that each \( \varphi_\ell(t, \sigma) \) quickly approaches zero as the value of \( |t| \) increases, since \( H_\ell(t/\sigma) \) is a polynomial of degree \( \ell \), and, as \( |t| \to \infty \), \( e^{-t^2/2\sigma^2} H_\ell(t/\sigma) \to 0 \). Hence, we can assume that each Hermite function has a compact support. In particular, we assume that first \( L \) Hermite functions have the same compact support \([ -T_\sigma, T_\sigma ]\), such that \( \varphi_\ell(t, \sigma) = 0 \) for \( t \notin [ -T_\sigma, T_\sigma ] \), where \( 0 \leq \ell < L \), and \( T_\sigma \) is a suitably chosen constant that depends on \( \sigma \) and \( L \). If \( s(t) \) also has a compact support of \([ -T_\sigma, T_\sigma ]\), then we can compute the coefficients \( c_\ell \) with a finite integral:

\[ c_\ell = \int_{\mathbb{R}} s(t) \varphi_\ell(t, \sigma) dt = \int_{-T_\sigma}^{T_\sigma} s(t) \varphi_\ell(t, \sigma) dt. \tag{7.5} \]

**Compression**

In practical applications, only a finite number \( M \) of Hermite functions are used to represent the signal \( s(t) \) in (7.4). Accordingly, only a few \( a \) priori selected coefficients \( c_{\ell_0}, \ldots, c_{\ell_{M-1}} \) are computed. Here, \( c_{\ell_k} \) corresponds to \( \varphi_{\ell_k}(t, \sigma) \) in (7.5). Alternatively, a larger pool of coefficients can be computed, from which \( M \) ones are selected. It is well-known that for an orthonormal basis selecting coefficients with the largest magnitude minimizes the approximation error computed as the energy of the difference between the signal \( s(t) \) and its approximation with \( M \) basis functions.

**Digital implementation**

A computer-based computation of the coefficient (7.5) and the Hermite expansion (7.4) has to be performed in the discrete form. The integral in (7.5) can be computed with a numerical quadrature using, for example, a rectangle rule:

\[ c_\ell = \int_{-T_\sigma}^{T_\sigma} s(t) \varphi_\ell(t, \sigma) dt \approx \sum_{k=-K}^{K} s(\tau_k) \varphi_\ell(\tau_k, \sigma)(t_k - t_{k-1}). \tag{7.6} \]
Here, \(-T = t_{-K-1} < t_{-K} < \ldots < t_{K-1} < t_K = T\), and each \(t_{k-1} \leq \tau_k \leq t_k\). The signal is then approximated with \(M\) Hermite functions as

\[
\hat{s}(\tau_k) = \sum_{m=0}^{M-1} c_m \varphi_m(\tau_k, \sigma). 
\] (7.7)

Let \(t_k\) be such that \(t_k - t_{k-1} = \Delta\) for all \(k\). Then (7.6) and (7.7) can be expressed in the matrix-vector notation. Let

\[
\begin{align*}
    \mathbf{s} &= \begin{pmatrix} s(\tau_{-K}) \vdots s(\tau_K) \end{pmatrix}, \\
    \mathbf{c} &= \begin{pmatrix} c_0 \vdots c_{M-1} \end{pmatrix}, \\
    \hat{\mathbf{s}} &= \begin{pmatrix} \hat{s}(\tau_{-K}) \vdots \hat{s}(\tau_K) \end{pmatrix}.
\end{align*}
\]

Then

\[
\mathbf{c} = \Delta \Phi^T \mathbf{s} \quad \text{and} \quad \hat{\mathbf{s}} = \Phi \mathbf{c}, 
\] (7.8)

where \(\Phi \in \mathbb{R}^{(2K+1) \times M}\), such that its \(m\)-th column is the \(\ell_m\)-th Hermite function sampled at the points

Figure 7.2: First four Hermite functions (plotted for the same scale \(\sigma\)).
\[ \Phi_{k,m} = \varphi_{m}(\tau_k, \sigma) \]

for \(-K \leq k \leq K, 0 \leq m < M\).

Observe that for perfect reconstruction \(\hat{s} = s\), \(\Phi\) must be an orthogonal matrix: \(\Phi\Phi^T = I_{2K+1}\).

**Compression of QRS complexes: Previous work**

The compression of QRS complexes using the expansion into continuous Hermite functions has been studied in [103–106]. It was originally motivated by the visual similarity of QRS complexes, centered around their peaks, and Hermite functions, as can be observed from Figs. 7.1 and 7.2. Varying the value of \(\sigma\) allows us to “stretch” or “compress” the Hermite functions \(\varphi_{\ell}(t, \sigma)\) to optimally match a given QRS complex.

Since ECG signals are usually available as discrete signals equidistantly sampled at \(\tau_k = k\Delta\), previous works used \(t_k = \tau_k = k\Delta\) in (7.8). In addition, they proposed to use only the first \(M\) Hermite functions \(\varphi_0(t, \sigma), \ldots, \varphi_{M-1}(t, \sigma)\) for the approximation of QRS complexes.

In Section 7.2.3, we propose an improved compression algorithm that re-samples ECG signals at non-equidistant points, and uses \(M\) Hermite functions that have the largest coefficients \(c_{\ell}\).

**Hermite polynomial transforms**

Recall from Example 4.3.1 that the polynomial transform (4.22) for normalized Hermite polynomials satisfies the condition

\[ \mathcal{P}_{P,\alpha}^{-1} = \mathcal{P}_{P,\alpha}^T D, \]

where \(D \in \mathbb{R}^{n \times n}\) is a diagonal matrix whose \(k\)-th diagonal element is \(\sqrt{2/n}P_{n-1}(\alpha_k)P'_n(\alpha_k)\).

Using the decomposition algorithms for polynomial transforms derived in Section 6.5, a matrix-vector product with \(\mathcal{P}_{P,\alpha}\) can be computed with approximately \(3n + n^2/4\) operations for small values of \(n\), and \(3n + 21.5n \log_2(n/2)\) operations for large \(n\), instead of \(n^2\) and \(43n \log_2 n\), respectively [74]. As a result, the cost is reduced approximately by a factor of 2. Similarly, we can use (7.9) to compute a matrix-vector product with \(\mathcal{P}_{P,\alpha}^{-1}\) with only \(4n + n^2/4\) and \(4n + 21.5n \log_2(n/2)\) operations instead of \(n^2\). This reduction of the computational cost is especially significant for large values of \(n\).
7.2. Proposed Algorithm

The compression algorithm based on the expansion into continuous Hermite functions has several important limitations. It does not achieve the perfect reconstruction of a signal \( s \), since \( \Phi \Phi^T \neq I_{2K+1} \) for \( \tau_k = k\Delta \). As a result, \( \hat{s} \) will not converge to \( s \), regardless of the number \( M \) of Hermite functions used for the construction of an approximation. This problem could be solved by setting \( M = 2K + 1 \) and using \( \Phi^{-1} \) instead of \( \Phi^T \) to compute \( e \) in (7.8). However, the matrix-vector product \( \Phi^{-1}s \) requires \( O((2K + 1)^2) \) operations. This cost can be prohibitive for large \( K \), and makes this approach impractical. Finally, the solution suggested in previous works, that uses the first \( M \) Hermite functions, may not be the optimal choice for the construction of \( \hat{s} \) with \( M \) basis functions.

**Algorithm modifications.** In Section 7.2.2 the parameter \( \sigma \) was used to “stretch” and “compress” the Hermite functions \( \varphi_k(t, \sigma) \) relatively to the signal \( s(t) \). Alternatively, we can fix \( \sigma = 1 \), and introduce a parameter \( \lambda \) to “stretch” and “compress” signal \( s(t\lambda) \). In this case the numerical quadrature (7.6) becomes

\[
c_\ell = \int_{-T_\lambda}^{T_\lambda} s(t\lambda) \varphi_\ell(t,1) dt \approx \sum_{k=-K}^{K} s(\tau_k \lambda) \varphi_\ell(\tau_k,1)(t_k - t_{k-1}).
\]

Furthermore, we use different, non-equispaced sampling points. Let \( \tau_k = \alpha_k + K, -K \leq k \leq K \), be the roots of the Hermite polynomial \( H_{2K+1}(t) \), and define polynomials \( P_\ell(t) = \frac{1}{\sqrt{2^\ell \ell!}} H_\ell(t) \). Then \( \Phi \) in (7.8) has the form

\[
\Phi = \pi^{-1/4} WP_{P,\alpha},
\]

where \( W = \text{diag} \left( e^{-\alpha_k^2/2} \right)_{0 \leq k \leq 2K+1} \) is a diagonal matrix, and \( P_{P,\alpha} \) is given in (2.20).

Finally, if \( M = 2K + 1 \), then it follows from (7.9) that the columns of \( \Phi \) form an orthogonal basis:

\[
\Phi \Phi^T = \pi^{-1/2} W^2 D^{-1} = \Lambda.
\]

Thus, to account for the vector norms, we must pre-multiply the input signal \( s \) with the weight matrix \( \Lambda^{-1} \).

**Proposed algorithm.** The proposed compression algorithm operates as follows. First, we sample ECG
signal \( s(t) \) at sampling points \( \alpha_{k+K}\lambda, -K \leq k \leq K \), to obtain a vector of samples

\[
\mathbf{s} = \left( s(\alpha_0\lambda), s(\alpha_1\lambda), \ldots, s(\alpha_{2K}\lambda) \right)^T.
\]

Then we compute vector of expansion coefficients

\[
\mathbf{c} = \Delta \Phi^T \Lambda^{-1} \mathbf{s},
\]

where \( \Phi \) and \( \Lambda \) are given in (7.10) and (7.11). Finally, we construct vector \( \hat{\mathbf{c}} \) by keeping only \( L \) coefficients with the largest magnitudes in \( \mathbf{c} \) and setting others to zero. Then we use \( \hat{\mathbf{c}} \) to obtain signal approximation

\[
\hat{s} = \Delta^{-1} \Phi \hat{\mathbf{c}}.
\]

**Advantages.** The proposed algorithm addresses all limitations of the original compression algorithms based on continuous Hermite functions. The exact reconstruction of signals can be achieved by using all \( L = 2K + 1 \) coefficients to obtain \( \hat{\mathbf{c}} \). Further, to minimize the approximation error, we can compute all coefficients \( c_\ell \) for \( 0 \leq \ell < 2K + 1 \), and only after that pick a few to obtain \( \hat{\mathbf{c}} \). This is a practical approach, since the computational cost of both \( \Phi \) and \( \Phi^T \) is now smaller, as explained in Section 7.2.2.

### 7.2.4 Experiments

**Setup**

In order to analyze the performance of the proposed compression algorithm, we study the compression of QRS complexes extracted from ECG signals obtained from the MIT-BIH ECG Compression Test Database [107]. A total of \( N = 29 \) QRS complexes are used. Each complex is available as a discrete signal of length \( 2K + 1 = 27 \), and represents a continuous signal of duration 104 milliseconds sampled at 250 Hz.

For the original compression algorithm that uses continuous Hermite functions, we compute \( 2K + 1 \) coefficients \( c_0, \ldots, c_{26} \). Among them, we select \( 1 \leq L \leq 27 \) coefficients with the largest magnitude,
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Figure 7.3: A QRS complex and its approximations with 10% and 5% errors.

We construct the approximation $\hat{s}$ using the transpose of $\Phi$, and compute the approximation error

$$E_L = \frac{||\hat{s} - s||_2}{||s||_2}.$$

For the new compression algorithm, we have to re-sample the QRS complexes at points $\tau_k \lambda$ proportional to the roots $\tau_k$ of $P_{2K+1}(t)$. To do so, we interpolate the available discrete signals with $sinc$ functions, and sample it at points $\tau_k \sigma$. Then we compute $2K + 1$ coefficients, select $L$ ones with the largest magnitude, construct the approximation using the inverse transform, and compute the approximation error.

In addition, we study the accuracy of compression algorithms based on two widely-used orthogonal discrete signal transforms—DFT and DCT. As above, we apply the transforms to $s$, select $L$ largest coefficients, and compute the approximation error of the reconstruction $\hat{s}$.

The purpose of the experiment is to obtain average approximation errors of 10% and 5% with the fewest coefficients possible. We assume that approximations that capture 90% or 95% of the energy of a QRS complex is sufficient to represent its important features for correct analysis and interpretation. Fig. 7.3 gives
an example of such approximations.

**Results**

The average approximation errors that were computed during the experiments are plotted in Fig. 7.4. Here, Fig. 7.4(a) shows all approximation errors, and Fig. 7.4(b) shows only the ones less than 10%. The x-axis shows the number of coefficients used for reconstruction, and the y-axis shows the errors.

To obtain the average reconstruction error of 10%, our algorithm requires only \( L = 5 \) coefficients out of \( 2K + 1 = 27 \) (compression ratio 5.4), while the original Hermite algorithm requires 6 coefficients, and DFT and DCT-based algorithms require 7 coefficients (4.5 and 3.86, respectively). To obtain the error of 5%, our algorithm, as well as the ones based on DFT and DCT, requires 8 coefficients (compression ratio 3.5), while the original Hermite algorithm requires 17 coefficients (1.6).

**Discussion**

As we observe from Fig. 7.4, the new compression algorithm has the lowest approximation error among all algorithms if the compression ratio is 4.5 or higher; i.e., if we use up to 6 out of 27 coefficients for reconstruction. For lower compression ratios, it performs on par with the algorithms based on DFT and DCT, and significantly outperforms the original Hermite algorithm.

The choice of the values for parameters \( \sigma \) and \( \lambda \) is crucial for optimal representation of signals. We have obtained the best results using \( \sigma = \lambda = 0.017 \) for all \( N = 29 \) test signals (these values are for variables \( t \) and \( \tau_k \) measured in seconds). However, in computer-based systems these parameters can be adjusted automatically for each ECG signal to achieve a yet higher accuracy of compression and approximation.

### 7.3 Gauss-Markov Random Fields

In this section, we discuss the connection of finite discrete GNN models and Gauss-Markov random fields that was originally suggested in [3]. In particular, we demonstrate that generalized discrete Fourier transform for the finite GNN model is precisely the Karhunen-Loève transform matrix for a suitably defined first-order Gauss-Markov random fields. This link provides an educational insight into the similarities of the
Figure 7.4: Average approximation errors for different compression algorithms.

(a) All errors.

(b) Errors less than 10%.
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deterministic and stochastic signal processing points of view.

Consider \( n \) random variables \( \xi_0, \ldots, \xi_{n-1} \) that satisfy the difference equation

\[
\xi_k = a_{k-1} \xi_{k-1} + b_k \xi_k + a_k \xi_{k+1} + \nu_k,
\]

(7.12)

where \( \nu_k \) is a zero-mean Gaussian noise. \( (\xi_k)_{0 \leq k < n} \) are called a first-order Gauss-Markov random field defined on the finite lattice \( 0 \leq k < n \). We assume zero (Dirichlet) boundary conditions \( \xi_{-1} = 0 \) and \( \xi_n = 0 \).

The Karhunen-Loève transform diagonalizes the covariance matrix \( \Sigma \) of the above Gauss-Markov random fields, as well as its inverse. As demonstrated in \( [108, 109] \), the inverse of the covariance matrix \( \Sigma \), called the potential matrix, is

\[
\Sigma^{-1} = \begin{pmatrix}
 b_0 & a_0 \\
 a_0 & b_1 & a_1 \\
 & \ddots & \ddots & \ddots \\
 a_{n-3} & b_{n-2} & a_{n-2} \\
 & a_{n-2} & b_{n-1}
\end{pmatrix}.
\]

(7.13)

Observe that it corresponds to the matrix representation of the basic shift (4.20) of the finite GNN model (4.16). As immediately follows from Section 4.3, the Karhunen-Loève transform of the Gauss-Markov random fields (7.12) is exactly the orthogonalized discrete GNN Fourier transform \( \mathcal{D}^{-1/2} \mathcal{P}_{b,\alpha} \) defined in (4.19).

7.4 Climate Modeling

In this section, we briefly discuss the need for fast computational algorithms for discrete GNN transforms that arises in the climate modeling. For more detailed description of climate modeling we refer readers to \( [110, 111] \).
Many computational climate models include integrals of the following form:

$$
\int_0^\pi f(\cos \omega) P_\ell(\cos \omega) d\omega,
$$

where $0 \leq \ell < n$, and $P_\ell(x)$ are Legendre polynomials discussed in Appendix A. Parameter $\omega$ corresponds to the latitude of a location.

It has been shown that for the functions $f(x)$ of interest to the climate modeling, such integrals can be computed exactly using the Gaussian quadrature

$$
\int_{-1}^{1} f(x) P_\ell(x) dx = \sum_{k=0}^{n-1} a_k P_\ell(\alpha_k),
$$

where $\alpha_k$ are roots of $P_n(x)$ and $a_k$ are properly selected coefficients that depend on $f(x)$.

Hence, we need to calculate the following matrix-vector product:

$$
\begin{pmatrix}
\int_{-1}^{1} f(x) P_0(x) dx \\
\int_{-1}^{1} f(x) P_1(x) dx \\
\vdots \\
\int_{-1}^{1} f(x) P_{n-1}(x) dx
\end{pmatrix}
= 
\begin{pmatrix}
P_0(\alpha_0) & P_0(\alpha_1) & \ldots & P_0(\alpha_{n-1}) \\
P_1(\alpha_0) & P_1(\alpha_1) & \ldots & P_1(\alpha_{n-1}) \\
\vdots & \vdots & \vdots & \vdots \\
P_{n-1}(\alpha_0) & P_{n-1}(\alpha_1) & \ldots & P_{n-1}(\alpha_{n-1})
\end{pmatrix}
\begin{pmatrix}
a_0 \\
a_1 \\
\vdots \\
a_{n-1}
\end{pmatrix}.
$$

The matrix above is precisely the transpose of the discrete GNN transform of the finite discrete GNN model $\mathcal{A} = \mathcal{M} = \mathbb{C}[x]/P_n(x)$ with basis $(P_0(x), P_1(x), \ldots, P_{n-1}(x))$. Using the module induction approach developed in Chapter 6 we can reduce the computational cost of this transform.

### 7.5 Other Application

In addition, the infinite and finite GNN signal models can be applied in other areas. We discuss two examples below.
Signal compression

Efficient signal representation and compression may require a suitable signal expansion basis. In addition to the examples and applications discussed throughout this thesis, other applications include the use of Hermite polynomials for image coding and processing [112–114]; Laguerre polynomials for signal compression of exponentially decaying signals [115] and speech coding [116].

Birth-death processes

Consider a discrete-state system or process with states $t_0, t_1, t_2, \ldots$. Suppose that a state can change from $t_k$ only to $t_{k-1}$, $t_k$, or $t_{k+1}$. Let the change from state $t_k$ to $t_{k-1}$ occur at rate $a_{k-1}$; the change from state $t_k$ to $t_{k+1}$ occur at rate $c_k$; and staying in state $t_k$ occur at rate $b_k$.

For example, in population modeling, states $t_k$ are associated with the population quantity, and can be set to $t_k = k$. Then, if the current population count is $t_k$, a death occurs at rate $a_{k-1}$, and a birth occurs at rate $c_k$. For this reasons, such processes are often called birth-death processes.

Another example can be drawn from the queuing theory. Consider a server with a buffer that accepts and processes data packets every discrete moment of time $t_k$. Then at each moment $t_k$ we assume that the rate at which packets arrive is $c_k$, and the rate at which packets are processed is $a_{k-1}$.

We can associate a family of orthogonal polynomials $(P_0(x), P_1(x), \ldots)$ with such processes. Namely, we require that they satisfy the recursion

$$x \cdot P_k(x) = a_{k-1}P_{k-1}(x) + b_kP_k(x) + c_kP_{k+1}(x).$$

Recall that this is precisely the recursion (A.1) for orthogonal polynomials.

Such polynomial are sometimes called birth-death polynomials. They have been used as convenient tools for modeling birth-death processes [117–119]. Since GNN signal models are based on the same recursion (A.1), they can also be interpreted as models that describe birth-death processes.
Chapter 8

Conclusion

8.1 Summary

In this thesis, we have answered important questions that contribute to the fundamentals of the signal processing theory:

1) Do there exist linear, shift-invariant signal models of interest, not studied previously by the traditional signal processing theory, or by the algebraic signal processing theory? How do we define signal processing concepts for the new models?

2) How do we define and construct the appropriate tools for subband analysis of signals from the new models, such as filter banks and analogs of the discrete Fourier transform?

We constructed a new, large family of signal models called generic nearest-neighbor models, and defined and derived all relevant signal processing concepts for these models. Furthermore, we developed the theory of subband analysis tools for these models that describes the design and implementation of filter banks for infinite discrete generic nearest-neighbor signals, and efficient implementation of associated discrete Fourier transforms for finite discrete generic nearest-neighbor signals.

8.2 Main Contributions

The main contributions of this thesis include:
• **Generic nearest-neighbor signal models.**

We constructed the infinite and finite discrete generic nearest-neighbor signal models. These models are based on the notion of the generic nearest-neighbor shift that significantly differs from the traditional time shift. We identified the relevant signal processing concepts for these models, including the filter and signal spaces, \( z \)-transform, the spectrum, the corresponding Fourier transform, the frequency response, the convolution, and the frequency domain.

We also generalized the notions of low and high frequencies, as well as the degree of flatness, beyond the domain of traditional time signals to the generic nearest-neighbor signals. The proposed generalization extends to other models as well.

The proposed infinite and finite discrete generic nearest-neighbor signal models can serve as legitimate alternatives to the infinite and finite discrete time models that are traditionally assumed in modern linear signal processing.

• **Filter banks.**

We extended the theory of perfect-reconstruction filter banks to the infinite discrete generic nearest-neighbor signal models. Prior to this thesis, design and implementation of filter banks was only studied in the context of traditional time signal model.

We also introduced a combined approach to the design of filter banks that combines two different approaches that consider filter banks either as arrays of band-pass filters, or as expansions of a signal into properly designed signal bases or frames. The proposed approach can be further extended to future signal models.

As a demonstration of the developed theory, we constructed two classes of perfect-reconstruction filter banks for infinite discrete generic nearest-neighbor signals. First, we designed two-channel filter banks that extract low-frequency and high-frequency components of an input signal. Second, we designed multichannel filter banks for robust signal transmission that can tolerate partial coefficient loss and allow for exact signal reconstruction from a subset of all coefficients.

The contribution of this work is two-fold. The more obvious goal is to construct perfect-reconstruction fil-
ter banks for the infinite discrete generic nearest-neighbor signals. However, a more general contribution is the extension of the ASP theory with new, advanced concepts that have not been considered previously. These concepts include the notions of low and high frequency, degree of flatness, and, most importantly, the notion of filter banks for alternative signal models.

- **Fast signal transforms.**

  We introduced a generalized framework for the factorization of arbitrary polynomial transforms into products of sparse matrices. The approach is based on module induction—an algebraic structure that allows us to decompose a signal module into smaller signal modules, hence expressing the original polynomial transform via polynomial transforms of smaller sizes. Such decomposition, applied recursively to all polynomial transforms in the factorization of an original polynomial transform, can lead to a significant reduction of the computational cost of the polynomial transform.

  We applied the developed theory to the factorization of discrete generic nearest-neighbor Fourier transforms. We identified conditions, under which such factorization lead to a reduction in the computational cost of the transforms. As an ultimate result, we identified a class of discrete generic nearest-neighbor Fourier transforms of size $n \times n$ that can be computed only in $O(n \log_2 n)$ operations, rather than in $O(n^2)$.

  We also demonstrated that the developed approach can be used to re-derive existing and discover novel fast algorithms for signal transforms that have already been thoroughly studied, such as discrete Fourier transform and discrete cosine transform.

- **Applications.**

  We studied the applications of generic nearest-neighbor signal models in several areas of signal processing. In particular, the use of finite signal models in the compression of electrocardiographic signals resulted in improvements in the compression accuracy compared to traditional compression methods. Also, we used the developed theory for polynomial transform decomposition to discover fast algorithms for widely-used signal transforms, including DCT and DFT. Finally, we discussed other potential applications, including the fast computation of Karhunen-Loéve transforms for Gauss-Markov random fields, and the use of generic nearest-neighbor models in climate modeling.
8.3 Future Work

Throughout the thesis, we identified several outstanding questions that still remain to be answered. They can serve as indicators of potential directions for future research on generic nearest-neighbor signal models.

**Continuous generic nearest-neighbor models.** One of the most challenging questions is whether we can construct infinite and finite *continuous* generic nearest-neighbor signal models. These models, on the one hand, must be linear and shift-invariant. On the other hand, they must yield infinite and finite discrete generic nearest-neighbor models after sampling. Unfortunately, the results reported in the literature to date hint that, unlike for time and space models, there may not exist shift-invariant continuous generic nearest-neighbor models [93].

**Downsampling.** Another intriguing question is connected to the existence of continuous models: What is a proper way to downsampled discrete generic nearest-neighbor signals that have been band-pass filtered? Certainly, a connection between the continuous and discrete models could have lead to the identification of proper sampling techniques and sampling theorems. However, the absence of continuous models requires us to search for other approach. For example, we may try to determine a proper sampling technique without direct construction of continuous GNN models by using interpolation theory. This approach, was used to re-derive the Nyquist sampling theorem with the help of Lagrange interpolation in [96].

**Filter bank construction.** In this thesis, we introduced an approach for filter bank construction for infinite generic nearest-neighbor signals. However, at its present state, this approach requires laborious calculations to construct even a simple filter bank, such as a Haar-like one. A better approach, such as one that avoids the need to derive equations for each coefficient separately, is very much needed.

**Fast algorithms.** In this thesis, we identified a class of discrete generic nearest-neighbor Fourier transforms, for which a fast algorithm can be constructed using the module induction technique. The resulting algorithms require $O(n \log_2 n)$ operations. A discovery of fast algorithms for other transforms that are not included in the reported class, will be an important and valuable extension of the developed theory.

**Applications.** As we discussed in Chapter[7] there exist numerous applications of generic nearest-neighbor signal models in different areas of signal processing. For example, we can further explore the connection
8.3. FUTURE WORK

between finite discrete generic nearest-neighbor models and Gauss-Markov random fields. In particular, we
can construct fast algorithms for the Karhunen-Loève transform of certain Gauss-Markov random fields.
It would be of interest to investigate how to approximate a Gauss-Markov random fields, for which we do
not have a fast algorithms, with another Gauss-Markov random fields, for which we have one. Another
example is to study classes of signals, which can be efficiently represented and compressed using various
generic nearest-neighbor signal models.

Each of the above questions represents a considerable research challenge. Answering it will be a valu-
able contribution to the fundamental signal processing theory, as well as a deep insight into signal modeling.
Appendix A

Orthogonal Polynomials

A.1 Definition and Properties

There is a large body of literature dedicated to orthogonal polynomials and their properties. A thorough discussion can be found in [90, 91, 94, 120, 121]. Here, we discuss and, if necessary, derive only those properties that are later used in this thesis.

Definition

Polynomials $P = \{P_k(x)\}_{k \geq 0}$ that satisfy the three-term recursion

$$ x \cdot P_k(x) = a_{k-1} P_{k-1}(x) + b_k P_k(x) + c_k P_{k+1}(x), \quad (A.1) $$

$$ P_0(x) = 1, \quad P_{-1}(x) = 0, $$

where $a_k, b, c_k \in \mathbb{R}$ satisfy the condition $a_k c_k > 0$ for $k \geq 0$, are called orthogonal polynomials.
Orthogonality

By Favard theorem, there exists an interval $W \subseteq \mathbb{R}$ and a weight function $\mu(x)$, non-negative on $W$, such that $P_n$ are orthogonal over $W$ with respect to $\mu(x)$:

$$\int_{x \in W} P_k(x)P_m(x)\mu(x)dx = \mu_k\delta_{k-m}. \quad (A.2)$$

Here,

$$||P_k(x)||_{2,\mu} = \left(\langle P_k(x), P_k(x) \rangle \right)^{1/2} = \mu_k^{1/2}$$

is the $L^2_\mu$-norm of $P_k(x)$ induced by the inner product

$$\langle f(x), g(x) \rangle \mu = \int_{x \in W} f(x)g(x)\mu(x)dx. \quad (A.3)$$

Note that all $\mu_k$ are finite, which holds if $\int_{x \in W} p(x)\mu(x)dx < \infty$ is finite for any polynomial $p(x)$ of an arbitrary degree.

Basis of orthogonal polynomials

The set of orthogonal polynomials $\{P_k(x)\}_{k \geq 0}$ is an orthogonal basis in the Hilbert space of all polynomials defined on the interval $W$, with the inner product (A.3). Respectively,

$$\{\mu_k^{-1/2}P_k(x)\}_{k \geq 0}$$

is an orthonormal basis in the above space.

Roots of $P_n(x)$

Orthogonal polynomial $P_n(x)$ has exactly $n$ real, distinct roots $\alpha_0 < \ldots < \alpha_{n-1}$ that lie within the interval of orthogonality $W$:

$$\alpha_k \in W$$

for all $0 \leq k < n$. Hence, $P_n(x)$ is a separable polynomial of degree $n$. 


A.1. DEFINITION AND PROPERTIES

Polynomial \( P_n(x) \) is a characteristic polynomial (up to a scalar factor) of the following tridiagonal matrix:

\[
S = \begin{pmatrix}
  b_0 & a_0 \\
  c_0 & b_1 & a_1 \\
  & c_1 & b_2 & \ddots \\
  & & \ddots & \ddots & a_{n-2} \\
  & & & c_{n-2} & b_{n-1}
\end{pmatrix}.
\] (A.4)

This means \( \alpha_0, \ldots, \alpha_{n-1} \) are exactly the eigenvalues of \( S \). This property allows us to straightforwardly compute the roots of \( P_n(x) \).

**Even and odd polynomials**

In the special case, when all \( b_k = 0 \) in the recursion (A.1), each polynomial \( P_k(x) \) is an even polynomial for even \( k = 2m \): \( P_{2m}(-x) = P_{2m}(x) \), and odd for odd \( k = 2m + 1 \): \( P_{2m+1}(-x) = -P_{2m+1}(x) \).

**Interval of orthogonality**

The orthogonality interval \( W \subseteq \mathbb{R} \) can be finite \( W = [A, B] \), semi-infinite \( W = [A, \infty) \), or infinite \( W = \mathbb{R} \).

Hereafter, we assume that \( W \) is one of the following:

- \( W = [-1, 1] \);
- \( W = [0, \infty) \);
- \( W = \mathbb{R} \).

Any family of orthogonal polynomials \( (P_k(x))_{k \geq 0} \) can be scaled and shifted to be orthogonal on one of the above intervals using a linear transformation

\[ x \rightarrow ax + b, \]

where \( a \) and \( b \) are appropriately selected constants.
The orthogonality interval $W$ can be determined by computing lower and upper bounds on the roots of polynomials $P_k(x)$ for increasing $k$. These bounds can be estimated using the recursion coefficients $a_k$, $b_k$, and $c_k$ in recursion (A.1). If both lower and upper bounds are finite, then orthogonality interval $W$ is finite. If only one bound is finite, the interval is semi-infinite. If both bounds are infinite, the interval is the entire real line $\mathbb{R}$.

This is a valid technique, since the roots of orthogonal polynomials satisfy the following “expansion” property: if $\alpha_{n,\text{min}}$ and $\alpha_{n,\text{max}}$ are, respectively, the smallest and largest roots of $P_n(x)$, then $\alpha_{n+1,\text{min}} < \alpha_{n,\text{min}}$ and $\alpha_{n+1,\text{max}} > \alpha_{n,\text{max}}$.

Decay of $\mu(x)$

In general, it is non-trivial to determine the weight function $\mu(x)$ solely from the recursion (A.1). Nevertheless, we can still estimate its behavior in certain cases. Namely, if $W$ is a semi-infinite or infinite interval $[0, \infty)$ or $\mathbb{R}$, respectively, then $\mu(x)$ decreases rapidly for large $x$. It follows from the requirement that each $\mu_k$ must be finite:

$$\int_{x \in W} P_k^2(x) \mu(x) dx = \mu_k < \infty$$

even though

$$\lim_{x \to \infty} |P_k(x)P_m(x)| = \infty.$$

Hence, the decrease rate of weight function $\mu(x)$ is faster than polynomial:

$$\mu(x) = o(x^{-k}) \quad \text{(A.5)}$$

for any $k \geq 0$.

A.2 Chebyshev Polynomials

Among all orthogonal polynomials, Chebyshev polynomials are arguably the most well-studied ones [16, 17].
A.3. OTHER ORTHOGONAL POLYNOMIALS

<table>
<thead>
<tr>
<th>$C_1$</th>
<th>Closed form for $C_n$</th>
<th>Weight function $\mu(x)$</th>
<th>Symmetry</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>$x$</td>
<td>$(1 - x^2)^{-1/2}$</td>
<td>$T_{-n} = T_n$</td>
</tr>
<tr>
<td>$U$</td>
<td>$2x$</td>
<td>$(1 - x^2)^{1/2}$</td>
<td>$U_{-n} = -U_{n-2}$</td>
</tr>
<tr>
<td>$V$</td>
<td>$2x - 1$</td>
<td>$(1 + x)^{1/2}(1 - x)^{-1/2}$</td>
<td>$V_{-n} = V_{n-1}$</td>
</tr>
<tr>
<td>$W$</td>
<td>$2x + 1$</td>
<td>$(1 - x)^{1/2}(1 + x)^{-1/2}$</td>
<td>$W_{-n} = -W_{n-1}$</td>
</tr>
</tbody>
</table>

Table A.1: Chebyshev polynomials and their properties.

Chebyshev polynomials $C_k(x)$ satisfy the recursion

$$xC_{k+1}(x) = \frac{1}{2}C_{k-1}(x) + \frac{1}{2}C_{k+1}(x)$$

for $k \geq 1$. They are orthogonal on interval $W = [-1, 1]$.

Polynomial $C_0(x) = 1$ is fixed. However, depending on the choice of $C_1(x)$, different orthogonal polynomials may be constructed. They are known as Chebyshev polynomials of first, second, third, and fourth kind; they are denotes as $T_k(x)$, $U_k(x)$, $V_k(x)$, and $W_k(x)$, respectively.

A crucial distinction of Chebyshev polynomials from other orthogonal polynomials is that there exist closed-form expression for their roots. They have been derived using the following property of Chebyshev polynomials: setting $x = \cos \theta$ allows us to express Chebyshev polynomials in their trigonometric closed form $C_n(\cos \theta)$ as functions of cosines and sines of $\theta$.

Main properties of Chebyshev polynomials are listed in Table A.1.

A.3 Other Orthogonal Polynomials

As we discussed above, all orthogonal polynomials have either closed, semi-infinite, or infinite intervals of orthogonality. Furthermore, these intervals can be scaled and shifted to be $[-1, 1]$, $[0, \infty)$, or $\mathbb{R}$.

This property of orthogonal polynomials allows researchers to organize families of orthogonal polynomials into three large classes based on the interval of orthogonality. Each of these classes are named after one of their well-known representatives.

1) *Jacobi-like polynomials* are orthogonal polynomials with orthogonality interval that can be scaled and
shifted to $[-1, 1]$. These polynomials have the general form

$$P_n^{(a,b)}(x) = \frac{\Gamma(a + n + 1)}{n!\Gamma(a + b + n + 1)} \sum_{k=0}^{n} \binom{n}{k} \frac{\Gamma(a + b + n + k + 1)}{\Gamma(a + k + 1)} \left(\frac{x - 1}{2}\right)^k.$$ 

They are orthogonal over $[-1, 1]$ with respect to weight function

$$\mu^{(a,b)}(x) = (1 - x)^a(1 + x)^b$$

as follows:

$$\int_{-1}^{1} P_k^{(a,b)}(x) P_m^{(a,b)}(x) \mu^{(a,b)}(x) dx = \frac{2^{a+b+1}}{2k + a + b + 1} \frac{\Gamma(k + a + 1)\Gamma(k + b + 1)}{k!\Gamma(k + a + b + 1)} \delta_{k-m}.$$ 

Besides Jacobi polynomials, other well-known polynomials of this class are Gegenbauer polynomials, Legendre polynomials, and four kinds types of Chebyshev polynomials.

2) Laguerre-like polynomials are orthogonal polynomials with orthogonality interval that can be scaled and shifted to $[0, \infty)$. These polynomials have the general form

$$L_n^{(a)}(x) = \sum_{k=0}^{n} (-1)^k \binom{n + a}{n - k} \frac{x^k}{k!.}$$

They are orthogonal over $[0, \infty)$ with respect to weight function

$$\mu^{(a)}(x) = x^a e^{-x}$$

as follows:

$$\int_{0}^{\infty} L_k^{(a)}(x) L_m^{(a)}(x) \mu^{(a)}(x) dx = \frac{\Gamma(k + a + 1)}{k!} \delta_{k-m}.$$ 

Polynomials $L_n^{(0)}(x)$, for $a = 0$, are known as Laguerre polynomials. They are usually denoted simply as $L_n(x)$.

3) Hermite-like polynomials are orthogonal polynomials with orthogonality interval that can be scaled and
### A.3. OTHER ORTHOGONAL POLYNOMIALS

| Polynomials | Recursion | Weight $\mu(x)$ | Norm $||P_k(x)||_{2,\mu}$ |
|-------------|-----------|-----------------|-------------------------|
| Legendre    | $xP_k = \frac{k}{2k+1}P_{k-1} + \frac{k+1}{2k+1}P_{k+1}$ | 1               | $\sqrt{\frac{2}{2k+1}}$ |
| Laguerre    | $xL_k = -(kL_{k-1} + (2k+1)L_k - (k+1)L_{k+1})$ | $e^{-x}$         | 1                        |
| Hermite     | $xH_k = kH_{k-1} + \frac{1}{2}H_{k+1}$ | $e^{-x^2}$       | $\sqrt{k!2^k\sqrt{\pi}}$ |

| Table A.2: Orthogonal polynomials and their properties. |

shifted to $\mathbb{R}$. These polynomials have the general form

$$H_n^{(a)}(x) = (2a)^{-n/2}n! \sum_{k=0}^{[n/2]} \frac{(-1)^k}{k!(n-2k)!} \left( \frac{\sqrt{2}x}{\sqrt{a}} \right)^{n-2k}.$$  

They are orthogonal over $\mathbb{R}$ with respect to weight function

$$\mu^{(a)}(x) = e^{-x^2/2a}$$

as follows:

$$\int_{\mathbb{R}} H_k^{(a)}(x)H_m^{(a)}(x)\mu^{(a)}(x)dx = a^{-(k+m+1)/2}k!\sqrt{2\pi}\delta_{k-m}.$$  

Polynomials $H_n^{(1/2)}(x)$, for $a = 1/2$, are known as Hermite polynomials. They are usually denoted simply as $H_n(x)$.

In Table A.2 we list the properties of several families of orthogonal polynomials that are used or mentioned in this thesis. Recall that, in general, there are no closed-form expressions for orthogonal polynomials and their roots.
Appendix B

Lapped Tight Frame Transforms

First, observe that we can rewrite (5.6) in the $z$-domain using polyphase analysis. Namely, we define the $N \times M$ polyphase matrix $\Phi_p(z)$ as

$$\Phi_p(z) = \sum_{r=0}^{q-1} \Phi_r z^{-r},$$

(B.1)

with $\Phi_r$ as defined in (3.7). We say $\Phi_p(z)$ has degree $q - 1$, since any polynomial in $\Phi_p(z)$ has degree at most $q - 1$. Using (B.1), (5.6) is equivalent to $\Phi_p(z)$ being paraunitary:

$$\Phi_p(z) \Phi_p^*(z) = I.$$  (B.2)

Here, $\Phi_p^*(z)$ represents the Hermitian transpose of a polyphase matrix of $\Phi(z)$, in which coefficients are complex-conjugated, $z^{-1}$ is replaced by $z$, and the matrix is transposed. A paraunitary square matrix is unitary on the unit circle.

As mentioned in Section 3.1, oversampled filter banks correspond to frames in $\ell^2(\mathbb{Z})$, whose elements form the columns of $\Phi$ in (3.6). The converse is also true. This class of frames is called filter bank frames.

We have three equivalent representations of filter bank frames, and, by slight abuse of notation, we will use them interchangeably as convenient and refer to all of them as frames:

- a set of vectors $\{\varphi_i\}_{i \in \mathbb{Z}}$ spanning $\ell^2(\mathbb{Z})$;

1The subscript $p$ will always denote a polyphase matrix and should not be confused with subscripts denoting submatrices as in (3.6).
• an infinite matrix $\Phi$ as in (3.6);

• a polyphase matrix $\Phi_p(z)$ as in (B.1).

We will also encounter finite frames, that is, spanning sets of $\mathbb{C}^N$ or $\mathbb{R}^N$, and will view them equivalently as $N \times M$ matrices, $M \geq N$. A finite basis hence corresponds to a square matrix.

Hereafter, we often emphasize the special case of a basis by denoting $\Phi$ with $\Psi$. Correspondingly, the base vectors are denoted with $\varphi$ for frames or $\psi$ for bases.

B.1 Basis Expansions

Basis Expansions with Blocked Transforms. In a critically-sampled filter bank ($M = N$) with filters of length equal to the sampling factor $L = N = M$ ($q = 1$),

$$\Psi = \text{diag}(\ldots, \Psi_0, \Psi_0, \ldots)$$

is a block-diagonal matrix with copies of $\Psi_0$ on the diagonal, as visualized in Fig. 5.5(a). In this case, $\Psi_0^* \Psi_0 = I_M$, that is, $\Psi_0$ is an orthonormal basis in $\mathbb{C}^M$. The filter bank processes an infinite signal $x \in \ell^2(\mathbb{Z})$ by applying $\Psi_0$ to successive nonoverlapping blocks of $M$ signal elements. Since signal blocks are processed as independent signals, and the results are then concatenated, blocking effects occur due to boundary discontinuities. A well-known example of a blocked transform uses $\Psi_0^* = \text{DFT}_M$; others include the use of discrete cosine and sine transforms or the discrete Hartley transform.

In the case of the DFT,

$$\Psi_0^* = \text{DFT}_M = \frac{1}{\sqrt{M}} \sum_{0 \leq m, k < M} [\omega_M^m k] \omega_M^m = e^{-2\pi j/M}. $$

Basis Expansions with Lapped Transforms. To avoid blocking artifacts, basis vectors with longer support can be used, as is the case with LOTs. They can be viewed as a class of $M$-channel critically-sampled filter banks, originally developed for filters of length $L = 2N = 2M$ and later generalized to arbitrary integer multiples of $N$. [42].
In this work, we focus on LOTs $\Psi^*$ with basis vector support $L = 2N = 2M$ ($q = 2$) whose bases $\Psi$ are visualized in Fig. 5.5(b). The only nonzero blocks in (3.6) are $\Psi_0$ and $\Psi_1$; hence, (B.1) yields a polyphase matrix of degree $q - 1 = 1$:

$$\Psi_p(z) = \Psi_0 + z^{-1} \Psi_1.$$  \hfill (B.4)

Since $\Psi_p(z)$ is square, (B.2) is equivalent to

$$\Psi_0 \Psi_0^* + \Psi_1 \Psi_1^* = I,$$  \hfill (B.5a)
$$\Psi_0 \Psi_1^* = \Psi_1 \Psi_0^* = 0.$$  \hfill (B.5b)

We use these conditions later to show that the new transforms we construct are indeed LOTs.

## B.2 Frame Expansions

In the previous section we explained how critically-sampled filter banks compute basis expansions. Similarly, oversampled filter banks compute frame expansions.

For frames, the property (5.6), $\Phi \Phi^* = I$, is called tightness \[122\]. Tight frames can be constructed from orthonormal bases using the Naimark theorem \[123, 124\]:

**Theorem B.2.1** A set $\{\varphi_i\}_{i \in \mathcal{I}}$ is a tight frame for a Hilbert space $\mathbb{H}$ if and only if there exists another Hilbert space $\mathbb{K} \supset \mathbb{H}$ with an orthonormal basis $\{\psi_i\}_{i \in \mathcal{I}}$, so that the orthogonal projection $P$ of $\mathbb{K}$ onto $\mathbb{H}$ satisfies: $P \psi_i = \varphi_i$, for all $i \in \mathcal{I}$.

One example of an orthogonal projection is the canonical projection that simply omits coordinates and is called seeding \[48\].

In the finite case, seeding yields a frame ($N \times M$ matrix) $\Phi$ for $\mathbb{C}^N$ by omitting rows from a basis ($M \times M$ matrix) $\Psi$ of $\mathbb{C}^M$. Conversely, every finite frame can be obtained this way\footnote{Note that in general, a tight frame is also one for which $\Phi \Phi^* = cI$; however, since $c$ can be pulled into $\Phi$, we consider only $c = 1$ here.}.

To seed in the infinite case considered here, we extend this approach to polyphase matrices $\Psi_p(z)$.

\footnote{Just extend $\Phi$ with rows to an invertible square matrix.}
Definition B.2.2 A frame $\Phi_p(z)$ is obtained by seeding from a basis $\Psi_p(z)$, if it is constructed from $\Psi_p(z)$ by preserving only a subset of the rows of $\Psi_p(z)$. This is written as $\Phi_p(z) = \Psi_p(z)[I]$, where $I$ is the set of indices of the retained rows.

In particular, for $q = 1$, seeding constructs frames of the form in Fig. 5.5(c) from bases of the form in Fig. 5.5(a). Conversely, every such frame can be constructed this way.

For $q > 1$, seeding constructs frames of the form in Fig. 5.5(d) from bases of the form in Fig. 5.5(b) (the example in the figure is for $q = 2$). However, in this case, it is unclear whether the converse is true.

The following result is a special case of Theorem B.2.1.

Lemma B.2.3 Seeding an orthonormal basis (paraunitary) $\Psi_p(z)$ yields a tight frame $\Phi_p(z)$.

Next, we discuss the blocked and lapped frame expansions in Figs. 5.5(c) and (d) in greater detail.

Frame Expansions with Blocked Transforms. If $q = 1$, then, as visualized in Fig. 5.5(c),

$$\Phi = \text{diag}\left(\ldots, \Phi_0, \Phi_0, \ldots\right). \quad (B.6)$$

The difference from (B.3) is that $\Phi_0$ is now rectangular: $\Phi_0 \in \mathbb{C}^{N \times M}$, and can be viewed as an $M$-element frame in $\mathbb{C}^N$. Hence, if it is tight, it can be constructed from an orthogonal basis in $\mathbb{C}^M$ by seeding.

Frame Expansions with Lapped Transforms. Projecting signals onto frame vectors with nonoverlapping support leads to similar blocking artifacts as for orthonormal bases. We thus use the same approach as for orthonormal bases in Section B.1 and consider frames in $\ell^2(\mathbb{Z})$ with vector support $L = 2N$, visualized in Fig. 5.5(d).

As in (B.4), the resulting polyphase matrix $\Phi_p(z)$ has degree 1:

$$\Phi_p(z) = \Phi_0 + z^{-1}\Phi_1,$$

and the tightness condition $\Phi\Phi^* = I$ is equivalent to $\Phi_p(z)$ being paraunitary (B.2).

In [43], LTFTs were constructed by seeding the polyphase matrix $\Psi_p(z)$ of an LOT basis:

$$\Phi_p(z) = \Psi_p(z)[I]. \quad (B.7)$$
By the Naimark theorem, the constructed frames are tight; this is why we named them lapped tight frame transforms. We will follow later the same procedure here to derive LTFTs from LOT bases. First, we introduce the frame properties we consider.

### B.3 Construction of New Real LOTs

In Section B.1 we showed that a real LOT basis corresponds to a real square paraunitary polyphase matrix $\Psi_p(z)$ of degree $q - 1$. Although in general $\Psi_p(z)$ is paraunitary if and only if it is unitary on the entire unit circle $|z| = 1$, for a real $\Psi_p(z)$ of degree $q - 1 = 1$, it suffices to check only two conditions:

**Lemma B.3.1** Let $\Psi_p(z)$ be a real $M \times M$ polyphase matrix of degree 1, that is, $\Psi_p(z) = \Psi_0 + z^{-1}\Psi_1$, where $\Psi_0, \Psi_1 \in \mathbb{R}^{M \times M}$. Then, $\Psi_p(z)$ is paraunitary if and only if $\Psi_p(1)$ and $\Psi_p(j)$ are unitary.

**Proof:** “$\Rightarrow$” is immediate. To prove “$\Leftarrow$”, let $\Psi_p(1) = \Psi_0 + \Psi_1$ and $\Psi_p(j) = \Psi_0 - j\Psi_1$ be unitary, that is,

\[
\begin{align*}
|z| = 1 & \quad (\Psi_0 + \Psi_1)(\Psi_0^T + \Psi_1^T) = I_M \\
|z| = 1 & \quad (\Psi_0 - j\Psi_1)(\Psi_0^T + j\Psi_1^T) = I_M \\
|z| = 1 & \quad \Psi_0\Psi_0^T + \Psi_1\Psi_1^T + \Psi_0\Psi_1^T + \Psi_1\Psi_0^T = I_M \\
|z| = 1 & \quad \Psi_0\Psi_0^T + \Psi_1\Psi_1^T + j(\Psi_0\Psi_1^T - \Psi_1\Psi_0^T) = I_M
\end{align*}
\]

(B.8)

Inserting into (B.8) yields $\Psi_0\Psi_1^T + \Psi_1\Psi_0^T - j(\Psi_0\Psi_1^T - \Psi_1\Psi_0^T) = 0_M$

\[
\begin{align*}
|z| = 1 & \quad \Psi_0\Psi_1^T + \Psi_1\Psi_0^T = 0_M \text{ and } \Psi_0\Psi_1^T - \Psi_1\Psi_0^T = 0_M \\
|z| = 1 & \quad \Psi_0\Psi_1^T = 0_M \text{ and } \Psi_1\Psi_0^T = 0_M
\end{align*}
\]

Inserting into (B.8) yields $\Psi_0\Psi_1^T + \Psi_1\Psi_0^T = I_M$; all requirements (B.5a)-(B.5b) for a paraunitary $\Psi_p(z)$ are satisfied. $\square$
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\[
\text{DFT}_{p,K}(z) \xrightarrow{\text{submatrix}} \Psi_p(z) \xrightarrow{\text{seed}} \Phi_p(z)
\]

Figure B.1: Construction of frames for \(q = 2\).

Lemma B.3.1 chooses 1 and \(j\) as evaluation points. Using a very similar proof, we can generalize to arbitrary roots of unity \(\omega_1\) and \(\omega_2\), provided \(\omega_2 \neq \pm \omega_1, \pm \omega_1^*\).

As an example application of Lemma B.3.1, consider the \(K \times K\) polyphase matrix

\[
\text{DFT}_{p,K}(z) = \frac{1}{\sqrt{K}} \left[ \cos \frac{2k\ell \pi}{K} + z^{-1} \sin \frac{2k\ell \pi}{K} \right]_{0 \leq k, \ell \leq K-1}.
\]  \(\text{(B.9)}\)

Both \(\text{DFT}_{p,K}(j) = \text{DFT}_K\) and \(\text{DFT}_{p,K}(1) = \text{DHT}_K\) (the discrete Hartley transform [125]) are unitary; hence, by Lemma B.3.1 \(\text{DFT}_{p,K}(z)\) is paraunitary.

In Theorem B.3.2, we show that specific submatrices of \(\text{DFT}_{p,K}(z)\) are paraunitary, and thus correspond to LOTs. In Section B.4 we will seed these matrices to obtain LTFTs (this algorithm is depicted in Fig. B.1).

**Theorem B.3.2** Let \(\Psi_p(z)\) be an \(M \times M\) submatrix of \(\sqrt{K/M} \cdot \text{DFT}_{p,K}(z)\), \(K \geq M \geq 2\), constructed by selecting the following row and column sets:

- **rows:** \(\{ r + kR \mod K \mid 0 \leq k \leq M - 1 \}\)
- **columns:** \(\{ c + \ell C \mod K \mid 0 \leq \ell \leq M - 1 \}\)

for some constants \(0 \leq r, c, R, C < K\).

Then, \(\Psi_p(z)\) is paraunitary if \(K = M \gcd(K, RC)\) (in particular, \(M\) divides \(K\)) and one of the following is satisfied:

(i) \(K\) divides \(2rC, 4rc,\) and \(2MRc\);

(ii) \(K\) does not divide \(2rC,\) and \(K\) divides both \(2r(2c + CM - C)\) and \(R(2c + CM - C)\).

**Proof:** According to Lemma B.3.1 to show that \(\Psi_p(z)\) is paraunitary, it is enough to show that \(\Psi_p(j)\) and \(\Psi_p(1)\) are unitary.
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The elements of the matrix $\Psi_p(z)$ are

$$
\psi_{k,\ell}(z) = \frac{1}{\sqrt{M}} \left( \cos \left( \frac{2\pi(r + kR)(c + \ell C)}{K} \right) + \sin \left( \frac{2\pi(r + kR)(c + \ell C)}{K} \right) z^{-1} \right),
$$

$0 \leq k, \ell \leq M - 1$ and $0 \leq r, c, R, C \leq M - 1$.

We first find the conditions for $\Psi_p(j)$ to be unitary. The $(k, \ell)$th element of $\Psi_p(j)\Psi_p^*(j)$ is given by

$$
(\Psi_p(j)\Psi_p^*(j))_{k,\ell} = \frac{1}{M} \sum_{m=0}^{M-1} \omega_K^{(r+kr)(c+mC)-(r+\ell r)(c+mC)} \\
= \frac{1}{M} \omega_K^{(k-\ell)RCm} \sum_{m=0}^{M-1} \omega_K^{(k-\ell)RCm} \\
= \begin{cases} 
1, & k = \ell; \\
\frac{1}{M} \omega_K^{(k-\ell)RCm} \frac{1 - \omega_K^{(k-\ell)RC}}{1 - \omega_K^{(k-\ell)RC}}, & k \neq \ell.
\end{cases}
$$

$\Psi_p(j)$ is unitary if and only if $(\Psi_p(j)\Psi_p^*(j))_{k,\ell} = 0$ for any $k \neq \ell$, or, equivalently, if and only if $K$ is divisible by the product $RCM$, but not divisible by $(k - \ell)RC$ for any $k - \ell \neq 0$ such that $1 \leq |k - \ell| \leq M - 1$. This is possible if and only if $K = M \gcd(K, RC)$. Thus, $\Psi_p(j)\Psi_p^*(j) = I_M$, and $\Psi_p(j)$ is unitary if and only if $K = M \gcd(K, RC)$.

We next investigate conditions for $\Psi_p(1)$ to be unitary. The $(m, \ell)$th element of $\Psi_p(1)$ is

$$
\psi_{k,\ell}(1) = \frac{1}{\sqrt{M}} \left( \cos \left( \frac{2\pi(r + kR)(c + \ell C)}{K} \right) + \sin \left( \frac{2\pi(r + kR)(c + \ell C)}{K} \right) \right) \\
= \frac{1}{\sqrt{M}} \left( \frac{1 + j \omega_K^{(r+kR)(c+\ell C)}}{2} + \frac{1 - j \omega_K^{(r+kR)(c+\ell C)}}{2} \right).
$$
The $(k, \ell)$-th element of $\Psi_p(1)\Psi_p^*(1)$ is

\[
\begin{align*}
(\Psi_p(1)\Psi_p^*(1))_{k,\ell} &= \frac{1}{M} \sum_{m=0}^{M-1} \left[ \left( \frac{1+j}{2} \omega_K^{(r+kR)(c+mC)} + \frac{1-j}{2} \omega_K^{-(r+kR)(c+mC)} \right) \\
&\quad \times \left( \frac{1+j}{2} \omega_K^{-(r+\ell R)(c+mC)} + \frac{1-j}{2} \omega_K^{(r+\ell R)(c+mC)} \right) \right] \\
&= \frac{1}{2M} \sum_{m=0}^{M-1} \left( \omega_K^{(k-\ell)R(c+kC)} + \omega_K^{(\ell-k)R(c+mC)} \right) \\
&\quad + \frac{j}{2M} \sum_{m=0}^{M-1} \left( \omega_K^{(2r+(k+\ell)R)(c+mC)} - \omega_K^{-(2r+(k+\ell)R)(c+mC)} \right) \\
&= \frac{1}{2M} \Sigma_{1,k,\ell}^{(1)} + \frac{j}{2M} \Sigma_{1,k,\ell}^{(2)}.
\end{align*}
\]

Since $K = M \gcd(K, RC)$, then for any $0 \leq k, \ell \leq M - 1$ with $k \neq \ell$, $K$ is not divisible by $(k - \ell)RC$. Thus

\[
\Sigma_{1,k,\ell}^{(1)} = \begin{cases} 
2M, & k = \ell; \\
\omega_K^{(k-\ell)R} \frac{1-\omega_K^{(k-\ell)RC}}{1-\omega_K^{(k-\ell)RC}}, & k \neq \ell;
\end{cases}
\]

\[
\Sigma_{1,k,\ell}^{(2)} = \begin{cases} 
2M, & k = \ell; \\
0, & k \neq \ell.
\end{cases}
\]

To make $\Psi_p(1)$ a unitary matrix, we choose to impose the condition $\Sigma_{1,k,\ell}^{(2)} = 0$ for any $0 \leq k, \ell \leq M - 1$. Here, we consider the two cases specified by the theorem:
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Case (i). If $K$ divides $2rC$, $4rc$, and $2MRc$, then for any $k, \ell$

$$\Sigma_{k,\ell}^{(2)} = \omega_K^{(2r+(k+\ell)R)c} \sum_{m=0}^{M-1} \omega_K^{(2r+(k+\ell)R)cM}$$

$$= \begin{cases} 
M(\omega_K^{2rc} - \omega_K^{-2rc}), & k + \ell = 0; \\
M(\omega_K^{2rc+MRC} - \omega_K^{-2rc-MRC}), & k + \ell = M; \\
\omega_K^{2rc+(k+\ell)RC} \frac{1 - \omega_K^{(k+\ell)RCM}}{1 - \omega_K^{(k+\ell)RC}}, & \text{otherwise;}
\end{cases}$$

$$= 0.$$  

Case (ii). If $K$ does not divide $2rC$, then $\Sigma_{k,\ell}^{(2)} = 0$ is equivalent to

$$\omega_K^{(2r+(k+\ell)R)(2c+CM-C)} = 1$$

for any $k, \ell$. This is possible if $K$ divides both $2r(2c + CM - C)$ and $R(2c + CM - C)$. Thus, in either of the two cases $\Psi_p(1)\Psi_p^*(1) = I_M$, and $\Psi_p(1)$ is unitary.

Since the above conditions make $\Psi_p(j)$ and $\Psi_p(1)$ unitary, Lemma [B.3.1] implies that $\Psi_p(z)$ is paraunitary. □

Since DFT$_{p,K}(z)$ is symmetric, we can interchange the row and column index sets in the theorem:

Corollary B.3.3 $\Psi_p(z)$ constructed as in Theorem [B.3.2] is paraunitary if and only if $\Psi_p(z)^T$ is paraunitary.

Note that in Theorem [B.3.2] we work with index sets instead of lists since permutations of rows and columns preserve paraunitarity.

Each paraunitary matrix $\Psi_p(z)$ obtained with Theorem [B.3.2] defines a basis $\Psi$; the associated LOT is $\Psi^*$. Next, we complete the theory and discuss the seeding of LTFTs from the above LOTs $\Psi$. 


B.4 Construction of New LTFTs from LOTs

In this section we seed $M \times M$ LOT matrices $\Psi_p(z)$, constructed as in Theorem B.3.2, to obtain $N \times M$ frames $\Phi_p(z)$ and establish their properties.

**Tightness.** Any seeding of a $\Psi_p(z)$ obtained with Theorem B.3.2 yields a tight frame $\Phi_p(z)$ by Lemma B.2.3

**Equal Norm.** Every element of $\Psi_p(z)$ constructed with Theorem B.3.2 has the norm $1/\sqrt{M}$. Hence, the columns of any seeded $N \times M$ matrix $\Phi_p(z)$ have the same norm $\sqrt{N/M}$.

**Maximally Robust Frames.** In general, maximal robustness for frames is a property difficult to prove since one has to check that every $N \times N$ submatrix of $\Phi_p(z)$ is invertible. The good news is that it is sufficient to ensure that each such submatrix is nonsingular for at least one value $\lbrack 126\rbrack$:

**Lemma B.4.1** A square polyphase matrix $A_p(z)$ is nonsingular if and only if there exists $z_0 \in \mathbb{C}$ such that $\det A_p(z_0) \neq 0$.

We will use this fact in the proof of the following theorem.

**Theorem B.4.2** Let $\Psi_p(z)$ be a paraunitary polyphase matrix constructed using Theorem B.3.2 such that $M$ and $\text{MRC}/K$ are co-prime. Further, we seed a frame, $\Phi_p(z) = \Psi_p(z)[\mathcal{I}]$, by retaining $N < M$ rows. Then $\Phi_p(z)$ is maximally robust to erasures if (as sets)

$$\mathcal{I} = \{d + Dk \mod M \mid 0 \leq k < N\}$$

for some $0 \leq d < M$ and $D \equiv (\text{MRC}/K)^{-1} \mod M$.

**Proof:** We use Lemma B.4.1 with $z_0 = j$, which makes $\Psi_p(j)$ a submatrix of $\sqrt{K/M} \text{DFT}_K$. We fix the
order of rows and columns and get

\[ \Psi_p(j) = \frac{1}{\sqrt{M}} \left[ \omega_K^{(r+kR)(c+\ell C)} \right]_{0 \leq k, \ell < M} = \frac{1}{\sqrt{M}} \left[ \omega_K^{\ell} \cdot \omega_K^{kR} \cdot \omega_K^{\ell C} \cdot \omega_K^{k\ell RC} \right]_{0 \leq k, \ell < M} = \frac{1}{\sqrt{M}} \omega_K^{\ell} \cdot \Omega_1 \cdot \left[ \omega_K^{k\ell RC} \right]_{0 \leq k, \ell < M} \cdot \Omega_2. \]

Here, \( \Omega_1 = \text{diag} \left( \omega_K^{ckR} \right)_{0 \leq k < M} \) and \( \Omega_2 = \text{diag} \left( \omega_K^{\ell C} \right)_{0 \leq \ell < M} \) are full-rank diagonal matrices, and \( \omega_K^{\ell c} \neq 0 \). Hence, we can omit them in studying the seeding of MR frames.

Setting \( MRC/K = A \) yields

\[ \omega_K^{k\ell RC} = \omega_K^{\ell \cdot AK} = (\omega_M^A)^{k\ell}. \]

(B.10)

Since \( \gcd(M, A) = 1 \), \( \omega_M^A \) is a primitive \( M \)th root of unity, and thus

\[ \frac{1}{\sqrt{M}} \left[ \omega_K^{k\ell RC} \right]_{0 \leq k, \ell \leq M-1} = P \cdot \text{DFT}_M \cdot P^T, \]

(B.11)

where \( P \) is the \( M \times M \) permutation matrix:

\[ P_{k\ell} = \begin{cases} 1, & \text{if } \ell = Ak \mod M \\ 0, & \text{otherwise} \end{cases}. \]

(B.12)

Further, let \( D \equiv (MRC/K)^{-1} \mod M, 1 \leq D < M \), and consider an \( N \times M \) submatrix of \( \text{DFT}_M \), constructed by selecting rows \( \mathcal{I} = \{ d + Dk \mod M \mid 0 \leq k < N \} \). Then

\[ (P \cdot \text{DFT}_M \cdot P^T) [\mathcal{I}] = \text{DFT}_M[\mathcal{J}] \cdot P^T, \]

(B.13)

where \( \mathcal{J} = \{ dA + k \mod M \mid 0 \leq k < N \} \). Since \( \text{DFT}_M[\mathcal{J}] \) is an \( N \times M \) submatrix of \( \text{DFT}_M \) constructed from adjacent rows (possibly looping around the bottom of the matrix), each \( N \times N \) submatrix of it is invertible [48]. It follows that each \( N \times N \) submatrix of \( \Phi_p(j) \) is also invertible.

Hence, by Lemma [B.4.1] every \( N \times N \) submatrix of \( \Phi_p(z) \) is nonsingular, and \( \Phi_p(z) \) is maximally
robust to erasures.

As an example, consider the following family of maximally robust LTFTs:

**Corollary B.4.3** If $\Psi_p(z)$ is constructed as in Theorem B.3.2 with $R = 1$, $C = K/M$, and $r = c = 0$, then any consecutive seeding (retaining of consecutive rows) of $\Psi_p(z)$ yields a maximally robust LTFT $\Phi_p(z)$.

Note that the LTFTs constructed as in Corollary B.4.3 and seeded starting with the first row (i.e. $I = \{0, 1, \ldots, M - 1\}$) are Weyl-Heisenberg frames [127].
Appendix C

Proofs of Theorems in Chapter 7

C.1 Proof of Theorem 7.1.1

Consider $A = M = \mathbb{C}[x]/(x^{2km} - 1)$, with basis $\{1, x, \ldots, x^{2km-1}\}$ and $\alpha_k = \omega^{k}_{2km}$. The corresponding polynomial transform is $\text{DFT}_{2km}$.

By Theorem 6.1.2, the polynomial $r(x) = (x^k + x^{-k})/2$ generates the subalgebra

$$B = \langle r(x) \rangle \cong \mathbb{C}[y]/2(y^2 - 1)U_{m-1}(y).$$

If we choose $(T\ell(y))_{0 \leq \ell < m+1}$ as the basis, the polynomial transform is

$$\left[T\ell(\cos \frac{k\pi}{m})\right]_{0 \leq k, \ell < m+1} = \text{DCT}_{m+1}.$$ 

By Theorem 6.2.5, the $B$-module $(x^k - x^{-k})/2 \cdot B \cong \mathbb{C}[y]/U_{m-1}(y)$. If we choose the basis $(U\ell(y))_{0 \leq \ell < m-1}$, then the polynomial transform is

$$\left[U\ell(\cos \frac{k\pi}{m})\right]_{0 \leq k, \ell < m-1} = \text{diag} \left(\frac{1}{\sin \frac{(k+1)\pi}{m}}\right)_{0 \leq k < m-2} \cdot \text{DST}_{m-1} = \text{DST}_{m-1}.$$ 

Similarly, the $B$-module $x^j(x^k + 1)/2 \cdot B \cong \mathbb{C}[y]/2(y - 1)U_{m-1}(y)$ for any $1 \leq j < k$. If we choose
the basis \( (V_\ell(y))_{0 \leq \ell < m} \), then the polynomial transform is
\[
\left[ V_\ell(\cos \frac{k\pi}{m}) \right]_{0 \leq k, \ell < m} = \text{diag} \left( \frac{1}{\cos \frac{k\pi}{2m}} \right)_{0 \leq k < m} \cdot \text{DCT-II}_m = \overline{\text{DCT-II}}_m. \quad (C.2)
\]

Finally, the \( B \)-module \( x^j(x^k - 1)/2 \cdot B \cong \mathbb{C}[y]/2(y + 1)U_{m-1}(y) \) for any \( 1 \leq j < k \). If we choose the basis \( (W_\ell(y))_{0 \leq \ell < m} \), then the polynomial transform is
\[
\left[ W_\ell(\cos \frac{(k+1)\pi}{m}) \right]_{0 \leq k, \ell < m} = \text{diag} \left( \frac{1}{\sin \frac{(k+1)\pi}{2m}} \right)_{0 \leq k < m} \cdot \text{DST-II}_m = \overline{\text{DST-II}}_m. \quad (C.3)
\]

Using Theorem 6.2.6 we can verify that \( t_0(x) = 1, t_1(x) = (x^k - x^{-k})/2, t_{2j}(x) = x^j(x^k + 1)/2, \) and \( t_{2j+1}(x) = x^j(x^k - 1)/2 \) for \( 1 \leq j < k \), is a transversal of \( B \) in \( A \). Hence, by Theorem 6.3.1 we obtain the factorization
\[
\text{DFT}_n = M \left( \text{DCT-I}_{m+1} \oplus \overline{\text{DST-I}}_{m-1} \oplus I_{k-1} \otimes (\text{DCT-II}_m \oplus \overline{\text{DST-II}}_m) \right) B_{2km}^2.
\]

Here, \( B_{2km}^2 \) is the base change matrix from \( (x^\ell)_{0 \leq \ell \leq n-1} \) to the concatenation of bases of \( t_j(x)B, 0 \leq j < 2k \), and by construction
\[
B_{2km}^2 = \begin{pmatrix}
1 & I_{m-1} & J_{m-1} \\
I_{m-1} & 1 & -J_{m-1} \\
J_{m-1} & -I_{m-1} & 1
\end{pmatrix} \oplus I_{k-1} \otimes \begin{pmatrix}
1 & I_{m-1} & J_{m-1} \\
I_{m-1} & 1 & -J_{m-1} \\
J_{m-1} & -I_{m-1} & 1
\end{pmatrix} \cdot L_{2km}^2. \quad (C.4)
\]

\( M \) is constructed as follows. Let
\[
M_0 = I_k \otimes \begin{pmatrix}
1 & I_{m-1} \\
I_{m-1} & 1 \\
J_{m-1}
\end{pmatrix}.
\]

Let \( M_0(j_0, \ldots, j_\ell) \) be the subset of columns of \( M_0 \) with indices \( j_0, \ldots, j_\ell \); and let \( D_j = \text{diag} (t_j(\alpha_i))_{0 \leq i < n} \).
C.1. PROOF OF THEOREM 7.1.1

for $0 \leq j < 2k$. Then

$$M = \begin{pmatrix} D_0M_0 & D_1M_1 & D_2M_2 & \cdots & D_{2k-1}M_{2k-1} \end{pmatrix},$$

where $M_1 = M_0(1, \ldots, m-1)$; $M_{2j} = M_0(0, \ldots, m-1)$ and $M_{2j+1} = M_0(1, \ldots, m)$ for $1 \leq j < k$.

We can further rewrite $M$ as

$$M = L_{2km}^k (I_{2m} \otimes \text{DFT}_k) X_m^{2km} \cdot \left( I_{m} \oplus Z^{-1}_m \oplus I_{2(k-1)m} \right) \cdot D_{2km}^m,$$

Here, matrix $X_m^{2km}$ has the structure

$$X_m^{2km} = \begin{pmatrix} I_k & \oplus_{j=1}^{m-1} C_j & \oplus_{j=1}^{m-1} D_j & F \\ \oplus_{j=m+1}^{2m-1} C_j & \oplus_{j=1}^{m-1} D_j \end{pmatrix},$$

where

$$C_j = 1 \oplus \text{diag} \left( \omega_{2km}^j (\omega_{2m}^j + 1)/2 \right)_{1 \leq \ell < k},$$

$$D_j = \left( (\omega_{2m}^j - \omega_{2m}^{-j})/2 \right) \oplus \text{diag} \left( \omega_{2km}^{j\ell} (\omega_{2m}^j - 1)/2 \right)_{1 \leq \ell < k},$$

$$F = 1 \oplus \text{diag} \left( -\omega_{2m}^j \right)_{1 \leq j < k}.$$

After the substitution of $\text{DST-I}_{m-1}$, $\text{DCT-II}_m$, and $\text{DST-II}_m$ with $\text{DST-I}_{m-1}$, $\text{DCT-II}_m$, and $\text{DST-II}_m$ using (C.1-C.3), and simplification, we obtain the factorization

$$\text{DFT}_{2km}^m = L_{2km}^k (I_{2m} \otimes \text{DFT}_k) X_m^{2km} \cdot \left( I_{m} \oplus Z^{-1}_m \oplus I_{2(k-1)m} \right) \cdot D_{2km}^m \cdot \left( \text{DCT-I}_{m+1} \oplus \text{DST-I}_{m-1} \oplus I_{k-1} \otimes (\text{DCT-II}_m \oplus \text{DST-II}_m) \right) B_{2km}^m,$$
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where \( B_{2km} \) and \( X_{m}^{2km} \) are defined in (C.4) and (C.5), and

\[
D_{m}^{2km} = I_{m+1} \oplus \text{diag}\left(1/\sin\left(\frac{(j+1)\pi}{m}\right)\right)_{0 \leq j < m-1} \\
\oplus I_{k-1} \oplus \left(\text{diag}\left(1/\cos\left(\frac{j\pi}{2m}\right)\right)_{0 \leq j < m} \oplus \text{diag}\left(1/\sin\left(\frac{(j+1)\pi}{2m}\right)\right)_{0 \leq j < m}\right). \quad (C.6)
\]

C.2 Proof of Theorem 7.1.2.

Consider \( \mathcal{A} = \mathcal{M} = \mathbb{C}[x]/2T_{2km}(x) \) with basis \( (V_{0}(x), V_{1}(x), \ldots, V_{2km-1}(x)) \). The corresponding polynomial transform is

\[
\text{diag}\left(1/\cos\left(\frac{k+1/2}{4km}\pi\right)\right)_{0 \leq k < 2km} \cdot \text{DCT-IV}_{2km} = \overline{\text{DCT-IV}}_{2km}. \quad (C.7)
\]

By Theorem 6.1.2, the polynomial \( r(x) = T_{2k}(x) \) generates the subalgebra

\[
\mathcal{B} = \langle r(x) \rangle \cong \mathbb{C}[y]/2T_{m}(y).
\]

By Theorem 6.2.5, the \( \mathcal{B} \)-module \( V_{j}(x)\mathcal{B} \cong \mathbb{C}[y]/2T_{m}(y) \) for any \( 0 \leq j < k \). If we choose the basis \( (V_{\ell}(y))_{0 \leq \ell < m} \), then the polynomial transform is

\[
\left[T_{\ell}(\cos\left(\frac{k+1/2}{m}\pi\right))\right]_{0 \leq k, \ell < m} = \text{DCT-III}_{m}.
\]

Similarly, the \( \mathcal{B} \)-module \( W_{j}(x)(V_{2k-1}(x) - V_{2k}(x))/2 \cdot \mathcal{B} \cong \mathbb{C}[y]/2T_{m}(y) \) for any \( 0 \leq j < k \). If we choose the basis \( (U_{\ell}(y))_{0 \leq \ell < m} \), then the polynomial transform is

\[
\left[U_{\ell}(\cos\left(\frac{k+1/2}{m}\pi\right))\right]_{0 \leq k, \ell < m-1} = \text{diag}\left(1/\sin\left(\frac{(k+1/2)\pi}{m}\right)\right)_{0 \leq k < m} \cdot \text{DST-III}_{m} = \overline{\text{DST-III}}_{m}. \quad (C.8)
\]

We can verify using Theorem 6.2.6 that \( t_{2j} = V_{j}(x) \) and \( t_{2j+1} = W_{j}(x)(V_{2k-1}(x) - V_{2k}(x))/2 \) for \( 0 \leq j < k \), is a transversal of \( \mathcal{B} \) in \( \mathcal{A} \). Hence, by Theorem 6.3.1 we obtain the decomposition

\[
\overline{\text{DCT-IV}}_{2km} = M \left( I_{k} \otimes (\text{DCT-III}_{m} \oplus \text{DST-III}_{m}) \right) \mathcal{B}.
\]
C.2. PROOF OF THEOREM 7.1.2.

Here, $B$ is the base change matrix from $(x^\ell)_{0 \leq \ell \leq n-1}$ to the concatenation of bases of $t_j(x)B$, $0 \leq j < 2k$, and by construction

$$B = I_k \otimes \begin{pmatrix} 1 & L_2^{(m-1)} \cdot I_{m-1} \otimes \text{DFT}_2 \\ 1 \end{pmatrix} (K_{2m}^{2km})^T.$$  

$M$ is constructed as follows. Let

$$M_0 = I_k \otimes \begin{pmatrix} I_m \\ J_m \end{pmatrix}.$$  

Let $D_j = \text{diag} \left( t_j(\alpha_i) \right)_{0 \leq i < n}$ for $0 \leq j < 2k$. Then

$$M = \begin{pmatrix} D_0 M_0 & D_1 M_0 & D_2 M_0 & \cdots & D_{2k-1} M_0 \end{pmatrix}.$$  

We can simplify matrix $M$. Let us introduce matrices

$$X_k^{(C4)}(r) = \begin{pmatrix} c_0 & s_{k-1} \\ \vdots & \vdots \\ s_0 & c_{k-1} \end{pmatrix}, \quad X_k^{(S4)}(r) = \begin{pmatrix} c_0 & -s_{k-1} \\ \vdots & \vdots \\ -s_0 & c_{k-1} \end{pmatrix}, \quad (C.9)$$

Here, $c_\ell = \cos \left( \frac{(1-2\ell)(2\ell+1)\pi}{4k} \right)$ and $s_\ell = \sin \left( \frac{(1-2\ell)(2\ell+1)\pi}{4k} \right)$. These matrices are used for the so-called skew DCT and DST [5]. Further, let us define $r^{(i)} = (2i + 1)/(4m)$ and

$$r^{(i)}_j = \begin{cases} \frac{r^{(i)}+2j}{k}, & \text{if } j \text{ is even} \\ \frac{2-r^{(i)}+2j}{k}, & \text{if } j \text{ is odd} \end{cases}.$$
for $0 \leq j < \left\lfloor \frac{k}{2} \right\rfloor$. In case $k$ is odd, we also define $r_{k-1}^{(i)} = \frac{r_{k-1}^{(i-1)}}{k} + 1$. Finally, let us define diagonal matrices

$$D_k^{(C_4)}(r^{(i)}) = \text{diag}\left(\frac{1}{\cos \left(r_j^{(i)}\frac{\pi}{2}\right)}\right)_{0 \leq j < k},$$

$$D_k^{(S_4)}(r^{(i)}) = \text{diag}\left(\sin \left(2kr_j^{(i)}\frac{\pi}{2}\right) / \cos \left(r_j^{(i)}\frac{\pi}{2}\right)\right)_{0 \leq j < k}.$$

Then $M = K^n M \ell L_{2m}^n$, where $\hat{M} =$

$$\left( \oplus_{i=0}^{m-1} D_k^{(C_4)}(r^{(i)}) \text{DCT-IV}_k(r^{(i)}) X_k^{(C_4)}(r^{(i)}) \oplus_{i=0}^{m-1} D_k^{(S_4)}(r^{(i)}) \text{DST-IV}_k(r^{(i)}) X_k^{(S_4)}(r^{(i)}) \right) \oplus_{i=m}^{2m-1} D_k^{(C_4)}(r^{(i)}) \text{DCT-IV}_k(r^{(i)}) X_k^{(C_4)}(r^{(i)}) \oplus_{i=m}^{2m-1} D_k^{(S_4)}(r^{(i)}) \text{DST-IV}_k(r^{(i)}) X_k^{(S_4)}(r^{(i)}) \right).$$

We can further simplify (C.7) by substituting $\text{DCT-IV}_{2km}$ and $\text{DST-III}_m$ with $\text{DCT-IV}_{2km}$ $\text{DST-III}_m$ using (C.7) and (C.8). Then we use the equalities

$$X_k^{(C_4)}(r) = X_k^{(S_4)}(1 - r),$$

$$\text{DST-III}_m = \text{diag}\left((-1)^j\right)_{0 \leq j < m} \cdot \text{DCT-III}_m \cdot J_m,$$

$$\text{DST-IV}_k = \text{diag}\left((-1)^j\right)_{0 \leq j < k} \cdot \text{DCT-IV}_k \cdot J_k,$$

to obtain the decomposition

$$\text{DCT-IV}_{2km} = K_{2km}^2 (K_{2m}^2 \otimes \text{DCT-IV}_k) Y_{2km}^2 \text{DCT-III}_m \otimes L_{2k}^2 (K_{2km}^2)^T \cdot I_k \otimes \left( \begin{array}{c} 1 \\ L_{2m-1}^2 \cdot I_{m-1} \otimes \text{DFT}_2 \\ 1 \end{array} \right) (K_{2km}^2)^T,$$

where

$$Y_{2km}^2 = \bigoplus_{j=0}^{m-1} \begin{pmatrix} X_k^{(C_4)}(r^{(j)}) & (-1)^j \cdot J_k \cdot X_k^{(C_4)}(1 - r^{(j)}) \\ X_k^{(C_4)}(1 - r^{(j)}) & (-1)^{j+1} \cdot J_k \cdot X_k^{(C_4)}(r^{(j)}) \end{pmatrix}$$

(C.10)

and $X_k^{(C_4)}(r)$ is defined in (C.9).
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