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ABSTRACT
Low-Power Wide Area Networks (LPWANs) are an emerging wire-
less platform which can support battery-powered devices lasting
10-years while communicating at low data-rates to gateways several
kilometers away. Not all such devices will experience the promised
10 year battery life despite the high density of LPWAN gateways
expected in cities. Transmission from devices located deep within
buildings or in remote neighborhoods will su�er severe attenuation
forcing the use of slow data-rates to reach even the closest gateway,
thus resulting in battery drain.

This paper presents Charm, a system that enhances both the
battery life of client devices and the coverage of LPWANs in large
urban deployments. Charm allows multiple LoRaWAN gateways
to pool their received signals in the cloud, coherently combining
them to detect weak signals that are not decodable at any individual
gateway. Through a novel hardware and software design at the
gateway, Charm carefully detects which chunks of the received
signal need to be sent to the cloud, thereby saving uplink bandwidth.
We present a scalable solution to decoding weak transmissions at
city-scale by identifying the set of gateways whose signals need
to be coherently combined over time. In evaluations over a test
network and from simulations using traces from a large LoRaWAN
deployment in Pittsburgh, Pennsylvania, Charm demonstrates a
gain of up to 3× in range and 4× in client battery-life.

CCS CONCEPTS
•Computer systems organization→ Sensor networks; •Hard-
ware → Sensor applications and deployments; • Networks
→ Wireless access points, base stations and infrastructure;
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1 INTRODUCTION
Low Power Wide Area Networks (LPWANs) are increasingly seen
as an attractive communication platform for city-scale Internet-
of-Things (IoT) deployments. They o�er the ability to wirelessly
connect energy-constrained devices to gateways over distances of
many kilometers. LPWANs also have power and cost advantages
over alternatives like cellular networks, particularly in deploy-once,
low maintenance and low throughput sensing applications.

While LPWANs are far from pervasive, the capabilities of net-
works like LoRaWAN [20, 25], SigFox [11] and Ingenu’s RPMA [16]
have attracted investment and have spawned early deployments.
These technologies operate on the unlicensed ISM spectrum, allow-
ing businesses and consumers alike to deploy their own devices and
gateways. With Comcast recently announcing integration of LP-
WAN radios into future set-top boxes in the U.S. [30], LPWANs are
likely to grow rapidly. Given that each LPWAN gateway promises
a range of up to ten kilometers [20], major cities are likely to see a
fast-paced expansion in LPWAN coverage.

Despite the expected rise in density of LPWAN gateways, not all
devices will experience the promised 10 year battery life. Devices
located in urban spaces deep inside buildings or in remote neigh-
borhoods will experience severe drain in battery as their signals are
highly attenuated even at the closest base station. Some of these
devices, such as those in basements or tunnels, may not be in com-
munication range of any gateway at all. Unlike cellular networks,
LPWANs are largely user-deployed and unplanned, meaning that
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Figure 1: Charm: LPWAN joint decoding in the cloud

these devices may remain battery deprived or simply out of net-
work reach in perpetuity, even as thousands of gateways proliferate
city-wide.

This paper presents Charm, a system that enhances the cov-
erage of LPWANs and the battery life of client devices in large
urban deployments. Charm exploits the observation that while
signals from certain clients may attenuate signi�cantly, they are
still likely to be received by multiple gateways in a dense network.
Charm introduces a hardware and software design at the gateways
that identi�es and transports weak received signals to the cloud.
We then develop a joint decoding system at the cloud that coher-
ently combines weak signals received across multiple city gateways
to decode the underlying data. As a result, Charm both expands
the decoding range of the LPWAN network and improves battery-
life for nodes already in range – allowing client devices to spend
less energy per transmitted bit. Charm is built on the LoRaWAN
platform [20], a popular and widely available LPWAN technology.
Charm is implemented in a �rst-of-its-kind pilot deployment for
coherent diversity combining and demonstrates increased network
coverage and improved data rates across client devices.

While coherent diversity combining and PHY-layer processing
in the cloud has received much attention in the Wi-Fi [19, 34] and
cellular [1, 6] context, designing such a system for low-power WANs
o�ers radically new challenges. At the gateways, we would have to
decode very weak signals, weaker than 30 dB below the noise �oor.
Simply uploading all received data to the cloud would overwhelm
the back-end link, which is often a simple home LAN. Both the
LPWAN gateways and clients are designed to be economical and
deployed at scale, and without the time synchronization required
for coherent combining. At the cloud, collating receptions from a
large number of gateways at city-scale to identify which of them
contain packets from the same client is a challenge. We provide an
overview of our approach to address each of these challenges.
Noise-Resilience at the Gateway: The key challenge at the gate-
way is identifying packets that are signi�cantly below the noise
�oor and, therefore, virtually undetectable. A straw-man approach
to this problem would be to correlate the received signal with a
known preamble in any valid packet. For instance, LoRaWAN uses
a sequence of identical chirps – signals whose frequency increases
linearly in time – as a signature that is pre�xed in every packet. In
principle, sending an extremely long preamble could provide high
resilience to noise. In practice, doing so goes against the spirit of
LPWANs where energy for transmission is a valuable resource for
the client.

Charm’s approach to resolving this challenge is a hardware
and software gateway design that leverages the structure of the

LoRaWAN LPWAN protocol. Speci�cally, we develop a transform
that converts the data symbols containing a priori unknown bits into
a repeated and known sequence of signals, much like the preamble.
Charm can therefore now use both the preamble and the modi�ed
data sequence to detect any packet.

To understand our approach at a high-level, we present an illus-
trative example that dives into the details of the LoRaWAN PHY-
layer. LoRaWAN transmits data symbols as chirps whose initial
frequency is a function of the data. For instance over a bandwidth
of 100 Hz, LoRa could represent the bit "0" as a chirp starting at 2
Hz and bit "1" as a chirp starting at 52 Hz. Charm’s �lter aliases
the received LoRa signal so that frequencies modulo 50 Hz fold
into each other. This means that both bit "0" and bit "1" now map
to an identical chirp starting at 2 Hz. We apply this �lter through
the received packet to obtain a repeated sequence of chirps as long
as the entire packet itself. This technique allows us to detect the
packet with a much higher resilience to noise compared to using
the preamble alone, without incurring additional overhead.

We develop a custom gateway hardware platform integrating a
Semtech LoRaWAN radio front-end, a low-power FPGA and Rasp-
berry PI that can �lter and detect weak signals by processing re-
ceived raw I/Q samples in real-time. Our hardware platform, a
hybrid between a full SDR and a dedicated high-performance radio,
is designed to be open and highly programmable – a novel tool
to experiment with alternative LPWAN PHY-layer designs in the
900 MHz ISM band, without compromising on signal quality or
real-time performance.
Scalability at the Cloud: At the cloud, Charm must deal with a
large number of receptions from various gateways in a city, pruning
for weak signals and identifying common signals between gateways.
Charm proposes multiple optimizations to run its algorithms seam-
lessly at city-scale. For instance, it is often the case that gateways
transmit weak signals to the cloud for packets that have already
been decoded perfectly at other gateways. However, realizing that
the weak signal has already been decoded elsewhere is impossible
without decoding it in the cloud in the �rst place. Charm resolves
this chicken-or-egg dilemma by exploiting the timing and geograph-
ical location of the received signal. Prior to sending any signal data
to the cloud, a Charm gateway sends the location, frequency, ac-
curate timing and signal-to-noise ratio (SNR) of the received weak
packet. The cloud collates such information across multiple gate-
ways and requests for signals only from the gateways that receive
these signals the best. In doing so, Charm saves valuable uplink
bandwidth at the gateways and computation at the cloud. We de-
scribe how Charm mitigates range of other important challenges
at the cloud such as imperfect timing, frequency o�sets and over-
lapping transmissions.

We evaluate Charm in both indoor and outdoor environments
using two testbeds on the Carnegie Mellon University campus and
around the city of Pittsburgh. Eight user-deployed gateways built
using our custom hardware platform support a testbed covering a
0.6 sq.km. area around campus, which is used to study Charm’s per-
formance with regard to local packet detection, range and data-rates.
Four rooftop gateways support the OpenChirp LPWAN network
which services a large 10 sq.km. area that we use to acquire traces
for large-scale simulations. Our results reveal the following:
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• Battery-Life: By coherently combining across 8 base sta-
tions, Charm improves the SNR of a typical LoRaWAN
transmission by 3.16 dB, extending battery life by up to 4×.

• Range: We improve the maximum communication range
of 8 indoor user-deployed gateways in urban settings from
60m in LoRaWAN to 200 meters using Charm, an overall
increase in coverage area by 10×.

• Coverage: Our trace-driven simulation, based on city-
wide drive tests, estimates an overall increase in coverage
area by up to 2x due to Charm over LoRaWAN.

Contributions: We make the following novel contributions:
• A technique that leverages the geographical diversity of

unplanned, user-deployed gateways to enable joint decod-
ing of weak transmissions. This improves battery-life for
users in the network and increases the coverage area.

• A hardware platform and the underlying algorithms for
detecting weak LoRaWAN transmissions locally at the gate-
way.
• A software architecture that builds atop of LoRaWAN to

enable joint-decoding of signals in a scalable manner.

2 RELATEDWORK
Low-PowerWide-AreaNetworks: Recent years have seen much
interest in LPWANs, including the development of new hardware
and standards. Private enterprises such as Semtech [20] and Sig-
Fox [27] have developed LPWAN chipsets that use extremely nar-
row bands of unlicensed spectrum. In contrast, cellular standard-
ization bodies have developed two standards for LPWAN commu-
nication for cellular base stations to communicate with low-power
IoT devices over licensed spectrum: LTE-M [14] and NB-IOT [28].
Unlike LoRaWAN and SigFox, these technologies require devices to
periodically wake up to synchronize with the network – a burden
on battery life.

Several recent measurement studies have been conducted to eval-
uate the performance and range of LPWAN networks [31, 32] and
perform theoretical capacity analysis [18]. Early pilot deployment
e�orts are also underway with SigFox deploying their hardware
to connect security alarms to the cloud in Spain [27], smart blood
refrigerators in the Democratic Republic of the Congo [13] and
smart city applications [22]. These e�orts motivate the challenge
of limited range, performance and battery-drain of LPWAN clients.
A recent system, Choir [26], has demonstrated improving range
and scalability of LPWANs through collaborations of weak client
radios. In contrast, this paper seeks to use collaboration between
gateways without any modi�cations to client behavior whatsoever
to improve the battery life of even a single client.
Distributed MIMO and Coherent Combining: A large body
of work has proposed the use of multiple-antennas (MIMO) to
improve SNR and reduce interference [17, 29, 34]. In the WiFi con-
text, past systems have used multi-user MIMO to improve perfor-
mance on the uplink [19, 33, 34]. In the cellular context, massive
MIMO proposals have demonstrated scaling gains of towers with a
large number of antennas [4, 7]. There has been much theoretical
work on distributed MIMO overall in both the sensor network-
ing context [2] and wireless LANs [12] and cellular networks [24].
More recently, practical distributed MIMO systems, primarily in the

LAN-context have demonstrated both multiplexing and diversity
gains [8, 9, 35]. Instead, our approach brings the diversity gains
of distributed MIMO on the uplink to LPWANs. In doing so we
overcome multiple challenges owing to the fact that signals at any
individual tower are well below the noise �oor and are captured
by low-cost hardware that lacks the precise time synchronization
required for coherent combining.
CloudRadioAccessNetworks (Cloud-RAN): Multiple research
e�orts from the industry and academia have advocated the use
of PHY layer processing at the cloud as opposed to the base sta-
tions [5, 23]. In the cellular context, CloudRAN aims to perform
baseband processing at the cloud, allowing base stations to be sim-
ple and easy to deploy [1, 6]. The key challenge however is the
need for a reliable �ber optic backhaul to the cloud to collate data
streams in a low latency manner, motivating the need for cost-
e�ective high-performance backhauls [3, 15]. Our approach aims
to bring PHY processing in the cloud to LPWANs that operate at
signi�cantly lower bandwidth, with loose latency bounds and can
therefore a�ord Ethernet backhauls. We perform a wide variety of
optimizations to minimize the use of uplink bandwidth, including
local packet detection and data compression using an FPGA acceler-
ator. These are helpful when the gateways are user-deployed with
residential internet backbones.

3 BACKGROUND
In this section, we describe the two key topics that enable Charm:
coherent combining, and the PHY and MAC layers of LoRaWAN.

3.1 Coherent Combining in Distributed MIMO

TXx

RX1 y1

RX2 y2

RXN yN

h1

h2

hN

Figure 2: Coherent combining helps receivers collabora-
tively improve signal-to-noise ratio

Wireless radios leverage multiple antennas (MIMO or multiple-
input multiple-output) to improve throughput. This paper considers
coherent combining where transmissions from a single-antenna
transmitter (e.g. an LPWAN client) are heard by multiple receiver
antennas (e.g. LPWAN gateways). These gateways can then coher-
ently combine the received signals to improve signal decodability.

Mathematically, let the transmitted signal be x and each of the
gateways receive a signal yi through wireless channel hi , introduc-
ing an independent noise ni at the receivers. For a narrow-band
system (as is LoRaWAN and most LPWAN technologies), we can
write the received signal as: yi = hixi + ni .

The receivers can now coherently combine their received signals
by using the known wireless channels hi :

ycombined =

NÕ
i=1

h∗iyi =

NÕ
i=1
|hi |

2 x +

NÕ
i=1

h∗i ni
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The �rst term is the combined signal while the second term is
the combined noise. However, while the signals add up coherently,
the noise, being independent, adds up incoherently. This results
in an overall increase in the combined SNR, which allows us to
jointly decode a packet, that may otherwise not be decodable by
any individual receiver.

SNRcombined =

��˝N
i=1 |hi |

2 x
��2˝N

i=1
��h∗i ni

��2 ≥
��|hi |

2 x
��2��h∗i ni
��2 = SNRi

In practice, performing coherent combining as shown above
makes two important assumptions: (1) the packets can be detected
at individual receivers above some SNR threshold, and (2) receivers
share a common clock reference for time and frequency. This paper
describes the challenges in implementing coherent combining in
the low-power wide-area context where neither assumption holds.

3.2 Primer on LoRaWAN PHY and MAC
LoRaWAN is a popular LPWAN technology that operates in the
sub-GHz ISM band (900 MHz in the U.S.) and bandwidths of 125-
500kHz. LoRaWAN clients can transmit at low-data rates (few kbps)
to gateways up to 10 km away in free space and last up to 10 years
on AA batteries. Below, we detail a few key design decisions of
LoRaWAN.
LoRa, The PHY: LoRa’s physical layer is based on chirp-spread
spectrum modulation, i.e. using a chirp signal that continuously
varies in frequency. This makes it resilient to interference, multi-
path fading and Doppler e�ects. Every LoRaWAN packet begins
with a preamble of sixteen repeated chirps followed by data. Each
data chirp encodes multiple data bits (more precisely, chips), with
the number of bits encoded per chirp called the spreading factor
(SF). For instance, at spreading factor of seven, each chirp encodes
7 bits with 27 = 128 possible uniformly separated initial frequen-
cies. A higher spreading factor, e.g. eight, encodes one more bit
per chirp but also incurs double the transmission time, e�ectively
halving the data rate.1 Increased spreading factors are used to si-
multaneously slow down transmissions and improve resilience to
noise. LoRaWAN radios are therefore designed to transmit at the
lowest possible spreading factor that can be received at existing
noise levels for minimizing transmission time and the resulting bat-
tery drain. This paper therefore strives to reduce spreading factor
(improve data rate) for weak transmitters.
The MAC: LoRaWAN networks are designed to be simple star-
topologies that have client devices directly communicating with a
gateway that is connected to the internet over ethernet or cellular
links. Gateways are simple and relatively inexpensive forwarders
that send received packets to a cloud LoRaWAN server, and can be
commanded by the server to transmit data to clients at a speci�c
time. Packet decoding, managing acknowledgments and MAC pa-
rameters like data-rate are decided at a LoRaWAN server. The LoRa
community often refers to the system as having a “MAC-in-the-
Cloud” design. LoRaWAN allows and encourages its users to deploy
their own gateways. These gateways are completely unplanned and
on low-bandwidth, unreliable internet connections (compared to

1More precisely, increasing spreading factor from n to n + 1 scales data rate by
(n + 1)/2n.

cellular base-stations that are extensively planned and have ded-
icated optic �ber connections). In this paper, we refer to these as
user-deployed gateways. The penultimate goal of this paper is to
make individual unreliable user-deployed gateways more valuable
by pooling together PHY-layer processing at the cloud.

4 CHARM’S ARCHITECTURE
The goal of Charm is to decode weak transmissions, which cannot
be decoded by any individual gateway, by collating receptions from
multiple gateways at the cloud. At one level, this enables us to ex-
pand network coverage area reaching clients deep inside buildings,
underground or in outer reaches of the city. More fundamentally,
it saves energy on the vast majority of client devices, even if they
are within range of some gateways by allowing them to increase
their data rate without experiencing any loss in performance. Our
results in Sec. 8.1 demonstrate that lowering transmit time results
in a direct and signi�cant impact on battery life.

Fig. 3 depicts Charm’s architecture where we assume the gate-
ways can be user-deployed both indoors and outdoors, at a cost of a
few hundred dollars. These base stations have an Ethernet backhaul
to the cloud that accommodate a maximum uplink bandwidth of
a few megabits per seconds. Much like the standard LoRaWAN
architecture, MAC-layer scheduling is performed at the cloud with
gateways relaying their received data to the cloud. However, to
accommodate decoding weak received signals, we also allow gate-
ways to ship raw received I/Q signals from feeble low-power clients
to the cloud. The cloud aggregates such weak signals and coherently
combines them to decode the underlying data bits from feeble recep-
tions across multiple gateways. In other words, Charm performs a
joint optimization of the PHY-layer at the cloud, simultaneously im-
proving battery life and range of low-power clients at the expense
of increased computation at the cloud.

Realizing a scalable and real-time system based on the above
architecture is challenging both at the gateways and the cloud:

• At the Gateway: Given that signals from weak LPWAN
clients are often well below the noise �oor, gateways are
unaware of these packets in the received signal. This means
that base stations must e�ectively send all their received
raw signal data to the cloud to detect and decode weak
signals, stressing their limited uplink bandwidth.

• At theCloud: The cloud must identify signals from which
gateways need to be combined to recover transmitted data
from multiple clients. At city-scale, it is conceivable that
overlapping weak transmissions from di�erent clients are
received at the same time by gateways, making data recov-
ery challenging at the cloud. Additionally due to the use of
low-cost hardware that lacks precise time synchronization,
each of the gateways adds clock and frequency errors to
the captured signals. These must be resolved before the
signals can be combined.

The rest of this paper describes Charm’s solutions to each of
these challenges. Speci�cally, Charm makes two key contributions:
(1) A software interface at the gateway to identify weak transmis-
sions to ship to the cloud, and a hardware design that facilitates
these decisions in real-time; (2) A scalable cloud based PHY-layer
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Figure 3: Architecture of Charm

processing system at the cloud that can operate at city-scale. Next
we elaborate on each of these components.

5 THE CHARM GATEWAY
We �rst describe Charm's design at the gateway to enable accurate
decoding of weak clients, by relaying suspected weak signals to the
cloud. Charm achieves this �rst through a software algorithm at
the gateway that identi�es weak transmissions that may be signi�-
cantly below the noise �oor. We further implement this approach
in hardware by building a custom programmable radio platform
for the gateway, that streams and processes raw I/Q samples using
an FPGA. We show how a Charm-gateway can detect weak sig-
nals in real-time through this design, while simultaneously being
programmable and responding to policy changes from the cloud.

5.1 Locally Detecting Weak Signals
To reap the bene�ts of coherent diversity combining across mul-
tiple gateways, Charm must relay weak signals to the cloud. Yet,
uploading all received signals to overcome this problem is unfeasi-
ble given that gateways have limited uplink bandwidth to the cloud.
To put this in perspective, streaming all received I/Q samples to
the cloud requires an uplink bandwidth of 72 Mbps. However, the
vast majority of LPWAN gateways are likely to be user-deployed
hardware such as set-top boxes that cannot a�ord this bandwidth.
Indeed, this creates trade-o� between detecting weak transmitters
and conserving uplink bandwidth.

Charm breaks this trade-o� by detecting weak signals well below
the noise �oor at a single LoRaWAN gateway. At a high level, our
solution relies on the structure of the LoRa protocol. Speci�cally,
LoRa transmits signals in the form of chirps, i.e. signals whose
frequencies increase linearly in time. In addition, several of these
chirps are identical. For instance, consider the initial preamble in
LoRaWAN with as many as 16 identical and consecutive chirps.
This means one can design a receiver that coherently sums up
adjacent symbols of any received signal over a sliding window. If
the summing-up operation is truly coherent, the underlying signal
(i.e. the chirp) will add up constructively, while noise will add
up incoherently. In e�ect, this boosts the signal-to-noise ratio of
the received signal signi�cantly, allowing us to detect at least the
preamble of a LoRaWAN packet. One can then deliver a long chunk
of packets surrounding this preamble to the cloud.

However the resolution of the above approach is a function of
preamble length � the longer the preamble sequence is, the greater
will be the extent of noise that Charm can tolerate. Transmitting

Figure 4: The enhanced Charm packet detection process:
The chirp signal (a) is multiplied by a downchirp in the
Fourier domain (b). Windows of the resulting signal are then
combined together (c) for threshold detection.

extremely long preambles increases the overhead of the commu-
nication system, and in the long term, impacts battery life. Charm
therefore develops an approach that can detect weak signals by
leveraging data symbols in addition to the preamble � even though
the transmitted data sequence is unknown a priori at the gateway.
We detail our approach below.
Leveraging the structure of LoRaWAN data: Charm seeks to
use the structure of the data symbols in LoRaWAN to improve
detection of the packet in the presence of noise. Indeed, much akin
to the preamble, the data symbols of a LoRaWAN packet are also
composed of a sequence of chirps. Unlike the preamble though,
LoRaWAN data is composed of a sequence of chirps with di�erent
frequency-shifts based on the bits they represent. Assuming that the
underlying data in a message is completely unknown and arbitrary,
this makes looking for structure within the data challenging.

Charm relies on the fact that while the data does cause shifts
in frequencies of chirps within the packet � these shifts are not
completely random. In particular, chirps can undergo a discrete
number of possible shifts based on the number of bits per chirp.
For a spreading factor ofSF(i.e. a transmission data rate ofSF
bits per chirp), the frequency shift is one of2SF values. Charm
therefore implements a solution that coherently reinforces adjacent
chirps, modulo the minimum possible frequency shift between
them. This ensures that regardless of their underlying data, adjacent
chirps always add up to reinforce each other while noise adds up
destructively as before. Given that there are a signi�cantly larger
number of data symbols when compared to preamble symbols in
any transmission, this provides an additional mechanism to detect
packets below the noise.

Mathematically, lety1;y2; : : : ;ym denote them received data
symbols andx1;x2; : : : ;xm denote the transmitted data bits en-
coded as frequency shifts, each a number between0 and 2SF� 1

whereSFis the spreading factor. Let� f = Bandwidth•2SF denote
the minimum possible frequency separation between two encoded
data chirps. Then we can write the received signal at any timet of
the i th symbol as:

yi ¹t º = hej 2� ¹f ¹t º� x i � f ºt + n1 (1)
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Where f ¹t º denotes the time varying frequency of the chirp,j is
the square root of� 1, h represents the wireless channel andni
represents noise.

When multiplied bye� j 2� f ¹t ºt and viewed in the Fourier domain,
this results in a single tone at frequencyxi � f subject to noise.
Clearly the location of the tone is a function of the underlying data
� a di�erent quantity for di�erent data symbols.

In contrast, let us sub-sample the above equation at timest that
are multiples of1•� f (let's sayt = k

� f for integer values ofk).

yi ¹t º = hej 2� ¹f ¹t º� x i � f º k
� f + n1 = hej 2� f ¹t ºt + n1 (2)

This time, when multiplied bye� j 2� f ¹t ºt and viewed in the Fourier
domain, this results in a single tone at frequency0 (subject to
noise) regardless of the underlying data in each symbol. In other
words, sub-sampling in the time domain led to aliasing of all the
data peaks in the frequency domain into one frequency bin (in this
case, the DC bin), while noise is smeared uniformly across all bins.
Indeed, Charm repeats the sub-sampling across multiple time steps
separated by1

� f and averages the results. The resulting average
reinforces peaks corresponding to all the data symbols coherently in
one Fourier frequency bin, while noise adds up incoherently among
all remaining bins. This leads us to a very natural LoRaWAN packet-
detection mechanism that applies this operation across di�erent
sliding windows of the received signals. We signal the presence of a
packet once our algorithm detects a signi�cant peak in the Fourier
domain that dominates other peaks (subject to a threshold). Given
that our approach averages results over a large number of data
symbols, it remains resilient to noise without making assumptions
about the contents of the packet itself.

Algorithm 1: Charm's enhanced detection algorithm

1 for bits in instreamdo
2 [C=I+jQ]=downsample(bits);
3 for chirp_length in Cdo
4 F=chirp_length� down_chirp;
5 FCollect.collect(F); // Data Collection
6 end
7 C=FCollect.modulo(� f ); // Modulus Bucketing

8 if max ¹abs¹f f t ¹Cººº
mean¹abs¹f f t ¹Cººº > � then

9 SEND C to CLOUD ; // Packet Forwarding
10 end
11 end

Mitigating Frequency O�sets: To add up signals from adjacent
symbols coherently, Charm must assume that the received symbols
in these signals are identical � subject to noise and discrete shifts in
frequency due to the data (as described above). In practice however,
wireless signals from the LPWAN client to the gateway experiences
an additional arbitrary shift in frequency due to Carrier Frequency
O�set (CFO). CFO stems from the subtle variation in frequency
between the clocks on the transmitter and receiver. Given that the
client is inexpensive, its clock often exhibits large and arbitrary
frequency di�erences relative to the gateway. Additionally, the

CFO for a given transmission received at di�erent gateways is also
di�erent and must be resolved individually.

Two properties of CFO make its impact on Charm's algorithm
above particularly damaging: (1) CFO unlike data introduces a
frequency shift that is not discrete, but continuous. As a result, it is
not simply eliminated by looking at the chirp in the Fourier domain
�modulo � f � akin to the data as described above. (2) CFO introduces
a continuous phase shift2� � fCFOt onto the received signal that
accumulates over time. This means that even otherwise identical
received symbols may add up incoherently owing to a time-varying
phase shift.

The straw man approach to eliminate CFO would be an attempt
to directly estimate it. For instance, one could rely on the repeated
symbols of the preamble where any phase variation is purely a func-
tion of CFO. In particular, the phase shift between two otherwise
identical preamble symbols separated byt is simply 2� � fCFOt ,
which one can solve for to estimate� fCFO and eliminate its e�ect.
However, this solution fails if the number of preamble symbols in
the transmitted signal is insu�cient to overcome noise. Further, this
approach cannot exploit data symbols to estimate CFO, which, as
explained earlier, are greater in number and would greatly enhance
resilience to noise.

Charm overcomes this problem by realizing that while estimating
� fCFO from the data symbols alone is challenging, it is su�cient to
estimate� fCFO modulo� f to detect the LoRa packet. To see why,
recall that the frequency o�set over a packet� fCFO can be decou-

pled into two components:»� fC F O
� f ¼� f + f � fC F O

� f g� f , an integer
multiple of� f and the remaining fractional component respectively.
When looking at the data chirps in the frequency domain modulo
� f , all the data symbols appear identical given that all frequency
shifts of the data are all multiples of� f . Similarly, the �rst term of

the CFO:»� fC F O
� f ¼� f is also an integer multiple of� f and therefore

disappears under the modulo. Only the fractional part of the CFO:

f � fC F O
� f g� f persists and introduces a time varying phase shift of

2� f � fC F O
� f g� f t across symbols. This means that we can simply

solve for the fractional component of CFO and eliminate its e�ect
akin to the straw man approach, but using the data symbols in the
frequency domain modulo� f . In other words, Charm's solution
remains resilient to frequency o�set, both in detecting the preamble
as well as data symbols of a LoRaWAN packet.

5.2 Programmable Hardware Design
Charm must process raw I/Q samples from the gateway and selec-
tively relay this information to the cloud in real-time. However,
existing LoRaWAN gateway hardware cannot provide the raw I/Q
streams necessary for joint decoding. In contrast, deploying a full
software-de�ned radio (SDR) at the gateway allows packet decod-
ing, it comes with high cost in term of power, sensitivity and unit
price. We therefore develop a custom Charm hardware platform
shown in Figure 5 as an auxiliary peripheral to a gateway and can
provide the necessary quadrature streams. Key to our performance
is a light-weight, low-cost and easy-to-reprogram hardware acceler-
ator for data reduction enabling further local processing (e.g. on the
accelerator or by a Raspberry Pi). In e�ect, we allow for a system




