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ABSTRACT
We consider recovering the amplitudes and locations of spikes in a point source signal from its low-pass spectrum that may suffer from missing data and arbitrary outliers. We first review and provide a unified view of several recently proposed convex relaxations that characterize and capitalize the spectral sparsity of the point source signal without discretization under the framework of atomic norms. Next we propose a new algorithm when the spikes are known a priori to be positive, motivated by applications such as neural spike sorting and fluorescence microscopy imaging. Numerical experiments are provided to demonstrate the effectiveness of the proposed approach.
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1. INTRODUCTION
High-resolution source location is a problem of paramount importance across many domains in science and engineering. Consider a point source signal,

\[ x(t) = \sum_{k=1}^{K} c_k \delta(t - \tau_k), \]

where \( c_k \in \mathbb{C} \) and \( \tau_k \in [0, 1] \) are the amplitude and delay of the \( k \)-th point source, for \( 1 \leq k \leq K \), \( K \) is the number of point sources. For many applications such as direction-of-arrival estimation, line spectrum estimation, system identification, neural spike sorting, and microscopy imaging, we observe its low-pass spectrum, given as

\[ z = Fx = \sum_{k=1}^{K} c_k a_n(\tau_k) \in \mathbb{C}^n, \]

where \( Fx := \int_0^1 a_n(t) dx(t), a_n(\tau) = [1, e^{j\tau}, \ldots, e^{j(n-1)\tau}]^T \) and \( n \) is the signal length. The goal is to localize the point sources, i.e. estimate the nonlinear parameters \( \{c_k, \tau_k\}_{k=1}^{K} \), as precise as possible, from a noisy, subsampled, or even corrupted version of \( z \) in a robust and stable manner.

Classical approaches for source localization in statistical signal processing include the Prony’s method, ESPRIT [1], MUSIC [2], matrix pencil [3, 4], the Pisarenko’s method [5], the Tufts and Kumaresan approach [6], Cadzow’s signal enhancement [7], and so on. They exploit the reduced-rank representation of the signal subspace by performing eigenvalue decomposition of the (transformed) data. One important limitation of classical approaches is that any subsampling of the measurement reduces resolution and increases variability. Moreover, many of the approaches are not robust to noise and outliers, and are sensitive to the knowledge of model order.

Recently, a new class of super-resolution approaches based on convex relaxations [8, 9, 10] has been proposed in the literature that achieves competitive performance with classical approaches, and is robust against noise.
missing data and outliers through small modifications, without discretizing the delays over a finite grid \[11, 12\]. Examples include enhanced matrix completion (EMaC) \[8\], total variation norm minimization \[9\], atomic norm minimization (ANM) \[10, 13, 14\], mosaic matrix completion \[15\], and so on. These approaches promote the spectral sparsity of the model (2) by embedding the signal into structured low-rank matrix representations.

The goal of the current paper is two-fold. First, we develop a unified view of structured low-rank matrix representations that promote spectral sparsity through the lens of atomic norms, by formulating them as atomic norm minimizations arisen from different choices of the atomic sets for the Cadzow’s signal enhancement. This allows interpreting EMaC \[8\], also known as structured Hankel matrix completion, as a convex relaxation of the atomic norm minimization approach by Tang et.al. \[10\] for the class of complex sinusoids. Second, we specialize to the case of positive sources, and propose a new algorithm based on atomic norm minimization to recover positive point sources via semidefinite programming in the presence of arbitrary outliers.

The rest of this paper is organized as follows. Section 2 develops a unified framework for convex relaxations of spectral sparsity under the framework of atomic norm minimization. Section 3 provides a novel semidefinite characterization for positive point sources and its application for robust spike deconvolution under sparse corruptions. Finally, we conclude in Section 4.

Throughout the paper, we use boldface letters to represent matrices and vectors, e.g. \(\mathbf{A}\) and \(\mathbf{a}\). Define the Hermitian Toeplitz matrix with \(\mathbf{z}^\top\) being the first row as \(\mathbf{T}(\mathbf{z})\), where the first entry of \(\mathbf{z}\), \(\mathbf{z}_1\) is real positive. Then the adjoint of \(\mathbf{T}\), denoted by \(\mathbf{T}^* : \mathbb{C}^{n \times n} \rightarrow \mathbb{C}^n\) is defined as \(|\mathbf{T}^*(\mathbf{M})|_j = \sum_{i=1}^{n-j+1} M_{i,i+j-1}\), for \(j = 1, \ldots, n\).

2. ATOMIC NORM MINIMIZATION FOR SIGNAL ENHANCEMENT

The atomic norm is developed by Chandrasekaran et.al. \[16\] as a general framework to develop convex relaxations for reconstructing signals that are composed of a small number of simple building blocks called atoms. Let \(\mathcal{A}\) denote the atomic set. Assume the signal of interest \(\mathbf{g}\) can be represented as a linear combination of atoms in \(\mathcal{A}\):

\[
\mathbf{g} = \sum_i \epsilon_i \alpha_i, \quad \alpha_i \in \mathcal{A}.
\]

Let \(\text{conv}(\mathcal{A})\) be the convex hull of \(\mathcal{A}\), and all elements of \(\mathcal{A}\) are the extreme points of \(\text{conv}(\mathcal{A})\). Define the atomic norm of \(\mathbf{g}\) as

\[
\|\mathbf{g}\|_{\mathcal{A}} = \inf \{ t > 0 : \mathbf{g} \in t \cdot \text{conv}(\mathcal{A}) \} = \inf \left\{ \sum_i |\epsilon_i| : \mathbf{g} = \sum_i \epsilon_i \alpha_i, \quad \alpha_i \in \mathcal{A} \right\},
\]

which can be regarded as a convex relaxation to motivate a sparse representation of \(\mathbf{g}\) in the atomic set \(\mathcal{A}\). Importantly, the dual norm \(\|\cdot\|_{\mathcal{A}}^*\) is given as

\[
\|\mathbf{g}\|_{\mathcal{A}}^* = \sup_{\|\mathbf{g}\|_{\mathcal{A}} \leq 1} \langle \mathbf{g}, \mathbf{y} \rangle = \sup_{\mathbf{\alpha} \in \mathcal{A}} |\langle \mathbf{g}, \mathbf{\alpha} \rangle|.
\]

Several well-studied norms that promote parsimonious representations can be treated as special cases of the atomic norm, for example, the \(\ell_1\) norm for promoting sparsity and the nuclear norm for promoting low rank.

Defines the signal enhancement \[4, 7\] as a rearrangement of the signal \(\mathbf{z}\) into a Hankel matrix*:

\[
\mathcal{H}(\mathbf{z}) = \begin{bmatrix}
\mathbf{z}_1 & \mathbf{z}_2 & \cdots & \mathbf{z}_{n-p+1} \\
\mathbf{z}_2 & \mathbf{z}_3 & \cdots & \mathbf{z}_{n-p+2} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{z}_p & \mathbf{z}_{p+1} & \cdots & \mathbf{z}_n
\end{bmatrix} \in \mathbb{C}^{p \times (n-p+1)},
\]

*More generally, the signal enhancement is a multi-fold Hankel matrix for multi-dimensional models. For notational simplicity, we work with the one-dimensional model in this paper.
where $1 \leq p \leq n$ is called the pencil parameter, and let $q = n - p + 1$ for convenience. In practice it is beneficial to select the pencil parameter $p$ to make $\mathcal{H}(x)$ as square as possible. It is easy to check that $\mathcal{H}(x)$ admits the following Vandermonde decomposition:

$$\mathcal{H}(z) = V_1DV_2^T = \sum_{k=1}^{K} c_k a_p(\tau_k) a_q(\tau_k)^T,$$

where $D = \text{diag} \{c_1, c_2, \ldots, c_K\} \in \mathbb{C}^{K \times K}$, $V_1 = [a_p(\tau_1), \ldots, a_p(\tau_K)] \in \mathbb{C}^{p \times K}$ and $V_2 = [a_q(\tau_1), \ldots, a_q(\tau_K)] \in \mathbb{C}^{K \times q}$. Therefore,

$$\text{rank}(\mathcal{H}(z)) \leq K,$$

and the equality holds when the source locations $T = \{\tau_k\}_{k=1}^{K}$ are distinct. The Hankel matrix $\mathcal{H}(z)$ is low rank when $K \ll \min\{p, q\}$, i.e. its rank is much smaller than the ambient dimension. It also plays an important role in the literature of modal analysis [17, Chapter 11], including but not limited to annihilating filtering and linear prediction.

2.1 Convex Relaxations of Spectral Sparsity

It is possible to promote spectral sparsity by properly defining atomic sets for $\mathcal{H}(z)$, which recovers several recently proposed convex relaxations:

**Nuclear norm of $\mathcal{H}(z)$**: if we let the atomic set be $\mathcal{A}_1 = \{uu^H : u \in \mathbb{C}^p, v \in \mathbb{C}^q, \|u\|_2 = \|v\|_2 = 1\}$, where the atoms are rank-one matrices of unit norm, then the atomic norm of $\mathcal{H}(z)$ is equivalent to the nuclear norm of $\mathcal{H}(z)$, given as

$$\|\mathcal{H}(x)\|_* = \min_{W_1, W_2} \left\{ \frac{1}{2} \text{Tr}(W_1) + \frac{1}{2} \text{Tr}(W_2) \right\} \left\{ W_1 \mathcal{H}(x)^H W_2 \geq 0 \right\}. \tag{6}$$

This gives the nuclear norm minimization studied in [8], known as Enhanced Matrix Completion (EMaC).

**Atomic norm of $\mathcal{H}(z)$**: if we let the atomic set be $\mathcal{A}_2 = \left\{ \frac{1}{\sqrt{pq}} a_p(\tau) a_q(\tau)^H : \tau \in [0, 1) \right\}$, the atomic norm of $\mathcal{H}(z)$ is defined as

$$\|\mathcal{H}(z)\|_A := \inf \left\{ \sum_i |\epsilon_i| : \mathcal{H}(z) = \sum_i \epsilon_i \frac{1}{\sqrt{pq}} a_p(\tau_i) a_q(\tau_i)^H \right\}. \tag{7}$$

Note that the mapping $x \mapsto \mathcal{H}(x)$ is a one-to-one correspondence, and $\mathcal{H}(a_n(\tau)) = a_p(\tau) a_q(\tau)^H$. It is easy to check that (7) is equivalent to the atomic norm of $z$, with the atomic set $\mathcal{A}_3 = \left\{ \frac{1}{\sqrt{pq}} a_n(\tau) : \tau \in [0, 1) \right\}$. In other words, (7) equals to the atomic norm proposed in [10] up to a scaling difference:

$$\|\mathcal{H}(z)\|_A = \|z\|_A := \inf \left\{ \sum_i |\epsilon_i| : z = \sum_i \epsilon_i \frac{1}{\sqrt{pq}} a_n(\tau_i) \right\} = \min_{u \in \mathbb{C}^n, t} \left\{ \sqrt{pq} \left( \frac{1}{2n} \text{Tr}(\text{Toep}(u)) + \frac{t}{2} \right) \mid \text{Toep}(u)^H z^H t \geq 0 \right\}. \text{ Since } \mathcal{A}_2 \subset \mathcal{A}_1, \text{ we have the following proposition:}

**Proposition 2.1.** The nuclear norm minimization $\|\mathcal{H}(z)\|_*$ is a convex relaxation of the atomic norm minimization $\|\mathcal{H}(z)\|_A = \|z\|_A$.

From the dual perspective, the dual problem of (6) can be written as

$$\hat{Y} = \arg\max_Y \langle Y, \mathcal{H}(z) \rangle_{\mathbb{R}} \text{ subject to } \|Y\| \leq 1, \tag{8}$$
where \( \|Y\| = \sup_{u,v: \|u\|_2 = 1, \|v\|_2 = 1} |u^tYv| \) denotes the spectral norm, which is the dual norm of the nuclear norm. By constraining \( u = \frac{1}{\sqrt{p}} a_p(\tau) \) and \( v = \frac{1}{\sqrt{q}} a_q(\tau) \), we obtain a convex relaxation of (8) as

\[
\max Y, H(z) \|_R \text{ subject to } \sup_{\tau \in [0,1]} \left| \left< Y, \frac{1}{\sqrt{pq}} a_p(\tau) a_q(\tau)^T \right> \right| \leq 1,
\]

Since both \( H(z) \) and \( a_p(\tau) a_q(\tau) = H(a_n(\tau)) \) are Hankel matrices, it is sufficient to consider the solution \( Y = H(y) \) as a Hankel matrix, which gives

\[
\max y \left< H(y), H(z) \right> \|_R \text{ subject to } \sup_{\tau \in [0,1]} \left| \left< H(y), \frac{1}{\sqrt{pq}} H(a_n(\tau)) \right> \right| \leq 1.
\]

By defining the vector \( \tilde{y} \) as \( \tilde{y}_i = n_i y_i \), where \( n_i \) the number of ones in the matrix \( H(e_i) \), where \( e_i \) is the \( i \)th standard basis vector, \( i = 1, \ldots, n \). Then the above algorithm is equivalent to

\[
\max \tilde{y} \left< \tilde{y}, z \right> \|_R \text{ subject to } \sup_{\tau \in [0,1]} \| \tilde{y} \|_A^* \leq 1,
\]

where \( \| \cdot \|_A^* \) is the dual norm of \( \| \cdot \|_A \). This argument confirms Proposition 2.1.

### 2.2 Remarks

Although \( \|H(z)\|_r \) can be viewed as a convex relaxation of \( \|H(z)\|_A \), it admits a larger atomic set therefore can be applied to a larger class of signals. In many applications such as nuclear magnetic resonance imaging [18], it is important to model damping, when the source locations are complex-valued, then the signal model (2) becomes

\[
\tilde{z}_i^d = \sum_{k=1}^K c_k \zeta_k^{-1}, \quad i = 1, \ldots, n,
\]

where \( \zeta_k = \rho_k e^{j2\pi x_k} \) with \( |\rho_k| \neq 1 \). Interestingly, the rank property (5) continues to hold, therefore the nuclear norm minimization of \( H(z) \) can still be used. In [19], the nuclear norm minimization of \( H(z) \) is further exploited to recover signals with finite rate of innovation. However, the atomic norm \( \|H(z)\|_A \) using \( A_2 \) as the atomic set is no longer viable for these larger classes of signals.

Even within the class of spectral signals given in (2), it is worth noting that a tighter convex relaxation does not always imply a better performance for a given signal. This is particularly true when the point sources are closely located. In [20], it is shown that there exists a fundamental resolution limit for ANM, such that if the separation between point sources is below certain threshold, there exists signals that cannot be recovered by ANM when their amplitudes have opposite signs. On the other hand, for the success of EMaC, a much milder coherence condition is used in [8], and EMaC might still succeed for signals that are provably not recoverable by ANM. Nonetheless, we note that when the point sources are sufficiently separated, ANM tends to obtain a better performance than EMaC for signals in (2), due to the tightness of the formulation.

### 3. ROBUST POSITIVE SPIKE DECONVOLUTION

In practice, it is common that the spectrum is corrupted by outliers, for example due to impulsive noise or malicious attacks, and the observation \( y \in \mathbb{C}^n \) is given as

\[
y = z + w,
\]

where \( w \in \mathbb{C}^n \) is the outlier term, which is a sparse vector with \( \|w\|_0 = s \), and \( s \) is the number of outliers. Provable approaches based on EMaC [8] and ANM [21] are developed to exactly demix \( z \) and \( w \) by motivating simultaneously the spectral sparsity of \( z \) and the sparsity of \( w \).

In this section, we specialize to the case of positive sources, i.e. \( c_i > 0, 1 \leq i \leq k \). It is therefore possible to incorporate a nonnegative constraint to robustly recover the spike signal, via

\[
\hat{x} = \arg\min_q \|y - Fq\|_1 + \xi(q,1) \quad \text{s.t.} \quad q \geq 0,
\]

where
where $\xi > 0$ is a regularization parameter which can be set as $\xi = \sqrt{n}$ [21]. For a vector $\mathbf{r}$, let $F^* \mathbf{r} = \Re \left( \sum_{i=1}^{n} r_i e^{-j2\pi(i-1)t} \right) = \Re(\mathbf{a}_n(t)^H \mathbf{r}) := \langle \mathbf{r}, \mathbf{a}_n(t) \rangle$. Then the dual problem of (11) is given as
\[
\max_{\eta \in \mathbb{C}^n} \langle \eta, \mathbf{y} \rangle \quad \text{s.t.} \quad \|\eta\|_{\infty} \leq 1, \quad F^* \eta \leq \xi. \tag{12}
\]

### 3.1 Semidefinite Program Characterization

The last constraint in (12) admits an equivalent semidefinite characterization, given below.

**Proposition 3.1.** Let $\eta \in \mathbb{C}^n$ and $\epsilon \in \mathbb{R}$,
\[
(F^* \eta)(t) \leq \epsilon \quad \forall t \in [0, 1] \tag{13}
\]
if and only if there exists a Hermitian matrix $\mathbf{A} \succeq 0$ such that
\[
\mathcal{T}^*(\mathbf{A}) + \eta = \epsilon \mathbf{e}_1,
\]
where $\mathbf{e}_1 = [1, 0, 0, \ldots, 0]^T$.

**Proof.** We start by proving the “if” part. Since $\mathbf{A} \succeq 0$, we have for any $t \in [0, 1]$,
\[
0 \leq \mathbf{a}_n(t)^H \mathbf{A} \mathbf{a}_n(t) = \langle \mathbf{A}, \mathbf{a}_n(t) \mathbf{a}_n(t)^H \rangle = \langle \mathcal{T}^*(\mathbf{A}), \mathcal{T}^*(\mathbf{a}_n(t) \mathbf{a}_n(t)^H) \rangle = \langle \mathbf{e}_1 - \eta, \mathbf{a}_n(t) \rangle = \epsilon - \langle \eta, \mathbf{a}_n(t) \rangle = \epsilon - F^* \eta,
\]
yielding $F^* \eta \leq \epsilon$. On the other hand, if (13) holds, then by the Fejér-Riesz Theorem [22], there exists a polynomial $P(t) = \tilde{c}^H \mathbf{a}(t)$ such that
\[
\epsilon - F^* \eta = |P(t)|^2 = \mathbf{a}_n(t)^H \tilde{c} \tilde{c}^H \mathbf{a}_n(t).
\]
Pick $\mathbf{A} = \tilde{c} \tilde{c}^H$, then $\mathbf{A} \succeq 0$, and $\langle \mathcal{T}^*(\mathbf{A}), \mathbf{a} \rangle = \mathbf{a}(t)^H \mathbf{A} \mathbf{a}_n(t)$. For all $t \in [0, 1]$,
\[
\langle \mathcal{T}^*(\mathbf{A}) + \eta, \mathbf{a} \rangle = \mathbf{a}_n(t)^H \mathbf{A} \mathbf{a}_n(t) + F^* \eta = \epsilon,
\]
therefore $\mathcal{T}^*(\mathbf{A}) + \eta = \epsilon \mathbf{e}_1$. □

Therefore, the problem (12) is equivalent to:
\[
\max_{\eta \in \mathbb{C}^n, \mathbf{A} \succeq 0} \langle \eta, \mathbf{y} \rangle \quad \text{s.t.} \quad \|\eta\|_{\infty} \leq 1, \quad \mathcal{T}^*(\mathbf{A}) + \eta = \xi \mathbf{e}_1. \tag{14}
\]

Notably, the dual problem of (14) is given as
\[
\hat{\mathbf{z}} = \arg\min_{\mathbf{g} \in \mathbb{C}^n} \|\mathbf{y} - \mathbf{g}\|_1 + \xi g_1 \quad \text{s.t.} \quad \mathcal{T}(\mathbf{g}) \succeq 0, \tag{15}
\]
which seeks a low-rank Hermitian PSD Toeplitz matrix $\mathcal{T}(\mathbf{g})$ that minimizes a weighted sum of the $\ell_1$ norm of the residual as well as the trace of $\mathcal{T}(\mathbf{g})$. This suggests that for positive sources, atomic norm minimization is equivalent to trace norm minimization for the PSD Toeplitz matrix constructed by the signal as its first column.

### 3.2 Spike Localization via the Dual Polynomial

Define the support of $x$ as $T$, and the support of $\mathbf{w}$ as $\Omega$. The existence of the following dual certificate certifies the optimality of (11).

**Proposition 3.2.** If there exist $\mathbf{r} \in \mathbb{C}^n$ and $Q_{\mathbf{r}}(t) = F^* \mathbf{r}$ that satisfy
\[
Q_{\mathbf{r}}(\tau_k) = 1, \quad \forall \tau_k \in T, \quad Q_{\mathbf{r}}(t) < 1, \quad \forall t \notin T, \tag{16}
\]
\[
r_l = \xi^{-1} \text{sgn}(w_l), \quad \forall l \in \Omega, \quad |r_l| < \xi^{-1}, \quad \forall l \notin \Omega, \tag{17}
\]
spikes can be identified from the roots of \( Q_r(t) \) entries of \( r \) of the spikes and the outliers are generated in the same manner as earlier. Fig. 2 shows the absolute value of the \( n \)-sparse vector outlined in Section 3.2. We set \( \phi = \lambda_z \) corrupted by an \( n \)-sparse vector whose support is selected uniformly at random from \([0,1]\]. The signal is then \( x \) is a unique solution to (11) as long as \( k + s \leq n \).

**Proof.** Let \( \hat{x} = \sum_{\tau \in T} c'_\tau \delta(t - \tau) \) be the optimal solution to (11), with \( c'_\tau > 0 \). Let \( \hat{w} = y - \Phi \hat{x} \). Denote the support of \( \hat{x} \) as \( \hat{T} \) and the support of \( \hat{w} \) as \( \hat{\Omega} \). From [21, Lemma C.1], it is known that if \( T = T' \) and \( \Omega = \Omega' \), then \( \hat{x} = x \) as long as \( k + s \leq n \). For the rest of the proof we assume \( T \neq T' \) or \( \Omega \neq \Omega' \). Define \( h = \hat{x} - x \), then we have

\[
\langle Q_r(t), h(t) \rangle = \int_0^1 Q_r(t)(\hat{x}(t) - x(t)) dt = \sum_{\tau \in T} Q_r(\tau) c'_\tau - \sum_{\tau \in \hat{T}} Q_r(\tau) c_k \\
\leq \sum_{\tau \in T} c'_\tau - \sum_{\tau \in \hat{T}} c_k \\
\leq \|w\|_1 - \|\hat{w}\|_1,
\]

where (18) follows from (16) and \( x, \hat{x} \) are nonnegative, and it becomes strict inequality if \( T \neq T' \); (19) follows from the optimality of \( \hat{x} \). On the other hand, we have

\[
\langle Q_r(t), h(t) \rangle = \int_0^1 \mathbb{R} \left( \sum_{i=1}^n r_i e^{-j2\pi(i-1)t} \right) (\hat{x}(t) - x(t)) dt \\
= \mathbb{R} \left( \sum_{i=1}^n r_i \int_0^1 e^{-j2\pi(i-1)t} (\hat{x}(t) - x(t)) dt \right) \\
= \langle r, F(\hat{x} - x) \rangle \\
= \langle r, w - \hat{w} \rangle \\
= \|w\|_1 - \langle r_{\Omega}, \hat{w}_{\Omega} \rangle - \langle r_{\Omega^c}, \hat{w}_{\Omega^c} \rangle \\
\geq \|w\|_1 - \|r_{\Omega}\|_\infty \|\hat{w}\|_1 - \|r_{\Omega^c}\|_\infty \|\hat{w}_{\Omega^c}\|_1 \\
\geq \|w\|_1 - \|\hat{w}\|_1,
\]

where (22) follows from

\[
\langle r, w \rangle = \langle r_{\Omega}, w_{\Omega} \rangle = \|w_{\Omega}\|_1 = \|w\|_1
\]

and (23) follows from the Holder’s inequality. The last inequality (24) follows from (17), and it becomes a strict inequality if \( \Omega \neq \Omega' \). Therefore, combining (19) and (24), we have a contradiction. Therefore \( \hat{x} = x \) is the unique optimal solution to (18). \( \square \)

Proposition 3.2 suggests that one can localize the spikes and the outliers from the dual solution of (11), as demonstrated in the numerical example in Fig. 2. Note that, the dual approach does not always produce an exact recovery of the source locations, see a more detailed discussion in [10].

### 3.3 Numerical Examples

We examine the performance of the proposed algorithm (11). Let \( n = 64 \). We randomly generate \( K \) spikes with their locations and amplitudes both drawn uniformly selected at random from \([0,1]\). The signal is then corrupted by an \( s \)-sparse vector whose support is selected uniformly at random with the nonzero entries drawn from \( CN(0,20) \). The reconstruction is claimed successful if the normalized reconstruction error satisfies \( \|\hat{z} - z\|_2/\|z\|_2 \leq 10^{-5} \). The success rate is then calculated by averaging over 10 Monte Carlo simulations. Fig. 1 (a) shows the success rate with respect to \( (K,s) \), and (b) shows the success rate with respect to \( (n,s/n) \).

We next demonstrate how the support of the outlier and the spike can be localized via the dual approach outlined in Section 3.2. We set \( n = 64 \), \( K = s = 5 \). The support of the spikes is fixed as \( T = \{0.2, 0.2 + 1/n, 0.315, 0.6, 0.8\} \), where the first two spikes are separated by the so-called Rayleigh limit \( 1/n \). The amplitudes of the spikes and the outliers are generated in the same manner as earlier. Fig. 2 shows the absolute value of the dual vector \( r \in \mathbb{C}^n \) in the top panel, where the support of the outliers can be identified from the indices of the entries of \( r \) with unit absolute value. The bottom panel shows the dual polynomial \( Q_r(t) \), where the support of spikes can be identified from the roots of \( Q_r(t) = 1 \). Note that the dual polynomial is constructed differently from the case without the positivity constraint.
Figure 1. Success rate of the proposed algorithm (a) with respect to the sparsity of spikes and outliers for a fixed \( n = 64 \); (b) with respect to the signal length and the percent of outliers for a fixed \( K = 6 \).

Figure 2. The reconstructed support of outliers and spikes via the dual approach. Top panel: the absolute value of the dual vector and the corresponding true outlier support. Bottom panel: the dual polynomial and the corresponding true spike support.

4. CONCLUSIONS

This paper provides a unified view of structured low-rank representations for super-resolution and line spectrum estimation, using the framework of atomic norms. In particular, the case of positive sources is treated in the application of robust spike deconvolution. Current efforts aim to develop the performance guarantee of the proposed algorithm in Section 3. Looking ahead, despite theoretical appeals, fast algorithms for structured low-rank matrix completion that produce provably accurate estimates are greatly desirable.
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