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ABSTRACT

In many signal processing tasks, one seeks to recover an \( r \)-column matrix object \( X \in \mathbb{C}^{n \times r} \) from a set of nonnegative quadratic measurements up to orthonormal transforms. Example applications include coherence retrieval in optical imaging and covariance sketching for high-dimensional streaming data. To this end, efficient nonconvex optimization methods are quite appealing, due to their computational efficiency and scalability to large-scale problems. There is a recent surge of activities in designing nonconvex methods for the special case \( r = 1 \), known as phase retrieval; however, very little work has studied the general rank-\( r \) problem. There is a recent surge of activities in designing nonconvex methods, including (stochastic) gradient descent and alternating minimization. Numerical experiments demonstrate their computational and statistical performances, highlighting the superior performance of stochastic gradient descent with appropriate mini-batch sizes.

Index Terms—Low-rank matrix recovery, quadratic measurement, nonconvex optimization

1. INTRODUCTION

In this paper, we are interested in recovering an \( r \)-column matrix object \( X \in \mathbb{C}^{n \times r} \) from a set of nonnegative quadratic measurements, given as

\[
y_i = \|a_i^H X\|_2^2, \quad i = 1, \ldots, m, \tag{1}
\]

where \( a_i \in \mathbb{C}^n \) is the \( i \)-th sensing vector, and \( m \) is the number of measurements. In the Gaussian design, the sensing vectors are generated i.i.d. from a complex-valued Gaussian distribution, i.e., \( a_i \sim \mathcal{CN}(0, \frac{1}{m} I_n) \). Equivalently, this problem amounts to recovering a rank-\( r \) positive semidefinite matrix \( M = XX^H \in \mathbb{C}^{n \times n} \) from a set of linear measurements

\[
y_i = a_i^H M a_i = \langle M, a_i a_i^H \rangle, \tag{2}
\]

where the sensing matrix \( a_i a_i^H \) is rank-one. Since the measurements \( y = [y_i]_{i=1}^m \) are nonnegative, they are dubbed phaseless measurements. The goal is to recover \( M \), or equivalently the factor \( X \) up to orthonormal transforms from as few measurements \( m < n^2 \) as possible. This problem arises in many applications, ranging from coherence retrieval in optical imaging [1], covariance sketching of high-dimensional streaming data [2, 3] for the general rank-\( r \) case, to phase retrieval [4–7] for the rank-1 case. The measurements \( y \) are quadratic in both \( a_i \)'s and \( X \), and we therefore also refer to this sensing model as quadratic sensing.

There are two lines of approaches to solve this problem. The first one is based on convex relaxations to solve for the low-rank matrix \( M \) [5, 8]. These algorithms perfectly recover the underlying matrix \( M \) at a near-optimal sample complexity under the Gaussian design. However, the computational complexity of the resulting semidefinite programs scale at least cubically with the dimension of \( M \), and therefore is prohibitive when the problem size is large.

This leads to the second line of approaches, which are iterative algorithms based on nonconvex optimization that directly estimate the factor \( X \) [9–12]. In [13, 14], it is proposed to recover \( X \) directly by minimizing the following loss function that is the squared error of the intensity measurements \( y_i \):

\[
\ell_m(U) := \frac{1}{m} \sum_{i=1}^m (y_i - \|a_i^H U\|_2^2)^2, \tag{3}
\]

where \( U \in \mathbb{C}^{n \times r} \). The algorithm proposed in [13, 14] is gradient descent with spectral initialization, and its efficiency is proved in [14] for the Gaussian design.

1.1. Our contributions

This paper proposes to solve for \( X \) by minimizing the squared error of the amplitude measurements, that is, \( z_i = \sqrt{y_i} \) for \( i = 1, \ldots, m \). The goal is to minimize the following loss function:

\[
\ell(U) := \frac{1}{m} \sum_{i=1}^m (z_i - \|a_i^H U\|_2^2)^2, \tag{4}
\]

which is both nonconvex and nonsmooth. To the best of our knowledge, this loss function has not been considered to solve the general rank-\( r \) quadratic sensing problem considered here. Compared with the intensity-based loss function (3), the amplitude-based loss function (4) is a lower-order polynomial with respect to \( a_i^H U \), and therefore is expected to have better curvatures around the global optimum, and more amenable to fast computation. We developed three algorithms to optimize (4): gradient descent (GD), mini-batch stochastic gradient descent (SGD), and alternating minimization, which are initialized by the spectral method based on amplitude measurements. All of these algorithms converge to a critical point of \( \ell(U) \), and empirically achieve stronger statistical and computational performances than optimizing the intensity-based loss function (3) via gradient descent [14].
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1.2. Related Work

This work is motivated by the successful adoption of the amplitude-based loss function in phase retrieval [15–17], where it achieves near-optimal computational and statistical complexities without requiring sophisticated truncation or regularization procedures as using the intensity-based loss function [10]. Besides [13, 14], an exponential-type gradient descent algorithm is proposed in [18] to minimize (3), which is similar to the truncation rule in [10] to suppress samples that heavily influence the search direction. A few papers proposed other algorithms to solve the quadratic sensing problem, including but not limited to [19, 20], but they are applied to either the lifted formulation (2) or the intensity-based based loss function (3).

1.3. Paper Organization and Notations

The rest of this paper is organized as follows. Section 2 presents the proposed algorithms using the amplitude-based loss function, including (stochastic) gradient descent and alternating minimization. Next, we implement a stochastic version of gradient descent using mini-batches, which is found in practice to be compelling both statistically and computationally. A few papers proposed other algorithms to solve the quadratic sensing problem, including but not limited to [19, 20], but they are applied to either the lifted formulation (2) or the intensity-based based loss function (3).

2. AMPLITUDE-BASED NONCONVEX OPTIMIZATION

We start by providing the intuition behind using the amplitude-based loss function, including but not limited to [19, 20], but they are applied to either the lifted formulation (2) or the intensity-based based loss function (3).

2.1. Making Sense of the Amplitude-Based Loss Function

We start by defining a generalized “phase” vector

\[ b_i^H = \frac{a_i^H X}{\|a_i^H X\|_2} \in \mathbb{C}^r \]  

(5)

corresponding to each phaseless measurement. Then, with the amplitude measurements \( z_i = \|a_i^H X\|_2 \), we can write a set of linear measurements of \( X \) as

\[ a_i^H X = b_i^H z_i, \quad i = 1, \ldots, m. \]

Furthermore, define

\[
A = \begin{bmatrix} a_1^H \\ a_2^H \\ \vdots \\ a_m^H \end{bmatrix}, \quad B = \begin{bmatrix} b_1^H \\ b_2^H \\ \vdots \\ b_m^H \end{bmatrix}, \quad z = \begin{bmatrix} z_1 \\ z_2 \\ \vdots \\ z_m \end{bmatrix}.
\]  

(6)

Then we can compactly write

\[ AX = \text{diag}(z)B. \]

(7)

Indeed if the matrix \( B \) is known, then \( X \) can be solved via standard least-squares. The challenge is that the phase term \( B \) is unknown and we cannot apply least-squares directly. To this end, we aim to find the phase matrix \( B \) and \( X \) that minimize the loss function:

\[
\min_{U, \|P\|_2 = 1} \ell(U, P) = \frac{1}{m} \|AU - \text{diag}(z)P\|_F^2. \]  

(8)

under the constraint that the rows of \( P \) are unit-norm. Interestingly, when fixing \( U \) (the estimate of \( X \)), the phase vector that minimizes the right-hand side of (8) can be found in a closed-form as

\[
p_i^H = \frac{a_i^H U}{\|a_i^H U\|_2}. \]  

(9)

Plugging (9) into \( \ell(U, P) \) lead to the amplitude-based loss function in (4):

\[
\ell(U) = \min_{\|P\|_2 = 1} \ell(U, P).
\]

In words, the amplitude-based loss function can be regarded as an attempt to approximate the least-squares loss in the absence of the phase information.

2.2. Gradient Descent

A first approach is to apply gradient descent to minimize (4), which may proceed at each iteration \( k \geq 0 \) as

\[ U_{k+1} = U_k - \mu_k \nabla \ell(U_k) \]  

(10)

for some step size \( \mu_k \), and \( U_0 \) is a properly chosen initialization that will be discussed later. Due to the nonsmoothness of the loss function, the generalized gradient [21] of \( \ell(U) \) with respect to \( U \) is used:

\[
\nabla \ell(U) = \frac{2}{m} \sum_{i=1}^m \left( \frac{a_i^H U}{\|a_i^H U\|_2} - z_i \right) \frac{a_i a_i^H U}{\|a_i^H U\|_2}.
\]

The details of gradient descent with the amplitude loss function is given in Algorithm 1. Comparing with the least-squares case when the generalized phase matrix \( B \) is known, here at each iteration, the phase vector is estimated via the current iterate.

2.3. Mini-Batch Stochastic Gradient Descent

Next, we implement a stochastic version of gradient descent using mini-batches, which is found in practice to be compelling both statistically and computationally. By utilizing a stochastic method with an appropriate mini-batch size, we significantly decrease the computation cost per iteration while still converging at a moderate number of iterations. The details of the mini-batch stochastic gradient descent (SGD) is given in Algorithm 2.
we update each row of the phase matrix $P$. In words, at each iteration we use the Gerchberg-Saxton algorithm for phase retrieval \cite{22} to the $\ell_2$ problem:

\begin{align}
W_{i_k} & = \text{diag} \left( \frac{[a_i^H U_k]_i}{\|a_i^H U_k\|_2} \right) \\
U_{k+1} & = U_k - \frac{\mu_k}{m} A_k^H W_{i_k} A_k U_k,
\end{align}

where $A_{i_k}$ is a matrix stacking of $a_i^H$ for $i \in \Gamma_k$ as its rows.

2.4. Alternating Minimization

Last but not least, we propose alternating minimization (AltMin) to update the phase matrix and the signal sequentially to minimize $\ell(U, P)$ in \eqref{eq:main}, which leads to a direct generalization of the well-known Gerchberg-Saxton algorithm for phase retrieval \cite{22} to the general quadratic sensing problem. In words, at each iteration $k \geq 0$, we update each row of the phase matrix $P_k = [p_1^k, \ldots, p_m^k]^H$ as

\begin{equation}
(p_i^k)^H = a_i^H U_k \|a_i^H U_k\|_2, \quad i = 1, \ldots, m, \quad (11)
\end{equation}

Then, we update $U_{k+1}$ by fixing $P_k$ and solving a least-squares problem:

\begin{align}
U_{k+1} = \arg\min_{U \in C^{n \times r}} \|AU - \text{diag}(z) P_{k}\|_F^2 & \\
& = A^\dagger \text{diag}(z) P_{k} \quad (12) \\
& = A^\dagger \text{diag} \left( \frac{z_1}{\|a_1^H U_k\|_2}, \ldots, \frac{z_m}{\|a_m^H U_k\|_2} \right) AU_k.
\end{align}

The details of the alternating minimization algorithm is shown in Algorithm 3. It is easy to check that this update rule is guaranteed not to increase the amplitude loss function at every iteration:

\[\ell(U_{k+1}) = \min_{|p_i|_1 = 1} \frac{1}{m} \sum_{i=1}^m \|a_i^H U_{k+1} - y_i p_i\|_2^2 \leq \frac{1}{m} \|AU_{k+1} - \text{diag}(y) P_k\|_2^2 \leq \frac{1}{m} \|AU_k - \text{diag}(y) P_k\|_2^2 = \ell(U_k),\]

where the second inequality follows from (12).

2.5. Spectral Initialization

So far, all of the algorithms require an initialization $U_0$, which hopefully is close to the ground truth $X$ that we wish to recover. The spectral method is a popular method to provide a high-quality initial guess in nonconvex optimization, where we construct a data matrix based on the measurements and sensing vectors and use its principal subspace to provide an initial guess. In this paper, we advocate the use of amplitude measurements to construct the data matrix, as detailed in Algorithm 4. The method is inspired by \cite{14}, except for the use of amplitude measurements. Numerical experiments in the later section will verify the advantage of this approach.

Algorithm 4 Spectral Initialization with Amplitude Measurements

\[\text{Input: } \{z_i\}_{i=1}^m \text{ and } \{a_i\}_{i=1}^m \]

1. Define the data matrix $D = \frac{1}{2m} \sum_{i=1}^m z_i a_i a_i^H$.
2. Obtain the $r$ normalized eigenvectors $Z_0 \in C^{n \times r}$ corresponding to the $r$ largest eigenvalues of $D$.
3. Obtain the diagonal matrix $A_0 \in C^{n \times r}$, with entries on the diagonal given by

\[|\lambda_i| = \lambda_i(D), \quad i = 1, \ldots, r\]

where $\lambda = \frac{1}{m} \sum_{i=1}^m z_i$ and $\lambda_i(D)$ is the $i$th largest eigenvalue of $D$.

\[U_0 = Z_0 A_0^{1/2} \]

3. NUMERICAL EXPERIMENTS

In this section, we provide the empirical performance of various amplitude-based algorithms that we consider, with comparisons to gradient descent based on the intensity-based loss function \cite{14}. We will first compare their statistical performance in terms of sample complexities, and then compare their computational performance in terms of wall-clock time taken to achieve a desired accuracy. Extensive experiments are conducted over a wide range of settings of problem dimensions; here we report the most representative results that we find are consistent over different problem instances.

For each run, the entries of the sensing vectors $a_i$ are generated i.i.d. using complex-valued Gaussian variables $\mathcal{N}(0, \frac{1}{2} I_n)$ and $\mathcal{N}(0, \frac{1}{2} I_n)$. The performance is measured using the Normalized Mean Squared Error (NMSE), defined as

\[\text{NMSE} = \frac{\|UU^H - XX^H\|_F}{\|XX^H\|_F}, \quad (13)\]

where $U$ is the estimate of an algorithm. For GD and mini-batch SGD with the amplitude loss function, we use a constant step size of $\mu = 0.8$, whereas for GD with the intensity loss function, we use a constant step size of $\mu = 0.13$, which are optimized for convergence consistency. Additionally, we pick a mini-batch size of $B = \lceil \frac{n}{2} \rceil$ for SGD, which performs the best in terms of convergence time.

3.1. Comparisons of Spectral Initialization Methods

We start by comparing the performance of spectral initializations using amplitude and intensity measurements. In order to justify the use of amplitude measurements with spectral initialization, we ran an experiment of 10,000 trials to compare the empirical distribution of NMSE using the amplitude-based and intensity-based spectral initialization, as shown in Fig. 1. The amplitude-based spectral initialization provides a lower NMSE and has a much lower variance than...
the intensity-based spectral initialization. For the rest of the simulations, we will use the amplitude-based spectral initialization.

![Figure 1](image1.png)

**Fig. 1.** The empirical distribution of NMSE for spectral initialization constructed using amplitude and intensity measurements.

### 3.2. Comparisons of Statistical Performance

An important metric for the proposed algorithms is the minimum number of measurements required in order to recover the ground truth. Fix \( n = 50 \) and \( r = 4 \). We vary the number of measurements and measure the empirical success rate of each algorithm over 50 Monte Carlo simulations. A trial is labeled as a success when \( \text{NMSE} \leq 10^{-5} \). Fig. 2 shows the empirical success rate with respect to the sampling ratio \( m/(nr) \) using the same spectral initialization, for GD using the amplitude-based loss, GD using the intensity-based loss, mini-batch SGD using the amplitude-based loss, and alternating minimization. All the algorithms achieve perfect recovery as long as the sampling ratio is large enough; moreover, all of three proposed algorithms experience a phase transition using fewer measurements than GD using the intensity-based loss, indicating the benefit of the amplitude-based loss. Finally, the mini-batch SGD outperforms the rest of the algorithms, which is consistent with the observation in the phase retrieval case [15].
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**Fig. 2.** The empirical success rate with respect to the sampling ratio \( m/(nr) \) for various algorithms, when \( n = 50 \) and \( r = 4 \).

### 3.3. Comparisons of Computational Performance

We next compare the computational performance of each algorithm, by demonstrating the decrease in NMSE as time passes. We track the convergence in terms of wall-clock time as opposed to the number of iterations to avoid the confounding variable of time-per-iteration. All of experiments were run on a MacBook Air with a 2.2 GHz Intel Core i7 and 8 GB of 1600 MHz DDR3 RAM.

Fig. 3 shows the NMSE with respect to the wall-clock time when \( n = 50 \), \( r = 4 \), and \( m = 800 \) using the same spectral initialization for the same set of algorithms as in Fig. 2. Again, to achieve the same accuracy in terms of NMSE, GD using the intensity-based loss requires more time than all three algorithms using the amplitude-based loss. In particular, the mini-batch SGD requires significantly less time than GD or alternating minimization, due to its much faster execution per iteration.
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**Fig. 3.** The NMSE with respect to wall-clock time for various algorithms, when \( n = 50 \), \( r = 4 \) and \( m = 800 \).

### 4. CONCLUSIONS

In this paper, we propose three new nonconvex approaches for solving quadratic sensing, or equivalently, low-rank matrix recovery from rank-one measurements, which all utilize an amplitude-based loss function as opposed to an intensity-based loss function. Numerical experiments are provided to demonstrate their advantages over using the intensity-based loss function in terms of both sample complexity and computational complexity.

In the future, we would like to provide theoretical analysis to guarantee the convergence of each of these algorithms to the global optimum solution as long as the sample size is sufficiently large. Another interesting venue of research would be to demonstrate the stability of these algorithms to noise and/or the presence of outliers in the measurements [23] using random initialization [24].
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