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Abstract—In this paper, we review our work on distributed sensor localization using barycentric coordinates. We present an algorithm for localization in \(m\)-dimensional Euclidean spaces. The algorithm is distributed and requires at least \(m+1\) anchors. Anchors are the nodes that know their exact locations. We require that the non-anchor nodes (all the network nodes that do not know their locations) lie in the convex hull of at least \(m+1\) anchors. Using barycentric coordinates, each non-anchor node updates its location estimate as a linear combination of its (carefully chosen) neighboring nodes. Under minimal network connectivity assumptions, we show that the distributed localization algorithm converges to the exact sensor locations. We further extend the localization algorithm to include imperfect barycentric computation, communication link failures, and communication noise. We show that, with the aid of stochastic approximation, the localization algorithm converges almost surely to the exact locations under the random phenomena described before.

I. INTRODUCTION

Localization is a key requirement for a randomly deployed sensor network since the information about a sensor’s location is vital to process its measurements in a meaningful way. In most general settings, the sensor network has power, communication, and computation constraints. Due to such constraints, it is impractical to gather all the information pertinent to localization at a central station in order to find the sensors’ locations.

In this paper, we review a distributed algorithm for network localization that we have recently introduced in [1]. The algorithm relies on local message passing and low-order computation. We divide the network nodes into anchors and sensors. Anchors are the network nodes that know their locations precisely and a sensor is a non-anchor node\(^1\). We assume that all the sensors lie inside the convex hull of at least \(m+1\) anchors. In particular, having exactly \(m+1\) anchors suffices for our algorithm given that the sensors lie in their convex hull.

\(^1\)The distributed algorithm, we consider here, can also be thought of as a generalization of conventional consensus to include two classes of nodes: anchors and sensors, where the state of the anchors essentially drives the state of the sensors.

In our algorithm, each sensor updates its location estimate (starting with an arbitrary guess) as a convex combination (the coefficients of this convex combination are the barycentric coordinates [2]) of a subset of its neighboring nodes. We call this subset as the triangulation set of the sensor in question. Under minimal network connectivity assumptions, we have shown that the location estimates at the sensors converge to the exact sensors’ locations. Relevant references include [3], [4], and [5].

When the network suffers from communication noise, random link failures, and when the computation of the barycentric coordinates is imprecise, we have shown, using a stochastic approximation and under appropriate conditions, almost sure convergence of the location estimates to the exact sensor locations, see [1] for details and a comprehensive set of references. Some relevant references are [6] and [7].

We now describe the rest of the paper. Section II presents the problem formulation and outline the random phenomena that we consider. Section III discusses the localization algorithm when there is no randomness. We then present the stochastic version of the localization algorithm in Section IV that is robust to random phenomena. Section V presents simulations and finally, Section VI concludes the paper.

II. PROBLEM FORMULATION AND ASSUMPTIONS

Consider a network with \(N\) nodes out of which \(K \geq m+1\) nodes are anchors such that they know their exact locations. Let \(M = N - K\) be the number of sensors (non-anchor nodes that do not know their locations). Let \(\kappa\) be the set of anchors and let \(\Omega\) be the set of sensors\(^2\). We assume that the sensors lie inside the convex hull of the anchors, i.e.,

\[
\mathcal{C}(\Omega) \subset \mathcal{C}(\kappa),
\]

where \(\mathcal{C}(\cdot)\) denotes the convex hull of its arguments. Let \(\kappa(l, r_l)\) be the neighboring nodes of sensor \(l\) that lies in a radius \(r_l\). Let \(\Theta_l \subseteq \kappa(l, r_l)\) denote a subset of

\(^2\)In the sequel, a sensor always implies a ‘non-anchor’ node.
the neighboring nodes of sensor \( l \) such that
\[
    l \in C(\Theta_l),
\]
\[
    |\Theta_l| = m + 1,
\]
\[
    A_{\Theta_l} \neq 0,
\]
where \( A_{\Theta_l} \) denotes the generalized volume of \( C(\Theta_l) \). The notation in (2) simply implies that sensor \( l \) lies inside the convex hull of the nodes\(^3\) in \( \Theta_l \). At each sensor \( l \), we term \( \Theta_l \) as the ‘triangulation set’ of sensor \( l \). If such a \( \Theta_l \) does not exist within \( \Theta_l \), sensor \( l \) adaptively increases \( r_l \) until a triangulation set with the above properties is identified\(^4\).

We assume that each sensor \( l \) knows the inter-sensor distances in the following set:
\[
    \mathcal{D}_l = \{ l \} \cup \Theta_l.
\]

We now outline the random phenomena.

- **(C1) Noisy distance measurements:** We assume that each sensor \( l \) does not know the precise distances among all the nodes in the set \( \mathcal{D}_l \) but can only get a noisy measurement of these distances.

- **(C2) Random Link Failure:** We assume that the inter-sensor communication links fail randomly. If the sensors \( l \) and \( j \) share a communication link, we assume that the link fails with some probability \( 1 - q_{lj} \) at each iteration, where \( 0 < q_{lj} \leq 1 \). We associate with each such potential network link, a binary random variable, \( e_{lj}(t) \), where \( e_{lj}(t) = 1 \) indicates that the corresponding network link is active at time \( t \), whereas \( e_{lj}(t) = 0 \) indicates a link failure.

- **(C3) Additive Channel Noise:** We assume that if the network link \((l, j)\) is active, sensor \( l \) receives only a corrupt version, \( y_{lj}^k(t) \), of sensor \( j \)'s state, \( c_j^k(t) \), given by
\[
    y_{lj}^k(t) = c_{j,k}(t) + v_{lj}^k(t),
\]
where \( \{v_{lj}^k(t)\}_{l,j,k,t} \) is a family of independent zero mean random variables, such that
\[
    \sup_{n,l,j,t} \mathbb{E}[v_{nl}^j(t)]^2 = k_v < \infty.
\]

\(^3\)In [1], we provide a convex hull inclusion test based on which any sensor, \( l \), can determine if \( l \in (\Theta_l) \) or \( l \notin (\Theta_l) \)

\(^4\)When the sensors are deployed randomly, each sensor can find a triangulation set within a small radius with high probability. The exact quantifiable relations between the communication radius and the density of deployment for successful triangulation are presented in [1]

- **(C4) Independence:** We assume that all the noise sequences mentioned above are mutually independent.

We now formulate the problem that we have solved.

Given:

(i) a network of \( N \) nodes partitioned into \( \kappa \) and \( \Omega \) with \( K = |\kappa| \geq m + 1 \) anchors such that (1) holds.

(ii) each sensor (non-anchor node), \( l \in \Omega \), knows the inter-sensor distances in the set \( \mathcal{D}_l \) and all the nodes in \( \mathcal{D}_l \) are able to communicate with each other.

(iii) each sensor (non-anchor node) successfully finds a triangulation set, \( \Theta_l \).

(iv) random phenomena described by \((C1-C4)\). find a distributed algorithm that converges almost surely to the exact locations of the sensor nodes.

We first present a solution to this problem in deterministic settings, i.e., without \((C1-C4)\) in Section III. We then present distributed localization algorithm under \((C1-C4)\) in Section IV.

### III. DISTRIBUTED SENSOR LOCALIZATION: DETERMINISTIC SETTINGS

In this section, we solve the sensor localization problem in the deterministic settings, i.e., the inter-sensor distances are known precisely, the communication links are active with probability 1, and there is no communication noise. To this end, let \( \mathbf{c}_l(t) = [c_{l,1}(t), \ldots, c_{l,m}(t)] \) denote sensor \( l \)'s location estimate at time \( t \). We have the following update:
\[
    \mathbf{c}_l(t+1) = \sum_{j \in \Theta_l} a_{lj} \mathbf{c}_j(t), \quad l \in \Omega,
\]
where the coefficients, \( \{a_{lj}\} \), are the barycentric coordinates given by
\[
    a_{lj} = \frac{A_{\{l\} \cup \Theta_l \setminus j}}{A_{\Theta_l}}, \quad j \in \Theta_l,
\]
where \( A \) denotes the generalized volume of the convex hull of the set at its subscript. Since the anchors know their precise locations, the state update at the anchors is
\[
    \mathbf{c}_l(t+1) = \mathbf{c}_l(t), \quad l \in \kappa.
\]

The computation of the barycentric coordinates requires only the inter-sensor distances in \( \mathcal{D}_l \) and we use Cayley-Menger determinants [8] to compute them. The following theorem establishes the convergence of (8) with (10).
Theorem 1: The distributed algorithm given by (8) and (10) converges to the exact sensor locations, i.e.,
\[
\lim_{t \to \infty} c_l(t + 1) = c^*_l, \quad l \in \Omega,
\]
where \(c^*_l\) denotes the exact location of sensor \(l\).

Proof: For a detailed proof, see [1]. The proof relies on the fact that the barycentric coordinates, \(\{a_{lj}\}\) with \(l \in \Omega, j \in \Theta_t\), are convex, i.e., positive and sum to 1. With (10), the overall distributed algorithm has an absorbing Markov chain interpretation where the anchors’ states are the absorbing states and the sensors’ states are the transient states. The resulting absorbing Markov chain asymptotically resides in the absorbing states almost surely. Hence, each sensors’ state converges to a linear combination of the anchors states and since the anchors’ states are exact, the limiting sensors’ states are their exact locations.

Theorem 2: The distributed algorithm given by (14) along with (10) converges to the exact sensor locations, i.e.,
\[
\lim_{t \to \infty} c_{l,k}(t + 1) = c^*_{l,k}, \quad l \in \Omega, \quad 1 \leq k \leq m,
\]
under the following conditions on the weight sequence, \(\alpha(t)\):
\[
\alpha(t) > 0, \quad \sum_{t \geq 0} \alpha(t) = \infty, \quad \sum_{t \geq 0} \alpha^2(t) < \infty.
\]

Proof: The proof relies on the theory of stochastic recursive algorithms and is beyond the scope of this paper. A detailed proof is provided in [1]. Here, we note that as \(t \to \infty\), \(1 - \alpha(t) \to 1\) and the algorithm in (14) relies heavily on the past state estimate at each sensor as opposed to the information arriving from the neighbors (in \(\Theta_t\)). Hence, the algorithm, as time goes on, suppresses the inclusion of noise that comes due to the random phenomena. The conditions on \(\alpha(t)\), commonly assumed in the adaptive control and adaptive signal processing literature, assumes that the weights decay to zero, but not too fast, allowing optimal mixing time for the information before suppressing the noise affects.

IV. DISTRIBUTED SENSOR LOCALIZATION: RANDOM ENVIRONMENTS

In this section, we present distributed sensor localization in random environments, i.e., under the assumptions (C1-C4). To this end, we translate (C1) to barycentric coordinates. We assume that due to imperfect distance measurements, each barycentric coordinate is computed at each iteration, \(t\), of the algorithm such that
\[
\begin{align*}
\tilde{p}_{lj}(t) &= a_{lj} + \tilde{p}_{lj}(t), \quad l \in \Omega, j \in \Omega \cap \Theta_t \quad (12) \\
\tilde{b}_{lj}(t) &= a_{lj} + \tilde{b}_{lj}(t), \quad l \in \Omega, j \in \kappa \cap \Theta_t. \quad (13)
\end{align*}
\]
where the sequences, \(\{\tilde{p}_{lj}(t)\}\) and \(\{\tilde{b}_{lj}(t)\}\), are zero-mean mutually independent random variables with finite second moments. We further append C4 to include mutual independence with \(\{\tilde{p}_{lj}(t)\}\) and \(\{\tilde{b}_{lj}(t)\}\) also. With the random phenomena described by (C1-C4), where (C1) is translated to barycentric coordinates as above, we give the following modified algorithm.
\[
c_{l,k}(t + 1) = (1 - \alpha(t))c_{l,k}(t) + \alpha(t) \left[ \sum_{j \in \kappa \cap \Theta_t} \frac{e_{lj}(t)\tilde{b}_{lj}(t)}{q_{lj}} \left( e_j^k + \nu_j^k(t) \right) \right]
+ \alpha(t) \left[ \sum_{j \in \Omega \cap \Theta_t} \frac{e_{lj}(t)\tilde{p}_{lj}(t)}{q_{lj}} \left( c_{j,k}(t) + \nu_{lj}(t) \right) \right],
\]
for \(l \in \Omega, \quad 1 \leq k \leq m\), where \(\alpha(t)\) is a weight sequence (elaborated in the next theorem). The following theorem establishes the convergence of the above algorithm.
studied in [11], converges to the exact sensor locations, even if the resulting barycentric coordinates have biased noise.

V. SIMULATIONS

We consider an $N = 50$ node network in $m = 2$-dimensional Euclidean space (plane) with $K = m+1 = 3$ anchors as shown in Fig. 1(a). We assume that all of the communication links are active $90\%$ of the time, i.e., $q_{ij} = 0.9$, $\forall i$ s.t. $j \in \Theta_i$, as discussed in (C2), and include an additive communication noise that is Gaussian i.i.d. with zero-mean and standard deviation $0.14$ for each link. In this scenario, we employ a decreasing weight sequence, $\alpha(t) = \frac{4}{t+1}$. The results are presented in Fig. 1(b) where we show the coordinate estimate for two randomly chosen sensors. We then study the effect of noisy distance measurements where the noise on each barycentric coordinate is taken to be normal with zero-mean and variance $0.1$. We use a decreasing weight sequence, $\alpha(t) = 1/t^{0.55}$, and the estimated coordinates for two arbitrarily chosen sensors is shown in Fig. 1(c) and log of the normalized mean (over the sensors) sum of the squared errors is shown in Fig. 1(d).

In all of the above experiments, we can clearly see that the estimates converge to the exact sensor locations.

VI. CONCLUSIONS

In this paper, we review our work on distributed sensor localization. We explicitly state our assumptions and the conditions under which the distributed algorithm converges to the exact sensor locations. We consider broad random phenomena, in particular, we consider communication link failures, communication noise and imperfect distance measurements translated to noise on the barycentric coordinates. We provide a modification to the localization algorithm using stochastic approximation and show that this modified algorithm converges a.s. under appropriate conditions. Finally, we outline the enhancements and certain modifications that can be considered to implement distributed sensor localization in more general and practical settings.
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