Non-Stationary Effects in Trace-Driven Power Analysis

Radu Marculescu Diana Marculescu Massoud Pedram
Department of ECE Department of ECE Department of EE - Systems
University of Minnesota University of Maryland University of Southern California
Minneapolis, MN 55455 College Park, MD 20742 Los Angeles, CA 90089
radu@ece.umn.edu dianam@eng.umd.edu massoud@usc.edu
1. ABSTRACT (FSM) analysis [12][15]. Nevertheless, in real applications,

The objective of this paper is to present an analytidransient regimes often occur and alternate with the normal
technique for power analysis under non-stationaryoperation of the system. For instance, let us consider the
conditions. We use the transitive closure calculation tdollowing piece of pseudocode and its associated graph
identify the transient component in the behavior of the targediven in the right hand sidep (denotes the probability of
machine and then, based on the fundamental matrix and Rfanch theri being taken).

symbolic approach (or support from simulation), we find theprogram test 7 if s# Othen

actual power distribution that corresponds to the transientbegin 8 aa=0;

regime. The present technique complements the current S =é’i . 5190 fbb.iol?t d

techniques (either for average or peak power estimation) t& {oci =1 o ndo 1 an = aa+ all * afi:

handle the case when transient effects exist and cannot be read ali]; 12 bb = bb + b[i] * bi:

ignored. 5 read bfi]; _ 13 write ‘cos = ‘ s/sqrt(aa * bb);
6 s=s+ali *bl[i; 14 else write ‘orthogonal vectors’;
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2. INTRODUCTION read)—>(read)>(+* ) 6

With the growing need for low-power electronic circuits and 8 9 10 11
systems, power consumption has being given comparable 7(test 9>(@a = 0—>(b = 0—>(test ) > (+*
weight to area and performance [1]. This trend is motivated 1-p

by the remarkable success of personal computing devices
and wireless communication systems which require complex 5

functionalities with low-power consumption. For these
applications, theaverage powerdissipation is a critical
design factor. To date, both dynamic [2][3] and static Fig.2.1: A typical example

techniques [4]-[6] have been tried to estimate the averagf,q graph in Fig.2.1 contains a transient part and an

power consumption. On the other handeak power ohqqrhing statglabelled with end) from where, once the

dissipation has become a very important design concer ; ; o ;
because it determines the thermal and electrical limits of t %dzgram enters (this event happens with probability 1), it

desian i ts th ¢ t and th t Kaqi ill never get out. More precisely, the absorbing state means
esign, Impacts he systém cost, and tne Syslems packagiffgiat the control is returned to the system once the execution

cooling requirements. For peak power estimation severgt his code is terminated. From the absorbing state, the

appt&)aches havehbeen prpp_oseﬂ [716[9%' both stem may proceed to run another code, having again a
" common t'C atr_actetnstrl]c Shared by 0td avefrage ?ﬁ‘%ite execution time and then, transient regimes appear for

peak power eslimation techniques proposed so far 1S ite periods of time and alternate during the operation of

they consider onlystationary conditions that is, it iS 6 system. Obviously, this transient behavior determines
implicitly assumed that the circuit under consideration hag g er dissipation in both control and data-path circuitry that
reached its steady-state behavior and the effects of ti form the computations. In addition, multiple on-chip
transient behavior have completely disappeared. This type Bhis and power-down techniques have increased the
analysis corresponds to an infinite observation time; that IS, iapjlity in power consumption which is quantified by the
the period of time when an external observer is willing (4 angient power [10]. For example, the transient power
monitor the behavior of the target circuit is considered to b ffects are exacerbated when switcﬁings between a normal
far larger than the actual time when transient effects affecf standby operation modes occur

the behavior of the circuit. There are good reasons for thi )

S o dal ey A S Going down to a lower level of abstraction, it is
type of long-term analysis: first, it is in principle desirable t0y\aresting to observe that the transient behavior can emerge
operate a circuit under stationary conditions as much

s : ' ? _SSther as a result of changes in the external environment
possible; second, from a theoretical point of view, assumingare the target FSM is supposed to work or as a

stationary conditions simplifies the_treatment of SOMe.,hsequence of the behavior of the FSM itself. To illustrate

probabilistic approaches used for Finite State Maching,q |stter case, let us examine the following example.
Example 2.1 We consider thencnc91benchmarkdonfile
which has two primary inputs and five state lines. Consider
now that this circuit is excited with a stationary sequence S
which has the State Transition Graph (STG) in Fig.2.2a. In
this graph representation, each node is associated to a
distinct pattern that occurs in;Shat is, ‘0, ‘1", 2" and ‘3’
stand for the decimal encodings ‘00’, ‘01’, ‘10’ and ‘11’,
respectively, of the patterns that occur in S



receives the sequence Bstead of $ (see Fig.2.2b), then

0.33 0.33 0.33 the average and the maximum power consumption per step
0.33 @Dg 0.67 during the transient regime become 161848/ and
0 T M) 2 3064.02uW, while under stationary conditions they become

1 1184.76 pyW and 2197.45uW, respectively. If only the
1 average (or the maximum) power consumption in the
(a) Sequence S1 (b) Sequence S2 permanent regime is considered as a design factor then,

during the transient regime, this threshold will be violated.

i o This shows that although the power consumption under the
Each edge represents a valid transition between any tWastationary conditions is what usually drives the power
valid patterns and has a nonzero probability associated withpptimization step during the synthesis process, the transient
it. For instance, the pattern ‘3" im $ always followed by power consumption should also be taken into consideration
‘1’ (thus the edge between nodes ‘3’ and ‘1" has the in the optimization step.

probability 1), whereas it is equally likely to have either ‘0’, The present paper improves the-state-of the art by
‘2" or ‘1’ after ‘1'. For a particular encoding scheme of the providing an original solution for the analysis of power
state lines of the circudonfile we get the following STG  dissipation under non-stationary conditions. The foundation
for the primary inputandstate lines (Fig.2.3). of our approach relies on the theory of Markov chains with
absorbing states. As a distinctive feature, we use the
transitive closure calculation [16] to identify the transient
component in the behavior of the target machine and then,
using the fundamental matrix [11] and a symbolic approach
or support from simulation, we find the average power
consumption (or the actual power distribution) that
corresponds to the transient regime.

recurrent We point out that the present technique does not
component represent a substitute for any other approach (either for

Fig.2.2: Sequence characterization with STG

transient

component average or peak power estimation) proposed so far. Instead,
the method for transient power analysis proposed here
Fig.2.3: Transient component for the circuit in Example 2.1 complementthe current techniques to handle the case when
. . transient effects are present and cannot be ignored.
As we can see, despite the fact that sequencdsS To conclude, both average and peak power estimation

completely stationary, out of 14 states that correspond to theapproaches can benefit from this research. The issues
overall STG in Fig.2.3, there exists a transient componentprought into attention are new and represent an important
consisting of 4 transient states. As long as the above Markowtep toward a complete solution for power characterization.
chain (MC) stays within the transient component of the The paper is organized as follows: Section 3 presents the
STG, we say that the circuit operates underttaesient  new method for power estimation under the transient
regime Once the Markov chain exits the transient regimes and discusses the basic steps involved in the
component, we say that the circuit has reachesfatonary  transient power analysis. In Section 4 we present some
(permanent regime This is because, as we can see in experimental results’ obtained on known benchmarks.
Fig.2.3, once the process exits the highlighted component ofinally, we conclude by summarizing our main
the STG, it will never return there. contribution.

Generally speaking, the states of a MC can be classifie .
into states that are visited infinitely often (trecurrent %F'Rm%%mTSOCVBE%OBFS'g%E{gLES' ANALYSIS OF
component and those that are visited only for a finite |\ y.s"soction, we first present the model used for power

number of times (théransient componeptThe long-term : : . .
- : ? analysis under transient regimes and then the main results
(permanent) behavior of a MC involves only the first set of needed to carry out our analysis,

states while the short-time (transient) behavior is related to .
the other. In addition, we have to considbsorbing states 3.1 An abstract model for power analysis under
in such a state, the MC will be trapped forever. transient regimes

Of course, there is power dissipation while the circuits The cases that we should consider are sequential/
operates within the transient part of the STG. For instance combinational circuits with uncorrelated/correlated inputs.
for this particular circuit and input sequence, the averageAs we will see, a single abstract model will suffice to
power consumption per step in the transient regime is aboutinalyze all these cases.

2726.094W, while the average power consumption per step 5 sequential circuits with temporally uncorrelated inputs

in the permanent regime is about 296468/ More : L
i i Lt wi inqg We start by first considering the well-known Huffman
important, depending on how long the circuit will be staying representation for FSMs (Fig.3.1). In this representation, the

in the transient regime before entering the permanent : : > " ;
regime (which corresponds to the recurrent component ofStateand primary input lines define the random variable of

the STG), the contribution of this transient component to theiNterest (that is, the random variabig)f) because this joint
overall power consumption can be quite significant. variable completely characterizes the behavior of the target

In general, the average or the maximum power FSM. More precisely, the switching activity on primary
consumption during the transient regime may be quiteinputs and state lines needs to be correctly estimated in
different compared to the average power consumption unde@rder to assess the power consumption in the combinational
stationary conditions. For instance, if the circdinfile part of the FSM in Fig.3.1.



the target circuit will operate under stationary conditions.

X - The MC that can be associated to the joint variatdg, {or
71 Logic the transient regime contains all the transient states, while
the other component, which assumes an infinite observation
S FA time, contains only recurrent states.

Fig.3.1: The FSM model _ As shown in Fig.2.3, if the sequence iS fed at _the

. . primary inputs of the benchmarélonfile the transient
If the random variablex, is temporally uncorrelated, then component consists of 4 states ({1, 2, 3, 4}) while the
the model for the random variablesy, is a lag-one MC recurrent component has 10 states ({5, 6, 7, 8, 9, 10, 11, 12,
[15]. This MC may have a transient component which will 13, 14}). Once the target circuit reaches its steady-state
determine a transient power consumption for the circuit. Asbehavior, the influence of the ‘start-up’ transients
it will be shown subsequently, this case is general enough tadisappears. However, we focus our attention only on the
be applicable to the case of temporally correlated inputs ashort-time behavior when the circuit still operates under
well. transient conditions. For the sake of the analysis, we assume

; 1
B. Sequential circuits with temporally correlated inputs that the MC withn states %,S,.... &) hass, as the

When the input stream applied to the primary inputs of theabs_orbmg state (thusn_ c_;orresponds ol ?%a_tlonary
FSM is temporally correlated, we need to first construct a'®dime), and the remaining states are all tranSiefve
separate FSM which correctly models the data at theshould point out that usually the number of recurrent states
primary inputs and then consider the product machine of thdS _larger than one and they form tarminal strongly
two interacting machines. Indeed, it has been shown thagonnected componenfl?]. However, for the sake of
any finite-order Markov chain can be modeled as a Simplicity, we consider that all terminal or recurrent states
stochastic sequential machine (SSM) [13]. Thus, to find the@'® lumped together in a single absorbing stfeas
transient power consumption of the target machine, it considered above. The transition probability matrix of such
suffices to analyze the transient behavior of the producta chain may be partitioned as:

machine. Qlc

C. Combinational circuits P = | - (3.1)

In this case, since combinational circuits do not have (-) |1
internal storage elements, the transient behavior can only be . : . .
induced by the input sequence. Again, for the particular casevhereQ is an (-1) by (b-1) substochastienatrix (that is, a

of combinational circuits receiving input correlated data, the Matrix with at least one row sum less than 1) describing the
input data can be modeled by a stand-alone FSM; thenfransition probabilities only among the transient staes,
using this compact representation, we can construct thet column vector and is a row vector of rt1) zeros.
composite machine and use it for the purpose of transientConsequently, thk-step transition probability matriR¥ has
power analysis. Indeed, analyzing the transient regime forthe form:

the resulting machine will be equivalent to characterizing

the transient regime for the target combinational circuit. K Q“|c
INPUT SSM TARGET CIRCUIT Pr=1. | - (3.2)
AL S N 01
Auxiliary Target
inputs—>{ Input SSM SO O .
P plogic —>| FFs circuit [—> whereC is a column vector whose elements will be of no
I% logic further use and hence do not need to be computed.

The ¢, j) entry in the matri>Qk denotes the probability
of arriving in transient statg after exactlyk steps when
t

Starting from transient stag It can be shown tha§ Q

Fig.3.2: The product machine ihput_data_FSMx
target_circuif) for combinational/sequential circuits

In summary, the model in Fig.3.1 under uncorrelated
input streams is general enough for the purpose of ou
analysis. In what follows, we consider that the observation k=0

time’is finite and it is comparable with the period of time Converges asapproaches infinity [11]. This implies that the
when the transient behavior of the machine is manifest. inverse matrix(l _Q)‘1 , called thiandamental matrix M
3.2 Mathematical considerations exists and is given by:
Homogeneous MCs are describeddiygle-step transition a 5 -
probabilites  p; = p(x,=j|x,_;=i)  which —are M=(-Q) " =1+Q+Q"+.. = kz Q (3.3)

=0

independent oh for all n = 1, 2,... [11]. The matri,
formed by placingy; in rowi and column, for alli andj, is
called thetransition probability matrix We note thaP is a
stochastic matribecause its elements satisfy the following _ . . i
. Every state denotes in fact a pak9( that is a frimary_i
two propertiesD < p;j < 1 and Z P = 1. present_stafetuple.
2 For the absorbing stasg there is no outgoing edge. To have the equation

wherel is the identity matrix of ordén(l).

input,

]

The MCs of interest for our analysis form the class of
MCs with absorbing states. This is because the transient
regime is expected to eventually terminate and, after that

Z Pij satisfied for ali, we have to add a self-loop (with probability 1)

J
' around the stats,.



Example 3.1For the same circuit in Example 2.1, we can the time when the transient analysis is performed. In the
collapse all the recurrent states in a single absorbingsgtate following section, we will describe a practical procedure to
as shown in Fig.3.3. evaluatePyangient
3.3 Practical considerations
The basic steps involved in transient power analysis are state
classification and evaluation of the weight functiap
associated to each transition. While the first step needs only
a high-level description of the behavior of the FSM under
consideration (and can be performed completely
Fig.3.3: The new STG after collapsing all recurrent states symbolically), finding the power consumption associated to
. : . each transition needs detailed information about the target
Using the notation in eq. (3.1) we have that gjeyit Let us consider the two steps in more detalil.

(absorbing statg¢)p

0 0.340.330.3 2094114514 A. State classification for Markov chains
0 0 0 0| ghgm=/0 1 0 0O To perform transient power analysis for different circuits, an
034 0 033038 ' initial and essential step involves a structural analysis of the
1 0 0 o0 294129419 Markov chain. To do this, @achability analysisof the
294114524 underlying FSM is first done to reduce the set of states to

The fundamental matriM represents a rich source of only those that actually will appear in the behavior of the
information about the MC. Let; be the average number of FSM. The reachability analysis step is done completely

times the circuit visits the transient statdefore entering ~ Symbolically using BDDs, either for unconstrained inputs
the absorbing state, given that it started in transientstate [14] Or for a very specific input stream [15].

: : . Next, only the topological information of the Markov
Based on the information provided by the fundamental e ; ; ;
atrix, the following result holds: chain is needed to classify states into transient or recurrent.

C To this end, two types of approaches have already been
Theorem 3.1]11] The average number of visits to stgte  ,,hn5eq  The first, proposed in [12] uses the recursive
before entering the absorbing stgfegiven that the circuit  paradigm in [16] to compute the transitive closure of the
was initialized in states, is given byn; = my;, whereny, transition relation. The procedure is completely symbolic
represents tha,j) entry in the fundamental matri®. m and uses BDDs as a compact and canonical representation
Example 3.2Using the data in Example 3.1 and assuming of the transition relation. A more efficient technique has
that the circuit starts in state 1, before entering the absorbindeen recently presented in [17]. Both approaches can be
states,,, we expect an average number of 2.94 visits to stateused for our purpose of finding the transient component of

1, 1 visit to state 2, 1.45 visits to state 3 and 1.45 visits tothe underlying MC. .
state 4. When all states have been classified, the set of recurrent
Having availablenij and matrixQ, one can compute the States can be further collapsed into a siadpgorbing state

: L _ to reduce the state space which has to be analyzed. This
average number of times when ‘m‘.s'“o”fmfn states to . reduced MC has to be further characterized in terms of
states, is taking place before entering the (final) absorbing power consumption associated to every outgoing transition
state. Indeed the following result holds: ~ from a transient state.

Theorem 3.2The average number of times the circuit visits B. Finding the power consumption per transition

the transition from states; to states, before entering the ) _
absorbing state (given it was started in sgjtis given by: Using theorems 3.1 and 3.2, the reduced MC obtained by
means of state classification can be characterized in terms of
Njk = M Py (3.4) number of visits to each state (or each transition) before the
where py is the |, k) entry in the stochastic matriR absorbing state is reached. To find the average power
characterizing the behavior of thesy, Markov chain and ~ consumption that corresponds to the transient regime, every
my is the {, j) entry in the fundamental matrik. m possible transition between the transient states has to be

| ’ : ... Characterized in terms of its power consumption.

Once we calculaten; , using the average weight  Ag other researchers have observed [17], the size of the
(power) per vector pair (denoted by ), one can estimatetransient component is usually very small compared to the

At : tire reachable state space (typically from a few tens to a
the average power dissipation (per step) for the transien n L ;
regime. Indeed, the following result holds for any weighting ew hundred vector pairs). Consequently, to characterize

function associated with the transitions of the MC. every transition in terms of power dissipation, one can use a
Theorem 3.3.The average power consumption for the simulation-based approach. More precisely, for each

; T e ) transition, the circuit is simulated for the corresponding
transient component of a sequential circuit is given by. input pair and the obtained power value is used to compute

5 HH 5 the average power consumption in the transient regime.
Piransient = O Z n; oy O Z n;;0 (3.5) Alternatively, the FSM can be symbolically analyzed for

0 & 00 4 0 power consumption using an ADD-based technique as in

U vransient OO ansient D [7]. Or, if the circuit under consideration is pre-

We note thaPynsientis dependent on the actual input Characterized by eycle-based power macro-mode8], for

) . o _each input vector pair, one can obtain in constant time an
data (via aj ). This dependence implies that detailed gpproximate value for the power consumption associated to
information about the target circuit should be available ateach transition.



Our framework is open to any of the above alternatives.induced by the structure of the FSM itself (e.g., circuit
The most accurate approach is, of course, to find the poweminmax2 or by the behavior of the input stream (e.g.,
values directly from simulation, but this may not be circuit donfil§. For both sequential and combinational
desirable if the transient component is large. circuits, we report the average power consumption for the
4. EXPERIMENTAL RESULTS transient component, as well as under stationary conditions.
The overall strategy is depicted in Fig.4.1; it has two main N POth cases, for accuracy reasons, we used a real-delay
parts: apreprocessing stagéwhich provides the transient date-level simulation-based power analyzer developed

i ; under SIS.
component) and theansient power analyzetself. As it can be seen in Table 4.1, the transient component

Preprocessing Transient Power Analyzer contains only a small number of states in all cases (column
SR = : Compute the avg. # ‘Trans. states’), and thus performing a simulation-based
transient o] Find matrix visits per transition power analysis for the transient regime is not
componen M (eq.3.3 In thetfagi{e“t ST(Q computationally expensive (columns denoted as ‘Transient
OIiE E (9.3.4) regime’). For comparison, we also report the power values

'? Evaluate the powdr obtained under stationary conditions (columns ‘Permanent
I" Extract input® %‘\’/re‘f“’t‘:ggglgégr n regime’). The CPU time for the transient power analyzer in
|C%%ﬁélié=ter%%tbcc: i thadaonen aTh Fig.4.1 has been below 10 sec. in all cases on an Ultra
e - I SPARC 2 with 128 Mbytes of memory.
\L - - = 9 va y Transient regime|  Permanent regime
Report the average and the actpal
i i i i . . Trans. Avg. Max. Avg. Max.
duiing the transient regime (64.45) Cireuit | I IFFY Gt s | poner | power | poer | power
. . bbara 4/4 59 4 535 829 747 1437
Flg'4'l' The experlmental setup bbsse 714 92 5 130 316 1775 359
Regarding the preprocessing module, we note that if thg bbtas 23 | 23 6 512 725 123 507
inputs of the target circuit are temporally correlated and | donfile 25 | 121 4 1618 3064] 1184  219]
exhibit a transient regime on their own, an optional first step|  ex4 6/4 | 65 1 2071 2071] 1371 2523
for building the FSM characterizing the input stream is | s400 321 | 126] 1 185 185 61 123
needed. After that, the composite product machine is built| __s526 3/21 | 186| 4 1560 2937) 1204  264p
and analyzed for state classification purposes. 5953 16/29] 165| 17 597 2007 1119 2134
Next, the fundamental matriM for the set of transient minmax2 | 5/6 | 78] 25 828 | 1805) 550 234
states is built and, based on it, the average number of visitg Mnmax5 | 815 | 225] 25| 14l7] 3254  796] 238}

to every state and every transition is extracted. Finally, with 20€ 4.1Power analysis for sequential circuitsfW@5V, 20 MHz)
some support from a power analyzer, the average and. _ AS we can see in Table 4.1, in most cases there is a big
maximum power values under the transient regime aredifference between the average power consumption during
reported. Alternatively, the actual distribution of power for the transient regime and under stationary conditions,
the entire transient regime can be also reported. respectively. For example, this difference can be up to 50%

For the purpose of our experimental analysis, the inputin the case ofminmax2 circuit, with a larger power
characteristics for the circuits under consideration areConsumption under transient conditions.On the other hand,
summarized below: the transient power consumption may be much smaller than

- For some of the sequential circuitsniimax2, the one under stationary conditions (e.g., cirbbigsg. In
minmax3, the inputs are considered temporally Such cases, if the transient and stationary regimes are
uncorrelated and then randomly generated, with theComparable in terms of their duration, the average power
exception of some control bits which were set either to 0 orvalue for the stationary regime is no longer accurate. This
1 (this is basically the same strategy as in [12]). The signalobservation is in perfect agreement with what other
probabilities of the randomly generated bits vary uniformly 'eésearchers have reported for power analysis under
between 0 and 1. For the rest of sequential circuits, thedeterministic input streams [19].
inputs are considered temporally correlated and generated There are also quite a few examples where the
by a finite-order MC with transition probabilities between 0 Maximum power consumption can be up to 50% larger
and 1 [3]. under transient regime (e.g. circw#0Q. This analysis

- For each of the combinational circuits, a stand-alone Shows that average or maximum power consumption under
FSM exhibiting transient behavior has been used to modetationarity conditions is not a reliable indicator for the
the input characteristics of the circuit under consideration. Power dissipation of the circuit when transient regimes
The inputs to the stand-alone FSM are considered@ppear. o o i
temporally uncorrelated and randomly generated with signal _For combinational circuits, the same observations

probabilities between 0 and 1. apply. As it can be seen in Table 4.2, the average power
To test our approach, we conducted two types of Consumption under transient conditions can be up to 52%
experiments: larger than the one under stationary conditions (e.g., circuit

1) The first set of experiments offers an extensive dalu), while the transient maximum power values are up to
analysis of different sequential and combinational circuits 116% larger than the stationary ones (e.g. citooitlargg.
(from mcnc9land ISCAS85 suites) for transient power 2) The second set of experiments involves a comparison
analysis. For the case of combinational circuits, the inputsOf the distribution of power consumption in the transient and
exhibiting transient behavior are generated by an input FSMStationary regimes. A typical example is circoiinmax2
which is analyzed for transient and stationary regimes. Forwhich has 25 transient states from the total of 41 reachable

the case of sequential circuits, the transient behavior iscombinationsxs).



Transient regime Permanent regime
Circuit Inp. [ Gates| Avg. power Max. power Avg. power Max. po
apex7 49 105 1204 4767 926 4476
dalu 75 79 826 2333 546 1797
too_large 38 88 181 725 123 335
C17 5 6 43 112 53 127
C432 36 174 4053 11614 3229 7881
C499 41 352 2653 5832 2274 5407
C1355 41 292 3199 12517 2663 9888
C1908 33 384 1302 4803 1352 4803
C3540 50 1021 6759 17840 5441 12429
C6288 32 2972 82425 211280 83803 19157

D

Table 4.2Power analysis for combinational circuits (W@5V, 20 MHz

er

5. CoNCLUSION

We addressed the problem of power dissipation in

sequential and combinational circuits under transient
regimes. The foundation of our approach relies on the
theory of MCs with absorbing states. As distinctive feature,

we use the transitive closure calculation to identify the

transient component in the behavior of the target machine
and then, using a symbolic approach or support from
simulation, we find the average/maximum power

consumption or the actual power distribution that

corresponds to the transient regime. The issues brought into
attention represent an important step towards an integrated
framework which considers both stationary and non-

stationary conditions for power analysis.
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