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It 1s easier to approximate




Witsenhausen’s counterexample
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Infinite-length counterexample




A simplification

Decoder ——X1

1 ~
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A lower bound for the vector extension

> inf k*P + ((\/&(P) — ﬁ)

~ P>0




Optimal costs within a factor of 4.45
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Optimal cost to within a factor of 2

Ratio of uppe'f‘and.lowelr béuﬁd's' using
the combination (DPC + 'lingear) .stratﬁ?gy |




The scalar problem




Quantization-based strategies




7 7 7 A
S o 9o own
ST o _
puNnoOq I9MO[ JOJOA pue

(1eaurj/uoneznuenb) punoq 1oddn Jo onex

|&
<
&0
=
=
O
R
=
=
=
<
5
7))
e
=
-
S
L)
N~
o
=
=
s
s
O
5
=
A~
S
=)
O
—




Another look at the vector lower bound




Another look at the vector lower bound

((W@(P) - \/ﬁ)+>2




Another look at the vector lower bound

((W@(P) - \/ﬁ)+>2




Sphere-packing extension of lower bound
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Scalar case : Quantization based strategies
are approximately optimal!
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Finite vector lengths




“Good” strategies




“Good” strategies




“GGood” strategies

Pocaans
TN TH
02070900

/ \

O (IR00S0 RO

02 0S0=080 20
OROS0R0- /20
REEa¥OY

19



What makes “good” lattices?




What makes “good” lattices?




What makes “good” lattices?




What makes “good” lattices?




What makes “good” lattices?




What makes “good” lattices?




What makes “good” lattices?




What makes “good” lattices?




log | 0(00)

3 .
Q

< =
QO =
- 2. 8
S a

! S
D]

<

<t Q| ) o0 \O <t
— — —

spunoq IJamoj pue xaddn jo onex




Lattices are uniformly approximately
optimal over dimension size

. 2 2 < T < : 2 2
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Papers/slides/handouts available at : http://www.eecs.berkeley.edu/~pulkit/
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Back-up slides begin




