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In the first stage, C
1
,the first controller, acts on the initial

state x0 using its input u1 and forces it to x1. In the second
stage, C

2
,the second controller observes x1+w and acts on x1

to obtain state x2. The first stage cost is k2u1
2 and the sec-

ond stage cost is x2
2. Thus, the total cost isC = k2u1

2 +x2
2.
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The counterexample contains an implicit com-
munication channel. Using quantization-based
signaling strategies, it was shown in [Mitter and
Sahai, 99] that the ratio of cost attained by
the optimal linear strategy to that attained by
the optimal nonlinear strategy can be arbitrarily
large.

Numerical optimization results in [Baglietto,
Parisini and Zoppoli][Lee, Lau and Ho] suggest
that in an interesting regime of small k and large
σ2

0 , soft-quantization based strategies might be
optimal. The inset figure is taken from [Bagli-
etto, Parisini and Zoppoli]
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Vector extension :
an information-theory inspired simplification

[Ho, Kastner, Wong ’78]

Encoder ++ Decoder x̂1

x1u1

x0 ∼ N (0, σ
2

0I) w ∼ N (0, I)

1

m
E

[

‖u1‖
2
]

≤ P min
1

m

E
[
‖x1 − x̂1‖

2
]

x1 − x̂1

min
1

m

E
[
‖x1 − x̂1‖

2
]

x1 − x̂1E[C] = k
2
P+
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Joint source-channel coding 
(JSCC)
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Even vector strategies might be far from 
optimal!
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Closing the gap: our information-theoretic 
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Characterizing the optimal cost

4.45

Ratio of costs attained by the three strategies
to the lower bound
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3.3 Dirty-Paper Coding based strategies
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Our second strategy is based on Dirty-Paper
Coding (DPC) in information theory where the
shadow state αx0 is driven to the nearest quan-
tization point .

For α = 1, the strategy is a hard-quantization
strategy which outperforms JSCC. For α < 1,
the strategy is conceptually a vector extension
of the soft-quantization strategies in [Baglietto,
Parisini and Zoppoli][Lee, Lau and Ho]. The
first stage cost can be lowered at the expense of
nonzero second stage costs.

3.4 Approximately optimal solution
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A combination strategy is also proposed. This
strategy divides its power between a linear strat-
egy and the DPC strategy . It performs at least
as well, and in some cases strictly better than
the DPC strategy alone.

The figure shows the ratio of the asymptotic cost
attained by the combination strategy and our
lower bound. This ratio is uniformly bounded
by 2 for all values of k and σ2

0 .

4 Summary

This talk intends to bring out the following ideas:

• Witsenhausen’s counterexample can be simplified by considering a vector extension. This extension retains
the essence of the original counterexample.

• For this extension, in the limit of long vector lengths, the optimal costs are characterized to within a factor
of 2 for all values of k and σ2

0 . Further, the factor is close to 1 for most values in the (k,σ2
0) parameter space.
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egy and the DPC strategy . It performs at least
as well, and in some cases strictly better than
the DPC strategy alone.
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lower bound. This ratio is uniformly bounded
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