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Abstract

This paper investigates the results of competition between two pro�t-seeking telecommuni-

cations carriers, as might occur when cable TV providers compete with local exchange carriers.

Each �rm has a �xed capacity that it can use to o�er two di�erent services, such as telephony

or video. We explore whether an equilibrium exists at which no carrier has any incentive to

change its prices and outputs. For arbitrary services and demand, we show that an equilibrium

may not exist, or that multiple equilibria may exist which means non-market forces such as

regulation and entry strategy might determine the �nal outcome of competition. Furthermore,

it is shown that a �rm may not choose to compete in the market for one of the services, and

thus, the lack of market share does not imply a barrier to entry. However, we also show that

these confounding phenomena are less likely to occur with the services that will probably be

o�ered �rst on commercial integrated-services networks, like telephony, pay-per-view movies,

and email.
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1 Introduction

It is becoming practical for telecommunications �rms to o�er diverse services, such as telephony,
pay-per-view movies, Internet access, and videoconferencing on the same physical network. This
paper investigates the results of competition between two pro�t-seeking telecommunications car-
riers, as might occur when cable TV providers compete with local exchange carriers. To simplify
the analysis we restrict ourselves to the case where these two �rms o�er only two services. This
is also of interest because �rms are likely to begin competition in the well-established markets of

�This material is based in part upon work supported under Grant NCR-9210626 from the National Science
Foundation.
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video and telephony. It is assumed that the �rms do not collude and that capacities and demands
do not vary during the period addressed in our analysis.

The paper investigates the following questions: Will the prices become stable (i.e. reach a
point where no one �rm can increase its revenue by changing its price for any service)? We de�ne
this point where prices become stable as an equilibrium. If prices do become stable, what factors
in
uence the resulting prices? Are there multiple such equilibria? If multiple equilibria exist, non-
market forces such as regulation and entry strategies become important in that they can in
uence
which equilibrium is reached. Do both �rms o�er both services at the equilibria? If one of the
�rms may choose not to o�er one service, then lack of market share does not imply the existence
of a barrier to entry. These issues are critical to regulators and industry leaders who must manage
the transition from monopoly single-service networks to competing integrated-services networks.
Regulation and oversight can be eased when there is reason to believe that the �rms are capable
of competition, and in the mean time, neither �rm should be given an arti�cial advantage that is
sustainable when the regulation ends.

Section 2 describes our model. Section 3 shows how the nature of supply and demand de-
termines the answers to many of the questions above. Since those answers depend greatly on
supply, which is a complex commodity in integrated-services networks, we characterize the supply
anticipated in realistic scenarios in Section 4. Conclusions are presented in Section 5.

2 Problem Formulation

In this section, we present the mathematical framework we use to investigate the results of com-
petition. The general model for the telecommunications industry is described in Section 2.1. Sec-
tion 2.2 re�nes the model for the special case where there are two �rms each o�ering two services,
and presents our basic approach to studying competition and characterizing equilibria.

2.1 The General Model

This section �rst de�nes the terms related to supply of and demand for networks services, and
states assumptions. The section then de�nes an equilibrium, and shows some of its characteristics.

The N �rms o�erM di�erent services, each of which is designed to meet the needs of di�erent
applications. For example, a service k designed for voice will provide information streams with
the anticipated characteristics (e.g. data rate, burstiness) with a quality of service acceptable for
telephony, as well as the acceptable blocking probability �k. �k is the probability that an arriving
call will receive a busy signal due to lack of available resources. Selecting an appropriate �k is
part of designing the service (Wang et al., 1997). xik is the amount of service k tra�c carried by
�rm i, as expressed in call arrival rate (including calls that will be blocked), and �rm i's output
vector ~xi is (xi1; : : : ; xiM). The network capacity limits how large a call arrival rate of each service
that a �rm can handle and still meet performance requirements. The set of all such feasible output
vectors for �rm i is de�ned as the admissible load region for �rm i and is represented by Xi, where
�rm i can support a load ~xi if ~xi 2 Xi. Implicit in this model is the assumption that, as long as
performance requirements are met (e.g. delays and blocking probabilities are within the acceptable
range for the given service), demand does not depend on performance.

The price of a service depends on the demand function sk(~p), which describes the amount
of service k demanded by the customers of all of the �rms when the prices available to them are
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~p = (p1; : : : ; pM)T , where pk is the price for service k. We assume that call duration is independent
of price, as would be appropriate when customers are charged per call, or per month. Also, there
is no charge for blocked calls.

We make the following assumptions on the demand functions.
Assumption 1:

(a) sk(~p) does not change over time during the period of interest.
(b) There are no externalities i.e. sk(~p) does not depend on current or previous output levels.
(c) The demand for service k is independent of the demand (price) for service j; 8 j 6= k, so that
sk(~p) = sk(pk).
(d) sk(pk) is continuous and di�erentiable for all k.
(e) Demand for a service decreases if the price for the service increases, i.e. dsk

dpk
< 0 : 8 k.

Demands may have time-of-day 
uctuations which are typically accommodated by setting
di�erent peak-hour prices and o�-peak-hour prices (Wang et al., 1997). This can be done by
applying the model in this paper once to establish peak-hour prices using peak-hour demand,
and then again for other periods where demand is di�erent. More generally, one might de�ne a
peak-hour call as a di�erent service from a late-night call. (Since demands are assumed to be
independent, this would mean that consumers do not shift usage between time periods.) However,
prices are not allowed to change with the instantaneous 
uctuations of network state, as in (Peha,
1997).

Assumption 1(c) enables two more useful de�nitions. First, we de�ne the price function fi(xi)
to be the inverse of the demand function si(pi). si(pi) is continuous and

dsi
dpi

< 0, so fi(xi) is a

function. Assumption 1(e) implies that dfi(xi)
dxi

< 0 8 i. Second, demand can also be expressed with
a value function v(p), which describes the arrival rate of calls with a value of p to the user. Users
will pay for a service if the value exceeds the price, so s(p) =

R1
p v(a)da.

We make the following assumption regarding consumer behavior in selecting among �rms to
buy a service.
Assumption 2: Customers always buy a service from the �rm which charges the lowest price for
the service and there are no costs for switching from one �rm to another.

We make the following assumptions about the �rms o�ering telecommunication services.
Assumption 3:

(a) Firms seek to maximize their pro�ts.
(b) Firms do not collude.
(c) All the �rms know that all other �rms intend to maximize their pro�t, and have complete
information about all demand functions and admissible load regions.
(d) Capacity costs are sunk, and any costs that depend on the amount of tra�c carried are
negligible in comparison.
(e) Combined installed capacity of all the �rms is such that there exists a set of non-zero prices
for which the total demand will exceed the capacity of all �rms combined.
(f) Firms use all their capacity.

Assumption 3(f) implies that at equilibrium, the �rms operate on the boundary of the admis-
sible load region. Although it is not always valid, it is generally reasonable for two reasons. First,
competitive pressure can force the �rms to use all their capacity at equilibrium, as suggested by
Bertrand. If one �rm had free capacity, it could slightly undercut its competitor's price, thereby
using all its capacity and increasing its revenue. The competitor may do the same until both car-
riers use all their capacity. (If the carriers have built too much capacity, such price competition
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could even lead to revenues that fall below costs. Competition is not sustainable in this scenario,
but that's beyond the scope of this paper.) Second, capacity is expensive and �rms in a stable
unregulated industry are unlikely to build capacity that they don't expect to use, at least in the
peak hours. In fact, for peak-hour pricing, the marginal revenue derived from network capacity
should be positive when all capacity is being used to justify building that much capacity. (Although
there may be a transient period soon after the infrastructure is created/expanded to support a new
service when this is not the case.) Indeed, some researchers have viewed this process as a two-stage
game in which both prices and capacity levels are set. This paper focuses only on the latter part
of the game, in which capacities are �xed.

Ultimately, we are interested in equilibrium prices and outputs, where an equilibrium is a
point where no �rm can increase its revenue by changing its price for any service. Equilibria in this
model have the following two characteristics. Proofs for these, and all other propositions in this
paper, are in the appendix.

Proposition 1: Under assumptions 1, 2, and 3a-d, at equilibrium, all the �rms o�er each service at
the same price.

Proposition 2: Under assumptions 1, 2, and 3, at equilibrium, the price for a service is equal to the
value of the least valuable tra�c carried by any �rm.

These propositions hold for any number of services, and when there is only one service, these
propositions reduce to established results (Daugherty 1988, Davidson and Deneckere 1986, Fried-
man 1983, Herk 1993, Kreps and Scheinkman 1983).

2.2 The Two-Firms Two-Services Case

In this section, we re�ne the model presented in Section 2.1 for the special case where there are two
�rms each o�ering two services, and present our approach for the study of equilibria. By de�nition,
at equilibrium, neither �rm has an incentive to change its prices or outputs. Therefore, a necessary
condition for equilibrium (unless one of the outputs is 0) is: for i=1, 2

dRi

dpi1
=

dRi

dxi1

dxi1
dpi1

= 0

By assumption 3(f), each �rm operates on the boundary of its admissible load region at equilibrium.
With only two services, this boundary can be expressed as follows. Let ai(xi1) be the maximum
amount of service 2 that �rm i can carry while the amount of service 1 it carries is xi1. At the
boundary of this region, at least one service j must be experiencing the maximum tolerable blocking
probability �j , and typically both will, which is what we will assume here. (If service 1 blocking
probability is at its maximum and service 2 blocking probability is not, then the network could
carry more of both if it simply reserved a bit more bandwidth for service 1 tra�c.) Since demand
for the two services is independent and both �rms will choose the same prices, the revenue Ri of
�rm i at equilibrium is

Ri = f1(x11 + x21)B1xi1 + f2(a1(x11) + a2(x21))B2ai(xi1)

where Bj = 1� �j is the fraction of class j calls that are not blocked when operating at the edge
of the admissible load region.

dxi1
dpi1

must also be characterized to derive equilibrium conditions. We know from Proposition 1
that all �rms will charge the same price for each service, so when one �rm changes its price, the
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other follows. We assume that the �rm that changed its price �rst is the one whose output will
change (Kreps and Scheinkman 1983). As one simple example, if �rm 1 lowers its price, all the new
customers that subscribe due to the lower price go to �rm 1, and �rm 2 matches the price in time
to prevent its current customers from defecting. Thus,

dxij
dpij

= dsi
dpi

, which is non-zero by assumption

1(e). Thus, dRi

dxi1
= 0 at equilibrium. The necessary conditions can be written as: for i=1, 2

dRi

dxi1
= B1xi1

df1(s1)

ds1
+B1f1(s1) + B2ai(xi1)

df2(s2)

ds2

dai(xi1)

dxi1
+ B2f2(s2)

dai(xi1)

dxi1
= 0

where s1 = x11 + x21, and s2 = x12 + x22 = a1(x11) + a2(x21). If at equilibrium, xi1 = 0, the
equivalent condition would be dRi

dxi1
� 0.

dRi

dxi1
= 0 de�nes the reaction function for �rm i which describes �rm i's revenue-maximizing

output as a function of the rival �rm's output, where revenue maximization is subject to the
constraint that the prices are equal. The intersection of reaction functions of the two �rms is clearly
a necessary condition for equilibrium. This condition is also su�cient, as shown in Proposition 4.1

Consequently, the focus of our work is on the characteristics of reaction functions.

Proposition 3: Under assumptions 1, 2, and 3, if the system can produce a given set of prices and
outputs x11; x12; x21; x22; p1; p2, it can do it in such a way that the value of the least valuable class i
tra�c carried by �rm 1 equals the value of the least valuable class i tra�c carried by �rm 2.

Proposition 4: Under assumptions 1, 2, and 3, an intersection point for the two reaction functions
must be an equilibrium point.

3 Characterization of Equilibria

In Section 3.1, we addresses the characteristics of reaction functions. Section 3.2 discusses the
existence and stability of equilibrium points. Multiplicity of equilibria is investigated in Section 3.3,
and it is also demonstrated that two carriers with identical infrastructure may end up with di�erent
revenue. Section 3.4 discusses the circumstances where one �rm may choose not to compete in the
market for one service. The results of Section 3 are summarized in Section 3.5.

3.1 Reaction Functions

We will concentrate on two characteristics of reaction functions: continuity and monotonicity. As
will be shown in the following sections, these two characteristics are major factors in
uencing the
results of competition. Intuitively, one might expect that a small change in one �rm's strategy
would lead to a small adjustment in the competitor's strategy, and that if one �rm chooses to carry
more of a service, its competitor would choose to carry less. This would lead to a reaction function
that is continuous and monotonically decreasing. However, intuition can be wrong. We discuss
continuity �rst.

Firm 1's reaction function gives the revenue-maximizing output for �rm 1, given the output
of �rm 2. As shown in Section 2.2, all points on the reaction function (with the possible exception
of x11 = 0) satisfy the condition dR1

dx11
= 0. However, all points satisfying this condition need not be

1Note that Propositions 3 and 4 depend on assumptions 1(d) and 1(e). If neither of these assumptions were valid,
then it is theoretically possible that there could be scenarios in which reaction functions intersect but prices oscillate
without ever reaching an equilibrium.
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on the reaction function. The �rms maximize the revenue globally whereas dR1

dx11
= 0 is a condition

for a local maximum. For a given value of x21, �rm 1's revenue R1 may have several local maxima
over x11, and this can cause discontinuities. As the proposition below shows, under the reasonable
assumption that admissible load regions are di�erentiable, if there is one local maximum, then the
reaction function must be continuous.

Proposition 5: Under assumptions 1, 2 and 3, if R1 has only one local maximum over x11 for every
x21, and the admissible load regions a1(x11) and a2(x21) are di�erentiable, then �rm 1's reaction
function is continuous in x11.

However, if �rm 1's revenue can have multiple local maxima over x11, then there could be
discontinuities in a reaction function. This is illustrated in Figure 1. In this example, there are
two local maxima for x21 around x21 = 0:64. Consequently, as x21 increases beyond 0.64, Firm 1's
best response to x21 drops abruptly from a positive value near 0.24 to zero, thereby creating
a discontinuity in the reaction function. As will be shown later in this section, this signi�cantly
a�ects the kinds of equilibria that can occur. Since discontinuities are impossible when there is only
one local maximum, Proposition 6 presents conditions for continuity (where xmax

i1 is the maximum
amount of service 1 that carrier i can support when it carries no service 2 tra�c).

Proposition 6: Under assumptions 1, 2 and 3, and if, for 0 < x11 < xmax
11 and 0 < x21 < xmax

21 :

(i) d2f1(x1)
dx2

1

; d
2f2(x2)
dx2

2

� 0,

(ii) d2a1(x11)
dx2

11

� 0, and

(iii) dR11

dx11
� 0 or dR12

dx12
� 0 over all x11,

then R1 has only one local maximum over x11 for every x21.

For condition (iii) to be untrue, there must be so much capacity that both �rms could increase
revenue by leaving some capacity idle. It is unlikely that �rms would build more capacity than
they would want to use, at least in the peak hours when the majority of the revenue is generated.
Indeed, with such excess capacity, there will be strong motivation for �rms to leave some capacity
idle, probably through some form of collusion.

With excess capacity, carriers must sometimes choose one of the two services and drive down
that service's price so that signi�cant revenue is still generated from the other service. This yields
two possible strategies, and possibly two local maxima. Thus, it is reasonable that this condition
should be stipulated to guarantee a single local maximum. The other conditions are also to be
expected. When condition (ii) is violated and the admissible load region is strongly convex, it is
better for a network to specialize in one of the services, again yielding two choices and possibly two
local maxima. Finally, condition (i) is certainly not surprising, since there can be multiple local
maxima even in a single-service network unless demand is concave. (As an extreme example, if
output is inversely proportional to price, then every price yields maximum revenue.)

We now discuss the monotonicity of reaction functions.

Proposition 7: Under assumptions 1, 2 and 3, if the reaction function is continuous and the price
functions are concave, then the reaction function is monotonically decreasing.

Otherwise, if the price function is convex, the reaction function could be non-monotonic, as
shown in Figure 2.

Thus, in the absence of excess capacity, linear or concave admissible load regions and price
functions imply a continuous and monotonically decreasing reaction function.
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3.2 Existence of Equilibria

As discussed in Section 2.2, equilibria can only occur at an intersection point between the reaction
functions, and such intersections can be expected to be equilibria.

Proposition 8: Under assumptions 1, 2, 3, and if, either
(i) the reaction functions of both �rms are continuous, or
(ii) the reaction function for one �rm is continuous and both �rms have either a monotonically
increasing or a monotonically decreasing reaction function,
then at least one equilibrium exists.

With linear or concave admissible load regions and price functions, reaction functions are
continuous and monotonically decreasing for peak-hour prices. From proposition 8, under these
conditions, we can expect at least one equilibrium. However, as shown in Section 3.1, discontinuous
and non-monotonic reaction functions are also possible. With such reaction functions, there may or
may not be an equilibrium, and if there isn't, prices could 
uctuate wildly. For example, Figure 3
shows a pair of reaction functions which are not continuous or monotonic (the solid lines), and there
is a unique equilibrium. However, by simply shifting one of these reaction functions (the dashed
line), we can produce reaction functions that do not intersect, so there is no equilibrium.

3.3 Multiple Equilibria

We presented an example in Figure 1 where there were multiple equilibria. The existence of
multiple equilibria is signi�cant because it implies that demand and supply alone do not determine
the outcome of competition for some scenarios. Other factors such as regulation and entry strategies
may determine which equilibrium is reached. In this section, we will show that even for a simple
scenario where both �rms have identical admissible load regions, a number of di�erent outcomes
are possible, and only under special circumstances does a unique equilibrium exist. Where multiple
equilibria can exist, we also show that building the same infrastructure as one's competitor does
not imply that equal revenues will follow.

In the example of Figure 1, the two �rms have identical admissible load regions, but there are
equilibria at which the �rms have di�erent outputs, and consequently di�erent total revenues. We
call these equilibria where the �rms have di�erent outputs, unequal-output equilibria. The equilibria
at which �rms carry an equal amount of services are called equal-output equilibria.

Proposition 9: Under assumptions 1, 2 and 3, if the �rms have identical admissible load regions,
and the reaction functions are continuous, then an equal-output equilibrium always exists.

There will be only one equal-output equilibrium if the reaction functions are monotonic. How-
ever, if the reaction functions are non-monotonic, reaction functions may cross the x11 = x21 line
any odd number of times (unless x11 = xmax

11 ; x21 = xmax
21 is also an equilibrium). Thus, there

may be multiple equal-output equilibria, as in the example of Figure 2. Also note that, although
there must be at least one equal output (and equal revenue) equilibrium, that equilibrium may be
unstable, where an unstable equilibrium is one where any perturbation in prices or outputs will
cause the system to move to another equilibrium (Novshek 1985, Tirole and Fudenberg 1991).

Proposition 10: Under assumptions 1, 2 and 3, if the �rms have identical admissible load regions
and the reaction functions are continuous, unequal-output equilibria can occur only in symmetric
pairs.

Thus, with half the unequal output equilibria, �rm 1 has the larger revenue, and with the
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other half, �rm 2 has the larger revenue. Consequently, when multiple equilibria are possible, there
is likely to be much jockeying for position at the onset of competition. However, the situation may
be considerably simpler if the boundary of the admissible load region is linear or concave.

Proposition 11: Under assumptions 1, 2 and 3, if the �rms have identical admissible load regions,
and the boundary of the admissible load region a(xi1) is linear or concave, then unequal-output
equilibria do not exist.

This implies the following corollary, if the reaction functions are monotonic.

Corollary 1: Under assumptions 1, 2 and 3, if the �rms have identical admissible load regions, the
boundary of the admissible load region a(xi1) is linear or concave, and the reaction functions are
continuous and monotonic, then there is a unique equilibrium.

3.4 Zero-Output Equilibria

At two of the equilibria in Figure 1, one of the services is being o�ered by only one �rm. We call the
equilibrium where one �rm does not carry one service a zero-output equilibrium. These equilibria
prove an important point: lack of market share does not imply an asymmetric barrier to entry. In
the example in Figure 1, one �rm has chosen not to compete in the market for one of the services.
This is signi�cant in light of the opinion in certain quarters that the local exchange carriers should
be allowed in other businesses only after they lose a certain amount of market share in their core
business. If zero-output equilibria are possible, other factors must be considered when determining
whether competition is possible. However, in some markets, such zero-output equilibria cannot
occur.

Proposition 12: Under assumptions 1, 2 and 3, if the �rms have identical admissible load regions,
and either

(i) a(xi1), the boundary of the admissible load region, is linear or concave, or
(ii) dR12

dx12
� 0 for all x11,

then zero-output equilibria do not exist.

3.5 Summary of Equilibria Results

We have seen that in the absence of excess capacity, much is known about a system with linear
or concave demand and admissible load region boundaries: reaction functions are continuous and
monotonically decreasing, and an equilibrium always exists. Furthermore, in the case addressed
in Sections 3.3 and 3.4 where both �rms have identical infrastructure, there is a unique stable
equilibrium, and neither unequal output nor zero-output equilibria are possible. However, with
excess capacity, convex demand, or convex admissible load region boundaries, reaction functions can
be discontinuous and non-monotonic. Furthermore, even if the reaction functions are continuous,
there may be multiple equilibria, unequal-output equilibria, and zero-output equilibria.

Clearly, much depends on the shape of the demand curve and the admissible load region. We
do not presume to know the demand function for current and future telecommunications services,
although it is common for economists to assume that demand functions are concave. However, little
thought has been given to the actual shape of admissible load regions. We address this critical issue
in the next section.
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4 Admissible Load Regions

This section discusses admissible load regions and the factors that determine them. It will argue
that in the short term, admissible load regions are likely to have concave or linear boundaries, but
in the long term, there are a wider range of possibilities.

In the case of a network designed for a single purpose, e.g. to carry telephone calls from
Pittsburgh to Chicago, calculating the largest output that the network can support is relatively
simple. As mentioned in Section 2.1, we measure this output in call arrival rate. Given the capacity
and the voice quality desired, it is possible to determine the maximum number of simultaneous
phone calls that the infrastructure can carry. When those resources are insu�cient, calls must be
blocked, and customers will not tolerate a blocking probability that exceeds some limit. Hence, the
maximum output of this system is the call arrival rate at which the maximum tolerable blocking
probability is experienced in a system which can support the given number of simultaneous calls.
Any output below this maximum is within the network's admissible load region.

The case of an integrated-services network is more complex. Here, the maximum number
of class j calls that can be carried depends on the capacity available for class j calls, which is a
function of the number of calls from other tra�c types, and the technical approach used to allocate
resources among the di�erent tra�c types. Determining the maximum output here is analogous
to the single-service network case, but instead of describing the number of simultaneous calls and
the call arrival rate as scalar values, they must now be described as vectors. Let ~n = (n1; : : : ; nM)
describe the current state of the system, where ni is the number of class i calls in progress, and
~x = (x1; : : : ; xM) describe the total output, where xi is the amount of class i tra�c supported as
expressed here in arrival rate. If ~n calls can be carried simultaneously in a given network, then
~n is within that network's schedulable region (Hyman et al 1991, Peha 1993, Peha and Tobagi
1996a). Given this limit on the number of calls in progress, if the arrival rates described by ~x can
be supported while every service experiences a blocking probability that is considered tolerable for
that service, then ~x is within the admissible load region (Hyman et al 1991). The boundaries of
these two regions depend on the network capacity, the nature of the services, and the technical
approach used to share resources among di�erent tra�c types.

In general, a concave boundary for the schedulable or admissible load region implies a system
that is more e�cient when it carries multiple tra�c types (i.e. there is an economy of scope), while
a convex boundary implies the opposite. We will �rst discuss the range of schedulable regions that
can be anticipated in integrated services networks, and then describe the resulting admissible load
regions.

The simplest approach to resource sharing is circuit switching, which has long been used
in telephone systems. With this approach, before communications can begin, a circuit is set up
between the two telephones, and dedicated resources are reserved along the circuit's path. These
resources are su�cient to meet the peak demands of the communicating parties, and no one else can
use these resources until the call is terminated and the circuit is released. In an integrated-services
circuit-switched network, there may be several possible data rates for a circuit. For example, one
video circuit may consume the same resources as twenty voice circuits. The resulting schedulable
region has a roughly linear boundary. To be more precise, there can be only an integral number of
class i circuits in the system, so the current load must be a multiple of the data rate of a class i
stream. Thus, the schedulable region may look more like a staircase with the number of steps
along the class i axis equal to the maximum number of class i calls that can be carried at one
time. If no call requires a large portion of the capacity, the boundary of the schedulable region will
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still appear linear. However, as shown in Figure 4, for extremely-high-data-rate applications, the
staircase e�ect becomes signi�cant. The impact of these applications on other tra�c is particularly
great when the ratio of class 1 data rate to class 2 data rate is large.

The principle alternative to circuit switching is packet switching. Information is broken up
into pieces and combined with control information to form self-contained packets. These packets
are independently routed through the network. This has many advantages in an integrated-services
network. First of all, it is well suited to applications that do not produce information at a constant
rate, because it allows sharing. When one caller is not transmitting packets, the resources that
would sit idle in a circuit-switched network can instead carry packets from another stream. This
is important for emerging variable-bit-rate video systems, and computer communications which
tend to transmit sporadically in large bursts. Also, while circuit-switched systems typically o�er
a discrete number of data rates, packet-switched networks can e�ciently handle streams of any
data rate. Consequently, some emerging integrated-services networks are expected to adopt a
packet-switched approach known as asynchronous transfer mode (ATM).

The use of packet-switching introduces new complexities, which have signi�cant impact on
the schedulable region. Since resources are shared with the expectation that all streams will rarely

ow at maximum rates simultaneously, there will occasionally be times when not all of the arriving
tra�c can be carried. Packets can then be delayed, or even dropped due to bu�er over
ow. Each
application can tolerate di�erent levels of delay and packet loss, and many require a priori guarantees
by the network that certain performance requirements will be met. For example, video packets
typically have deadlines, and packets delayed beyond that deadline are received too late for play
back. Packets exchanged in a distributed computation typically have a performance requirement
based on mean packet delay. To meet such diverse requirements, a variety of algorithms and
protocols are needed to regulate the 
ow of tra�c, including algorithms to block new calls from
the system to keep load su�ciently low, to order the transmissions of queued packets, to select
packets to be dropped upon bu�er over
ow, and to reduce the 
ow of tra�c into the network when
it becomes congested. Any of these algorithms may or may not discriminate among packets and
calls based on their performance requirements. There is no consensus in the networking community
yet as to which set of algorithms should be deployed.

In a packet-switched network, a schedulable region describes capacity at the packet level. For
example, it is a�ected by the average number of packets per second arriving in a class i call, once
that has begun, as well as the burstiness of packet arrivals. The schedulable region is also a�ected
by the users' requirements regarding packet delay and packet loss, but the likelyhood that calls will
arrive or depart is irrelevant. In contrast, the admissible load region describes capacity at the call
level. In addition to the factors above, the admissible load region is a�ected by the arrival rate of
calls, and the burstiness of those call arrivals. It is a�ected by call duration. It is also a�ected by
performance at the call level, which typically means call blocking probability. These two methods
of representing network capacity are powerful tools for economic analysis.

Once the services have been de�ned, the tra�c control approach selected, along with the sys-
tem capacity (bandwidth, bu�er space, processing capability) determine the schedulable region.
More sophisticated tra�c control approaches are likely to yield a larger schedulable region (Peha
1995), but the approach can also a�ect the region's shape. Some approaches such as the Priority
Token Bank (Peha 1993, Lynn and Peha 1997), Cost-Based Scheduling (Peha and Tobagi 1996a),
and Magnet Real-Time Scheduling (Hyman et al. 1991), are designed to tailor the performance of
di�erent streams to their respective performance objectives. Consider video tra�c for which max-
imum delay should not exceed 30 ms, and computer data bursts for which mean queueing delay
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should not exceed 5 ms. These algorithms would meet the needs of video packets by giving them
higher priority when they are in danger of missing their deadlines, which is relatively infrequent,
and would otherwise give higher priority to the data bursts to improve their mean delay. When
such approaches are used, the network is more e�cient when carrying a mix of tra�c with very
di�erent performance requirements. Figure 5 shows the schedulable regions with variable bit-rate
(VBR) 1 Mb/s video and data bursts. Results were achieved through simulation using techniques
described in (Peha 1996b), and the model from Maglaris et al (1988). The 95% con�dence interval
for these simulation results is within 5% of the value shown. The schedulable region of sophisticated
approaches like the Priority Token Bank and Cost-Based Scheduling have roughly concave bound-
aries. In contrast, polling-based schemes such as (Demers et al 1989, Golestani 1991, Kalmanek et
al 1990, Parekh and Gallager 1994), which are variations of round-robin scheduling, yield a roughly
linear schedulable region.

While mixing tra�c with dissimilar performance requirements can lead to a concave boundary
for schedulable regions, at least when sophisticated tra�c control approaches are used, mixing
tra�c that is generated at a relatively constant-bit-rate (CBR) with highly bursty tra�c can have
the opposite e�ect. Figure 6 shows the schedulable regions with round-robin scheduling for CBR
tra�c and variable-bit-rate (VBR) tra�c with di�erent burstiness. Schedulable regions are shown
for di�erent average data rates. For sources with negligible data rates, statistical multiplexing
eliminates the burstiness, and the boundary of the schedulable region is linear. For tra�c with
higher burstiness, this boundary is slightly convex. This can be explained as follows. Throughput
declines when the aggregate tra�c is more bursty. Burstiness can be eliminated by carrying only
CBR tra�c. If some VBR tra�c is supported, then the more one carries, the more the aggregate
tra�c is smoothed due to statistical averaging. This generally produces a slightly convex boundary.
As already discussed, at high source rates, the boundary of schedulable regions looks like a staircase
superimposed on the linear or slightly convex boundary for the schedulable region. Similar results
have been reported by Lee and Mark (1995) for a �nite-bu�er system with two tra�c types, and
by Sidhu and Jordan (1995).

Thus, the boundary of schedulable regions can be convex, concave, linear, or staircase versions
of any of these, depending on the service in question, and on the technical approach. We now
consider the implications for admissible load regions. Admissible load regions are determined from
the schedulable region and the tolerable blocking probabilities. We will �rst consider the impact of
the schedulable region when all services require the same blocking probability. Unequal blocking
probabilities will then be addressed.

We begin with linear schedulable regions. Schedulable regions with linear boundaries generally
yield admissible load regions with linear boundaries. If the data rates of various streams are
comparable, or small compared to the link data rates, then the admissible load regions are exactly
linear. Only if the staircase e�ect is severe, i.e. if one class of tra�c has an extremely high data
rate, and the other is much smaller, does this signi�cantly a�ect the admissible load region. In this
case, the admissible load region also takes on some of the properties of a staircase, the boundary
of which has both concave and convex regions. This can be seen in the examples in Figure 7.
In both the examples, circuit switching is used so that the boundary of the schedulable regions
is roughly linear. The �gure shows the admissible load region for two scenarios. The axes are
expressed in terms of average data rate from a service, where average data rate is the product of
call arrival rate, average call duration, and average data rate per call. The network consists of a
single 150 Mb/s link, as could be appropriate for ATM networks. In one scenario, 50 Kb/s calls,
representative of constant-bit-rate voice, and 5 Mb/s calls, are carried. Even this 100 to 1 ratio
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yields a roughly linear admissible load region except at the edges. In contrast, in the other scenario,
50 Kb/s calls and 30 Mb/s calls, the latter of which is representative of peak-rate high de�nition
television (HDTV), are carried. This yields a staircase-like boundary of the admissible load region.
Thus, the data rates must be extremely high for this staircase phenomenon to occur.

For non-linear schedulable regions, unless the di�erence in data rates of the various tra�c
types is extreme and one stream can consume much of the network resources, an admissible load
region closely mirrors the corresponding schedulable region. Indeed, in cases where the maximum
number of class i calls that a link can carry simultaneously is on the order of the inverse of the
desired class i blocking probability, the shapes of the schedulable and admissible load regions are
visually indistinguishable. This is not an unusual condition. For example, it is true of the example
in Figure 5.

The �nal way that di�erent services can di�er is in the blocking probabilities. For example,
telephone blocking probabilities should not exceed 1%. For some applications, like 911 calls, a
lower blocking probability is desirable. In contrast, pay-per-view movie customers would probably
tolerate a few minutes of blocking before their call goes through. If the di�erence in blocking
probabilities is great enough, it can make the admissible load region boundary concave. Figure 8
shows the admissible load region when two services are identical except for the blocking probability
requirements. One service has very strict blocking probability requirements. The system achieves
this strict blocking probability requirement by reserving some capacity for the more important calls
only. We vary data rates from negligible to 15 Mb/s in a 150 Mb/s channel. When the data rate
is so great that only a small number of simultaneous calls can be supported, however, there are
noticeable transitions as the capacity held in reserve goes from one call's worth to two.

So what does this all mean in practice? In the short term, admissible load regions are likely
to have roughly linear or concave boundaries. Voice and video are likely to be early services.
Since they have similar performance requirements, and are not extremely bursty or extremely high
data rate, and may have di�erent blocking probabilities, a linear or concave boundary is likely.
Although the results of competition with more than two services are beyond the scope of this
paper, computer communications (e.g. Internet access) also constitute an important set of services,
and their performance requirements will di�er greatly from voice or video. Services for individual
consumers are initially likely to be relatively low data-rate. Business applications, e.g. connecting
local-area-networks in an enterprise network, will have greater data rates, but early applications
will probably have lax performance requirements, making it possible to smooth tra�c by delaying
transmissions. Thus, we expect that the dissimilar performance requirements will lead to concave
or linear boundaries. Any di�erences in the blocking probability requirements can only make the
boundary more concave.

In the long term, this may not remain true. To yield a convex boundary to the admissible load
region, or a staircase, tra�c with signi�cant performance requirements must be high data-rate, and
probably highly bursty. Such applications may very well become important, such as high de�nition
television (HDTV), browsing of high-resolution images, or multimedia collaborative work tools.

5 Conclusions

This paper investigates the results of competition between two pro�t-seeking telecommunications
carriers who o�er two services each, as may be relevant when cable TV providers compete with local
exchange carriers. It was assumed that the �rms have a �xed capacity and do not collude. The de-
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mand for the two services was assumed to be independent and devoid of externalities. Consequently,
this model does not yet address the myriad complexities of the emerging telecommunications in-
dustry. While further research is clearly needed that broadens these assumptions, the results of
competition in this case are still instructive.

The feasible output of a �rm depends on the services it carries, the technical approach it
uses to allocate resources between the services carried, and the network capacity. Consequently,
the outcome of competition also depends on these factors, as well as the demand. In general,
an equilibrium is not guaranteed for all kind of services. It is shown that multiple equilibria are
possible and hence non-market forces such as regulation and entry strategy might determine the
�nal outcome, causing �rms to jockey for initial position. Furthermore, it is shown that a �rm may
not choose to compete in the market for one of the services, and thus, the lack of market share
does not imply a barrier to entry. The potential existence of multiple equilibria, and of equilibria
where one �rm chooses not to compete in one service, greatly complicate the task of managing the
transition from monopoly single-service networks to competing integrated-services networks.

To understand this transition, we focus on services that are likely to be o�ered initially by
integrated-services networks. We have argued that their admissible load regions are likely to have
nearly linear or concave boundaries. In this case, if the price functions are concave, an equilibrium
will always exist for peak-hour prices. Furthermore, if the �rms have identical admissible load
regions and the price functions are concave, there is a unique equilibrium for peak-hour prices. At
this unique equilibrium, the �rms make the same revenue, and both �rms will choose to o�er both
services. Thus, for example, cable companies will choose to o�er voice services as soon as they are
capable. If our results prove valid in other scenarios e.g. even when the demands for the services
are not independent, and possibly with more than two services and more heterogeneous admissible
load regions, transition to a competitive industry structure may be greatly simpli�ed.

A Appendix - Proofs

Proposition 1: Under assumptions 1, 2, and 3a-d, at equilibrium, all the �rms o�er each service at
the same price.

Proof: We will �rst show by contradiction that if all the �rms that carry a service do not o�er the
service at equal price, a �rm or a set of customers will have incentive to change strategy. Assume
the system is in equilibrium. Without loss of generality, let �rm 1 be the �rm with the lowest price
for service 1. There are two possibilities: �rm 1 has idle capacity, or �rm 1 has no idle capacity.
We address each case in turn. If �rm 1 has any idle capacity, the customers of �rms other than
�rm 1 will switch to the less expensive �rm 1, contradicting our assumption that the system was in
equilibrium. If �rm 1 has no capacity idle, �rm 1 can increase its price by a small amount so that
its price is still lower than other �rms. It may or may not lose customers. If no customer leaves,
�rm 1's revenue increases. If some customers quit, �rm 1 will have idle capacity and customers
from other �rms will switch to �rm 1, and �rm 1's revenue will still increase. Thus revenue was
not maximized, contradicting our assumption that the system was in equilibrium. For the �rms
that do not carry a service, we can still say that their price for the service is equal to the price at
which other �rms o�er the service. Q.E.D.

Proposition 2: Under assumptions 1, 2, and 3, at equilibrium, the price for a service is equal to the
value of the least valuable tra�c carried by any �rm.

Proof: We will show by contradiction that if the price for a service is not equal to the value of the
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least valuable tra�c carried by any �rm, a �rm or a set of customers will have incentive to change
strategy. Assume that the system is in equilibrium. As proven above, �rms must have identical
prices for all services. Assume that the price does not equal the value of the least valuable tra�c
carried. If this price exceeds the minimum value, some customers have paid more for the service
than it is worth to them, contradicting our de�nition of value. If the minimum value exceeds price,
then �rms can increase price without losing any customers. Thus revenue was not maximized,
contradicting our assumption that the system was in equilibrium. Q.E.D.

Proposition 3: Under assumptions 1, 2, and 3, if the system can produce a given set of prices and
outputs x11; x12; x21; x22; p1; p2, it can do it in such a way that the value of the least valuable class i
tra�c carried by �rm 1 equals the value of the least valuable class i tra�c carried by �rm 2.

Proof: For these prices and outputs to be feasible, pi = fi(x1i + x2i). By assumption 1(d), the
demand function is continuous at price pi. By assumption 1(e), the amount of tra�c vi(pi)dp
with a value within [pi; pi + dp] is > 0, for a negligible dp. If both �rms carry class i tra�c (i.e.
x1i > 0; x2i > 0), then it is always possible for this amount of tra�c vi(pi)dp to be distributed
across both �rms. If a �rm carries no class i tra�c, then without loss of generality, we can de�ne
the value of the least valuable class i tra�c that the �rm carries to be the same as that of the other
�rm. Q.E.D.

Proposition 4: Under assumptions 1, 2, and 3, an intersection point for the two reaction functions
must be an equilibrium point.

Proof: An intersection point identi�es a set of outputs where neither �rm can improve its own
revenue by changing its own price, assuming its competitor will match that price. An equilibrium
identi�es a set of outputs where neither �rm can improve its own revenue by changing its own price,
assuming its competitor has the option of matching or not matching that price. Assume that an
intersection point exists that cannot be an equilibrium. Without loss of generality, let �rm 1 be
the one that changes its prices from (p1; p2) to (p�1; p

�
2), which is the best set of prices for �rm 1

under these conditions. For this assumption to be true, �rm 1 must bene�t by changing prices if
�rm 2 does not follow, �rm 1 must not bene�t by changing prices if �rm 2 does follow, and �rm 2
would not follow. We will now show that in each case, one of these conditions is violated. There
are three cases:
(i) p�1 � p1; p

�
2 � p2: If it is possible for �rm 1 to increase prices and still use all its capacity, then

by proposition 3, it is also possible for �rm 2 to pro�t by increasing prices. If this is not possible,
then by assumption 3f , �rm 1 would not choose to do this.
(ii) p�1 � p1; p

�
2 � p2: If the price drop does not motivate any new customers to want to subscribe,

then �rm 1 will decrease its revenue. If this price change leaves �rm 2 at less than full capacity, �rm
2 would choose to decrease its prices too by assumption 3f . If the price change does bring in new
potential customers and �rm 2 cannot take any of them, then �rm 1 would pro�t from increasing
prices again. Thus, this violates the assumption that (p�1; p

�
2) is the best choice of prices.

(iii) p�i � pi; p
�
j � pj ; i 6= j: Class i customers would switch to �rm 1, and class j customers would

switch to �rm 2. If this change would leave �rm 1 at less than full capacity, �rm 1 would not do
it by assumption 3f . If this change left �rm 2 at less than full capacity, then �rm 2 would follow
suit. If �rm 1 carries nothing but class i and �rm 2 carries some class i, then �rm 1 has selected
a price pi that is too low. The only other possibility is that �rm 2 carries nothing but class j, and
then �rm 2 would pro�t by changing its prices to follow �rm 1, thereby increasing p2j. Q.E.D.

Proposition 5: Under assumptions 1, 2 and 3, if R1 has only one local maximum over x11 for every
x21, and the admissible regions a1(x11) and a2(x21) are di�erentiable, then �rm 1's reaction function
is continuous in x11.
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Proof: As discussed in Section 2.2, if R1 has only one local maximum over x11 for every x21, the
reaction function is either de�ned by dR1

dx11
= 0 or the maximum occurs when x11 = 0. In the latter

case, R1 is a decreasing function, and the optimal reaction is always x11 = 0. Otherwise, it is the
solution to:

dR1

dx11
= B1x11

df1(s1)

ds1
+B1f1(s1) +B2a1(x11)

df2(s2)

ds2

da1(x11)

dx11
+ B2f2(s2)

da1(xi1)

dx11
= 0

a1(x11) and x11 are continuous by de�nition.
da1(x11)
dx11

is continuous by assumption. By assumptions

1(d) and 1(e), df1(x1)
dx1

and df2(x2)
dx2

must also be continuous. Hence dR1

dx11
is continuous. If R1 has only

one maximum over x11 for every x21, the equation
dR1

dx11
= 0 de�nes the reaction function for �rm 1.

Since dR1

dx11
is continuous, the reaction function is also continuous. Q.E.D.

Proposition 6: Under assumptions 1, 2 and 3, and if, for 0 < x11 < xmax
11 and 0 < x21 < xmax

21 :

(i) d2f1(x1)
dx2

1

; d
2f2(x2)
dx2

2

� 0,

(ii) d2a1(x11)
dx2

11

� 0, and

(iii) dR11

dx11
� 0 or dR12

dx12
� 0 over all x11,

then R1 has only one local maximum over x11 for every x21.

Proof: Since a1(x11); p1 and p2 are continuous, R1(x11) is continuous in x11. Therefore if there are
two local maxima, there must be a local minimum between the two. At any local minimum, the
slope is zero and the second derivative is positive. The �rst derivative is

dR1

dx11
= B1

dR11

dx11
+B2

dR12

dx12

da11
dx11

Since B1 and B2 > 0, and da11
dx11

� 0, the �rst derivative can only equal 0 if dR11

dx11
and dR12

dx12
are

both positive, both negative, or both 0. By condition (iii), this means that dR12

dx12
� 0. The second

derivative of revenue is:

d2R1

dx211
= 2B1

df1(x1)

dx11
+ B1x11

d2f1(x1)

dx211
+ 2B2

df2(x2)

dx12
(
da1(x11)

dx11
)2 +

B2a1(x11)
d2f2(x2)

dx212
(
da1(x11)

dx11
)2 + B2

dR12

x12

d2a1
dx211

where x1 = x11+x21 and x2 = x12+x22. Terms 1 and 3 of d2R1

dx2
11

are always negative. Condition (i)

implies that terms 2 and 4 are negative. Given condition (ii), if dR12

x12
> 0, then term 5 is negative.

Hence the second derivative is always negative when the �rst derivative is 0, and there cannot be
two local maxima. Q.E.D.

Proposition 7: Under assumptions 1, 2 and 3, if the reaction function is continuous and the price
functions are concave, then the reaction function is monotonically decreasing.

Proof: Let r1(x21) be �rm 1's reaction function.

dr1(x21)

dx21
= �(B1

df1(x11 + x21)

dx21
+B2

df2(x12 + x22)

dx12

da111

dx11

dx22
dx21

+

B2a1(x11)
d2f2(x12 + x22)

dx212

da1(x11)

dx11

da2(x21)

dx21
+ B1x11

d2f1(x11 + x21)

dx211
)=
d2R1

dx211
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Since the denominator is negative, the sign of dr1(x21)
dx21

is the same as that of the numerator. Terms
1 and 2 of the numerator are negative. The slope of admissible load region is negative for both
�rms. Thus, terms 3 and 4 are negative if the price functions are concave. Hence,

dr1(x21)
dx21

< 0.
Q.E.D.

Proposition 8: Under assumptions 1, 2, 3, and if, either
(i) the reaction functions of both �rms are continuous, or
(ii) the reaction function for one �rm is continuous and both �rms have either a monotonically
increasing or a monotonically decreasing reaction function,
then at least one equilibrium exists.

Proof: Firm 1's reaction function r1(x21) is within the range [0; xmax
11 ] for all x21 within the range

[0; xmax
21 ]. Similarly, �rm 2's reaction function r2(x11) is within the range [0; xmax

21 ] for all x11 within
the range [0; xmax

11 ]. r1(0) is greater than or equal to any point in the range of r2(x11), and r1(x
max
21 )

is less than or equal to any point in the range of r2(x11). If r1(x21) and r2(x11) are both continuous,
then at some point between r1(0) and r1(x

max
21 ), the two reaction functions must intersect. The

same is also true if the reaction function for one �rm is continuous and both �rms have either a
monotonically increasing or a monotonically decreasing reaction function. Q.E.D.

Proposition 9: Under assumptions 1, 2 and 3, if the �rms have identical admissible load regions,
and the reaction functions are continuous, then an equal-output equilibrium always exists.

Proof: Since the admissible load regions are identical, the coe�cient of x11 in
dR1

dx11
= 0 is the same

as the coe�cient of x21 in
dR2

dx21
= 0. Hence, the reaction functions for the two �rms are symmetric.

Therefore, if (x21 = x�; x11 = x�) is on �rm 1's reaction function, it must be on �rm 2's reaction
function also. Since the reaction functions are continuous, they must cross the x11 = x21 line at
least once. Hence there will be at least one equal-output equilibrium. Q.E.D.

Proposition 10: Under assumptions 1, 2 and 3, if the �rms have identical admissible load regions
and the reaction functions are continuous, unequal-output equilibria can occur only in symmetric
pairs.

Proof: Since the admissible load regions are identical, the reaction functions of the two �rms are
symmetric. Therefore if (x11 = xa1; x21 = xb1) is an equilibrium, (x11 = xb1; x21 = xa1) must also be
an equilibrium. Thus, the unequal-output equilibria occur in pairs. Q.E.D.

Proposition 11: Under assumptions 1, 2 and 3, if the �rms have identical admissible load regions,
and the boundary of the admissible load region a(xi1) is linear or concave, then unequal-output
equilibria do not exist.

Proof: We will show, by contradiction, that unequal-output equilibria are not possible when
�rms have identical linear or concave admissible load regions. Let (x11 = x�11; x21 = x�21), where
x�11 < x�21, be an unequal-output equilibrium. Thus, dR2

dx21
= 0 and dR1

dx11
= 0 at (x11 = x�11; x21 = x�21).

dR1

dx11
�

dR2

dx21
= B1(x

�
21
df1(x1)

dx21
� x�11

df1(x1)

dx11
) +B2f2(x2)(

da(x�21)

dx21
�
da(x�11)

dx11
) +

B2(a(x
�
21)

df2(x2)

dx21
� a(x�11)

df2(x2)

dx11
) = 0

where x1 = x11 + x21 and x2 = x12 + x22. Since df1(x11+x21)
dx11

< 0; df1(x11+x21)
dx21

< 0; and x�11 <

x�21; (x21
df1(x11+x21)

dx21
�x11

df1(x11+x21)
dx11

) < 0. Since da(xi1)
dxi1

< 0; a(x�21) < a(x�11). Since
df2(x12+x22)

dx21
> 0

and df2(x12+x22)
dx11

> 0, (a(x�21)
df2(x12+x22)

dx21
� a(x�11)

df2(x12+x22)
dx11

) < 0. Since the boundary of the
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admissible load region, a(xi1), is concave and x11 < x21,
da(x�

21
)

dx21
<

da(x�
11
)

dx11
. Hence, ( dR2

dx21
� dR1

dx11
) 6= 0.

Therefore, (x11 = x�11; x21 = x�21) can not be an equilibrium. Q.E.D.

Proposition 12: Under assumptions 1, 2 and 3, if the �rms have identical admissible load regions,
and either

(i) a(xi1), the boundary of the admissible load region, is linear or concave, or
(ii) dR12

dx12
� 0 for all x11,

then zero-output equilibria do not exist.

Proof: Zero-output equilibria are a special type of unequal-output equilibria, and by Proposition 11,
unequal-output equilibria can not occur when admissible load regions have linear or concave bound-
aries. As for condition (ii), let (x11 = 0; x21 = x�21) be a zero-output equilibrium. dR1(x11=0)

dx11
� 0

is a necessary condition for equilibrium. dR1(x11=0)
dx11

= B1f1(x
�
21) + B2(f2(x12 + x22) + a(x11 =

0)
df2(x12+x22)

dx12
)
da(x11=0)

dx11
. If dR12

dx12
(= B2f2(x12 + x22) + B2a(x11)

df2(x12+x22)
dx12

) � 0,
dR1(x11=0)

dx11
will be

positive. Hence, (x11 = 0; x21 = x�21) can not be an equilibrium. Q.E.D.
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Figure 1: (a) Two local maxima, (b) Discontinuous reaction function, Multiple and Zero-output
equilibria; fi(xi) = 1� (xi2 )

2; aj(xj1) = 1� (xj1)0:5.
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