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Abstract
Social media platforms are highly interconnected because many users maintain a presence across multiple platforms. Con-
sequently, efforts to limit the spread of misinformation taken by individual platforms can have complex consequences on 
misinformation diffusion across the social media ecosystem. This is further complicated by the diverse social structures, 
platform standards, and moderation mechanisms provided on each platform. We study this issue by extending our previous 
model of Reddit interactions and community-specific moderation measures. By adding a followership-based model of Twitter 
interactions and facilitating cross-platform user participation, we simulate information diffusion across heterogeneous social 
media platforms. While incorporating platform-specific moderation mechanisms, we simulate interactions at the user level 
and specify user-specific attributes. This allows practitioners to conduct experiments with various types of actors and different 
combinations of moderation. We show how the model can simulate the impacts of such features on discussions facilitated 
by Reddit and Twitter and the cross-platform spread of misinformation. To validate this model, we use a combination of 
empirical datasets from three U.S. political events and prior findings from user surveys and studies.
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1  Introduction

As social media use has grown over the past two decades, it 
has become a popular medium for conducting disinformation 
campaigns and a fertile environment for misinformation dif-
fusion. Social media users often use multiple platforms and, 
in doing so, can spread misinformation across their various 
social networks on different platforms (Gottfried 2024; Papa-
kyriakopoulos et al. 2020). Additionally, the actors behind 
disinformation campaigns have intentionally leveraged mul-
tiple platforms to conduct their operations, often capitalizing 
on the unique characteristics of each platform (Starbird and 

Wilson 2020; Lukito 2020). This cross-platform dynamic 
complicates efforts to limit misinformation diffusion and 
design effective countermeasures to prevent the spread of 
harmful content (Gatta et al. 2023).

The desire to predict and understand the spread of rumors 
and misinformation online, along with the ethical concerns 
of performing real-world experiments involving misinfor-
mation, has led to the use of models to simulate the impact 
of interventions. Many models of misinformation diffusion 
have focused on single mainstream platforms, such as Twit-
ter and Facebook. Less attention has been paid to simulat-
ing diffusion over alternative, decentralized platforms like 
Reddit. However, recent studies highlight the importance 
of understanding information diffusion on such platforms. 
Investigations have led to the finding that the Internet 
Research Agency used Reddit, in coordination with other 
platforms, to heighten political tensions during the 2016 
U.S. presidential election (Lukito 2020; Zannettou et al. 
2019), while other work has shown how narratives from 
pro-Russian propaganda websites regarding the invasion of 
Ukraine infiltrated political communities on Reddit during 
the initial stages of the war (Hanley et al. 2023). In addition 
to political misinformation, community-based platforms, 

 *	 Isabel Murdock 
	 iem@andrew.cmu.edu

	 Kathleen M. Carley 
	 kathleen.carley@cs.cmu.edu

	 Osman Yağan 
	 oyagan@ece.cmu.edu

1	 Electrical and Computer Engineering, Carnegie Mellon 
University, Pittsburgh, PA 15213, USA

2	 Software and Societal Systems, Carnegie Mellon University, 
Pittsburgh, PA 15213, USA

http://crossmark.crossref.org/dialog/?doi=10.1007/s13278-024-01305-x&domain=pdf


	 Social Network Analysis and Mining          (2024) 14:145   145   Page 2 of 23

including Reddit, have hosted “alternative health” communi-
ties and served as forums for sharing health-related misinfor-
mation (Zimdars et al. 2023; Du 2021; Kumar et al. 2022).

In this work, we aim to address two challenges in mod-
eling the spread of misinformation and the impacts of mod-
eration: i) the diversity of the individual platforms involved 
in the spread and ii) the cross-platform dynamics of user 
behavior. The first challenge impacts how information 
spreads within a given platform, through the social struc-
tures and newsfeed algorithms specific to each platform, as 
well as the types of moderation that can be employed. The 
second challenge influences the global effectiveness of coun-
termeasures in an environment where information can flow 
between platforms and users can respond to moderation by 
migrating to alternative social media platforms. We address 
these issues by extending a paper where we introduced and 
validated an agent-based model of Reddit interactions (Mur-
dock et al. 2023) to include a model of Twitter interactions 
and simulating cross-platform user engagement.

Among popular social media platforms, Reddit stands out 
for its decentralized approach to moderation and community 
management. Due to this and its community-based network 
structure, it provides a useful environment to simulate infor-
mation diffusion in contrast to platforms with centralized 
moderation systems and direct user-to-user social networks. 
On the other hand, Twitter is a beneficial platform to model 
as it has been well-studied and has known trends of con-
tent diffusion and user engagement. These make it possible 
to validate the general processes implemented in models 
of Twitter. It also supports a different social structure and 
moderation approach from Reddit, allowing us to simulate 
information diffusion across two diverse platforms.

In this paper, we develop a Twitter-based model with two 
forms of moderation and validate it using a combination of 
face and empirical validation. Then, we integrate it with our 
existing Reddit model to produce an agent-based model that 
simulates user interactions within multiple heterogeneous 
platforms and facilitates cross-platform user activity. Both 
models contain platform-specific moderation mechanisms 
that can be used to simulate content removal and user ban-
ning. We demonstrate how the cross-platform model can 
be used to study the impacts of moderation on the spread 
of misinformation. This is the first model of cross-platform 
information diffusion that, to the best of our knowledge, 
incorporates all of the following key features:

•	 Users can read posts from platform-specific newsfeeds 
based on the network structures of each platform.

•	 Users update their knowledge and beliefs based on the 
posts they read and can spread knowledge and beliefs 
between their communities on each platform.

•	 Moderating actions are modifiable and unique to each 
platform based on the respective platform’s structure.

•	 User, moderator, and platform attributes can be tuned on 
each platform to study how different types of users and 
moderation may impact misinformation diffusion across 
the platforms.

The paper is organized as follows: Section 2 covers the 
motivation for studying cross-platform information dif-
fusion and provides an overview of existing social media 
models. Section 3 lists the main characteristics of the plat-
form environments and general facts about user activity and 
information diffusion on the platforms. Section 4 describes 
the proposed cross-platform model, including a review of 
the Reddit model and an explanation of the Twitter model. 
Section 5 provides a discussion of the Twitter model valida-
tion, which relies on a collection of tweets related to three 
political events and previous user surveys and studies, and 
presents the results of simulations with Twitter moderation. 
Section 6 explores the results of the cross-platform virtual 
experiments, and the paper concludes with discussion of 
the limitations in Section 7 and key takeaways in Section 8.

2 � Motivation and related work

2.1 � Cross‑platform misinformation diffusion

The spread of misinformation across multiple social media 
platforms has been studied in topics ranging from natural 
disasters  (Hunt et al. 2020) to global pandemics  (Papa-
kyriakopoulos et al. 2020). Similarly, the role that multi-
ple platforms can play in the execution of disinformation 
campaigns has been examined in various contexts. One 
such study analyzed how Twitter and YouTube were used 
in a campaign against the White Helmets during the Syr-
ian civil war. It found that “alternative” news websites were 
used effectively to direct users from short-form content on 
Twitter to large sets of videos on YouTube (Starbird and 
Wilson 2020). Another study, focusing on Russian disinfor-
mation during the 2016 U.S. election, found that the Internet 
Research Agency (IRA) may have used Reddit to test con-
tent before spreading it on Twitter (Lukito 2020). Mean-
while, an analysis of the IRA’s use of Twitter and YouTube 
found that the group relied on YouTube to spread news and 
other information on Twitter, particularly from conservative 
sources (Golovchenko et al. 2020).

The use of multiple platforms by users and bad actors 
alike has complicated the effects of moderation taken by 
individual platforms. Work analyzing the spread of mali-
cious COVID-19 content over multiple mainstream and 
less-moderated platforms found that blocked content was 
effectively funneled through less-moderated platforms to 
avoid detection and moderation on the mainstream plat-
forms. It showed how cross-platform connections make it 
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harder for platforms to get rid of fake or harmful informa-
tion and can obscure the actual level of such content on the 
platforms (Velásquez et al. 2021). However, a different study 
of COVID-19 conspiracy theories concluded that remov-
ing and flagging content reduced the spread of conspiracies 
across multiple paltforms (Papakyriakopoulos et al. 2020). 
Another study found that 2020 U.S. election-related tweets 
that had been posted by President Trump and were subse-
quently blocked from user engagement were posted more 
often and received more attention on Facebook, Instagram, 
and Reddit than those that were labeled or received no inter-
vention from Twitter (Sanderson et al. 2021). This suggests 
that the multi-platform information environment may limit 
the effectiveness of single platform moderation efforts.

Besides harmful content and misinformation spreading 
across the social media ecosystem, users can also migrate 
between various platforms. One example of this was the 
rise in membership on alternative and less regulated plat-
forms following the response by mainstream platforms to the 
January 6th attack. The deplatforming of high-profile users 
involved in organizing the event and removal of content pro-
moting the protest corresponded with increased membership 
on the less regulated platform Gab. Gab also experienced a 
sustained increase in toxicity on the platform following the 
intervention, unlike the more mainstream platforms of Twit-
ter and Reddit (Buntain et al. 2023). Related research on Gab 
has found that while users who migrate to the platform after 
being banned on Twitter and Reddit may have smaller audi-
ences, they also exhibit increased activity and toxicity (Ali 
et al. 2021). However, there is active debate on the effec-
tiveness of deplatforming, as a different study concluded 
that the tactic was effective in reducing harmful discussions 
and toxicity on Twitter, especially when performed simul-
taneously with other mainstream platforms (Jhaver et al. 
2021). Together, these findings illustrate the importance of 
researching moderation at the ecosystem level and the ben-
efits of developing models that can simulate the potential 
cross-platform effects of moderation taken by individual 
platforms (Sanderson et al. 2021; Ali et al. 2021).

2.2 � Social media models

Approaches to modeling the spread of information across 
social media have taken several forms. One straightforward 
approach for visualizing information diffusion over social 
media users involves modified versions of the SIR epidemic 
model (Li et al. 2017). However, as information spread over 
social media often involves competing ideas and interactions 
between users with evolving beliefs and unique behaviors, 
these models can lack the complexity needed to reflect the 
real world (Serrano et al. 2015; Li et al. 2017).

In contrast, predictive models have been used to learn dif-
fusion patterns from real-world datasets with high accuracy. 

Such approaches range from variants of independent cas-
cade and threshold models to evolutionary game theory (Li 
et  al. 2017). For example, random forests were used to 
predict hashtag virality on Twitter based on the commu-
nity concentration present during the initial diffusion of the 
hashtags (Weng et al. 2013). In another work, neural net-
works were used to learn relationships between users within 
the context of linear threshold and random walk-based mod-
els (Qiang et al. 2019).

Although these predictive models can yield high-fidelity 
simulations of training datasets and serve as useful mecha-
nisms for predicting misinformation diffusion, they can be 
challenging to generalize to new scenarios and lack inter-
pretability. Due to this, they are not conducive to performing 
“what-if” analysis and experiments to study how structural 
and environmental changes to the relevant social media plat-
forms will impact information diffusion or user interactions. 
Additionally, they rely on access to large, high-quality, and 
unbiased datasets.

An alternative to the epidemic and predictive models for 
studying information diffusion over social media is agent-
based models (ABMs). Due to their agent-focused design 
and bottom-up approach, these models can simulate a diverse 
set of behaviors for different social media users. They can 
also provide highly explainable results and insights into how 
environmental factors impact information diffusion. Some 
of the topics explored by prior social media ABMs include 
the impact of emotion on user interactions (Fan et al. 2018), 
the adoption of competing rumors in a social media net-
work (Kaligotla et al. 2015), and polarization (Coscia and 
Rossi 2022). Additionally, ABMs have been used to model 
social media behavior and communications during natural 
disasters (DiCarlo and Berglund 2021; Du et al. 2017) and 
health-related events (Sobkowicz and Sobkowicz 2021).

Most of these existing models facilitate user interactions 
based on direct user-to-user networks. While these types of 
relationships are the underlying structure of many platforms, 
such as Twitter and Weibo, they do not reflect how con-
nections are formed on a platform like Reddit. Therefore, 
our Reddit model uses a user-to-community network struc-
ture, and posts are shared between users indirectly through 
subscriptions to the same communities. A key benefit of 
this approach is that it allows different communities to have 
different policies and moderators that impact what can be 
posted in a given community. This aspect of our model sets 
it apart from previous work that has examined how differ-
ent community structures lead users to self-censor (Cabrera 
et al. 2021) and how online rejection can make users vulner-
able to radicalization (Haddad et al. 2021).

In contrast to the lack of models focused on commu-
nity-based platforms, many models have been designed to 
simulate information diffusion over Twitter (Serrano et al. 
2015). Relevant to our work, agent-based models with this 
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focus have been used to simulate the impacts of algorith-
mic curation on misinformation diffusion and polariza-
tion (Gausen et al. 2022), evaluate the influence of bots on 
user beliefs (Averza et al. 2022; Beskow and Carley 2019), 
and explore the impact of social-cyber maneuvers in deter-
ring disinformation campaigns (Blane et al. 2021). The Twit-
ter model used in this paper draws on key elements included 
in these previous models. First, it allows for the specifica-
tion of individual user behavior through user attributes, 
which enables the implementation of malicious agents and 
good actors. Second, it models changes in users’ beliefs in 
response to the content they read, in addition to their acqui-
sition of knowledge. Finally, while we do not explore the 
impact of newsfeed algorithms in this work, the Twitter and 
Reddit models both use a newsfeed system that can be modi-
fied in future work to simulate the effects of prioritizing dif-
ferent types of content.

2.3 � Multi‑platform models

A few previous agent-based models have explored simulat-
ing user behavior across multiple platforms. One such study 
used machine learning models to determine user behavior 
when simulating Twitter and Reddit users’ engagement with 
tweets and posts (Murić et al. 2022). It found that com-
bining machine learning to learn agent behaviors with an 
explicit modeling of bursts in activity produced results clos-
est to real-world information propagation measures. Other 
research has explored using variations of SIR and Bass 
models to investigate diffusion across multi-layer and multi-
platform networks (Kim et al. 2013; Yağan et al. 2013; Tian 
and Yağan 2022). In particular, they examined how informa-
tion can spread faster and further when users are connected 
to additional, conjoining networks (Yağan et al. 2013) and 
explored how different categories of information have dif-
ferent cross-platform tendencies on social media (Kim et al. 
2013). Related research on the spread of misinformation on 
correlated multiplex networks found that characteristics like 
interlayer correlation impacted the outbreak of misinforma-
tion and concluded that more research was urgently needed 
in this area (Xian et al. 2019).

We build on these existing studies of diffusion over multi-
layer networks by building a multi-platform model that not 
only facilitates knowledge and belief diffusion across het-
erogeneous platforms but also allows for the simulation of 
platform-specific moderation efforts. Our model also allows 
incorporating cross-platform user responses to moderation 
whereby practitioners can study how moderation on a single 
platform may impact the spread of misinformation on alter-
native platforms. Consequently, the paper contributes to the 
emerging field of social cybersecurity by developing a model 
that can be used to study how influence campaigns and mis-
information diffusion on both centralized and decentralized 

platforms can be mitigated in a meaningful cross-platform 
manner (Carley 2020).

3 � Background

3.1 � Reddit structure and dynamics

Reddit serves a beneficial function by allowing users to con-
nect with others around common interests and share helpful 
information. However, the risks posed by misinformation 
to both the health of individuals and of democratic political 
systems necessitate more effective intervention strategies. 
This is even more significant as Reddit is one of the most-
visited websites worldwide, with over 1.5 billion monthly 
visits and about a billion monthly users. In the U.S., the 
platform has ranked in the top 10 most used social network 
websites (Dixon 2022).

Reddit is a community-based platform where users join 
communities, called subreddits, based on their interests. 
Within the subreddits, users can make posts and comment 
on existing posts and comments. They can also react to posts 
and comments by voting them up or down. This results in 
each post and comment having a score (i.e., the number 
of upvotes minus downvotes). Users can view new posts 
through their “news feed,” which displays posts based on 
the subreddits they have subscribed to, with the order of the 
posts determined by their scores or recentness. The subred-
dits decide what their members can post and view within 
their communities by having their own rules and moderators.

In terms of the behavior of users on Reddit, prior work 
has found that most users prefer to browse content passively 
and infrequently interact with posts or comments (Medvedev 
et al. 2019). When users do interact with content, lower-
effort activity is more popular, with voting being the most 
common form of engagement, followed by commenting and 
posting (Singer et al. 2014). Furthermore, a small percentage 
of users is responsible for the majority of the posts on the 
platform. One study found that the number of posts made 
by users in the dataset follows an asymptotic power-law 
decay (Thukral et al. 2018).

Considering the characteristics of posts made on Reddit, 
most receive a small number of comments and stop getting 
comments within a day of being posted. However, a sig-
nificant yet diminishing number of posts accumulate many 
comments (Thukral et al. 2018). This reflects how posts that 
receive higher scores are more likely to be seen by users, 
which results in a positive feedback loop of them receiving 
more votes and comments and remaining active longer.

The Reddit model proposed in our prior work (Murdock 
et al. 2023) reflects these trends in user behavior and infor-
mation diffusion. Compared to existing models, it provides 
a more realistic environment for Reddit interactions by 
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modeling users with different activity levels and propensi-
ties toward posting, voting, and commenting. Our model also 
considers the scores and recentness of posts and the users’ 
subreddit subscriptions when determining the content that 
users interact with. In our previous work, we validated the 
model by comparing it to Reddit datasets and information 
diffusion trends identified by previous studies (Murdock 
et al. 2023). Though we do not include this validation analy-
sis in the current paper, we describe the model in Section 4.2 
and use the input parameters outlined in our previous paper 
for the cross-platform virtual experiments. This allows us to 
draw on the validation from the prior work for the experi-
ments performed in this paper.

3.2 � Twitter structure and dynamics

As of 2023, almost a quarter of U.S. adults reported using 
Twitter (Gottfried 2024), and previous reports found that 
almost half of Twitter users visit the site daily (Auxier and 
Anderson 2021). While the platform (recently renamed 
“X”) has been used to share breaking news, discuss political 
events, and engage in pop culture debates, it has also been 
used for disinformation and influence campaigns (Lukito 
2020; Nimmo et  al. 2020) and facilitated the spread of 
rumors and misinformation (Allcott et al. 2019). Conse-
quently, understanding misinformation diffusion on the 
platform and simulating the impacts of moderation efforts 
may be useful for improving the quality of content on the 
platform.

Users on Twitter engage with each other based on 
directed, followership connections. These connections influ-
ence the content that users are served through their news-
feeds. On the platform, users can share information through 
short messages called tweets. They can also respond to the 
tweets they view through retweets, replies, quote tweets, and 
likes. Retweets are direct reshares of tweets, while quote 
tweets are reshares that include a comment on the tweet. 
Meanwhile, replies are just comments made on a tweet. 
Through these actions, users can spread content to their fol-
lowers and increase the reach of a given tweet.

Similar to user behavior on Reddit, many previous stud-
ies have found that most Twitter activity is concentrated 
among a small percentage of users. For example, one study 
found that the most active 25% of U.S. adults on Twitter 
produced 97% of all tweets, while the bottom 75% of users 
posted a median of zero tweets per month (McClain et al. 
2021). Similarly, another study found that 75% of Twitter 
users could be considered lurkers (Antelmi et al. 2019). Ear-
lier work found an even more skewed distribution of tweet 
authors, with the top 2% of users creating 80% of tweets 
and the top 20% responsible for nearly all content (Liang 
and Kw 2015). User posting activity may also be correlated 
with frequency of use, with lurkers reporting to visit the 

platform less frequently than more active tweeters (McClain 
et al. 2021).

As for the characteristics of tweets, some work has inves-
tigated the properties of the retweet and reply trees that are 
formed when users either retweet or reply to tweets. Prior 
work suggests that the sizes of retweet and reply trees 
approximate a power-law distribution (Nishi et al. 2016; 
Kwak et al. 2010). This indicates that most tweets receive 
little reaction while few go viral, similar to the behavior on 
Reddit. It is consistent with other research that discovered 
that URL cascade sizes on Twitter also follow a power-law 
distribution, with the largest cascades tending to be gen-
erated by users with many followers (Bakshy et al. 2011). 
Using these and other established findings regarding Twit-
ter, combined with a dataset of 40 M tweets, we validate the 
outputs of the Twitter model in Section 5.

Our decision to model Twitter stems from its contrast 
with Reddit’s design in two main ways. First, Twitter uses 
a followership-based structure with direct user-to-user rela-
tionships, as opposed to Reddit’s community-based setup. 
Second, the platform primarily engages in centralized mod-
eration practices rather than the decentralized approach of 
Reddit. These two distinctions allow for the simulation of 
information diffusion and moderation in two heterogene-
ous environments and are reflected in our models of Reddit 
and Twitter user interactions, as outlined in the following 
section.

4 � Model description

The cross-platform agent-based model is developed using 
the Construct API.1 Construct is an agent-based dynamic 
network framework that models agents’ knowledge, beliefs, 
and evolution through interactions with other users (Dipple 
et al. 2022). It has previously been used to model the spread 
of knowledge and beliefs related to the Arab Spring and 
the social and behavioral characteristics that lead to revolu-
tions (Schreiber and Carley 2013; Joseph et al. 2014). Since 
the Construct API provides baseline classes and network 
management functions, it is a useful framework for creating 
social media-based models.

The cross-platform model acts as a wrapper for the Reddit 
and Twitter models. It handles cross-platform user reactions 
to moderation and determines which platform the users are 
active on for a given timestep. The Reddit model, introduced 
in our previous paper, was built using the social_media_
no_followers class provided by the Construct API. It has 
since been integrated into the API and is available for pub-
lic use. Meanwhile, the Twitter model is largely based on 

1  https://​github.​com/​CASOS-​IDeaS-​CMU/​Const​ruct-​API.

https://github.com/CASOS-IDeaS-CMU/Construct-API
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the twitter_with_followers class, also provided by the API. 
Minor modifications have been made to the existing model 
to increase compatibility with the Reddit model, and we 
have added multiple moderation mechanisms to the model. 
Both models can be used independently to perform single-
platform simulations.

To describe the complete model, we first outline the main 
framework that underlies the Reddit, Twitter, and cross-plat-
form models. We then review the user behavior and modera-
tion mechanisms provided by the Reddit model. Next, we 
describe user interactions on the Twitter model and its mod-
eration system. Finally, we explain how the cross-platform 
model facilitates user participation within both models and 
handles cross-platform moderation responses.

4.1 � Main framework

The Reddit, Twitter, and cross-platform models are discrete-
time models that simulate users logging onto a given plat-
form. Users who are active during a given timestep view 
content from their personalized news feeds. The newsfeed 
algorithms are specific to the respective platform and reflect 
its structure. Based on user-specific attributes, the users 
may choose to make posts during any timestep that they are 
active. They may also decide to respond to the posts that 
they read by commenting, in the case of Reddit, or retweet-
ing, replying, or quote tweeting, in the Twitter model.

After viewing a post, users update the information, rep-
resented as bits called knowledge, they are aware of. These 
knowledge bits represent abstract statements or news sto-
ries that could be true or false. Users also update their trust 
of each piece of knowledge, called knowledge trust, based 
on the posts they read at each time step. The model tracks 
the knowledge that each agent is aware of with an agent-to-
knowledge binary network, called the knowledge network, 
where the links indicate whether the agent has seen the 
knowledge item before. Similarly, to track the users’ knowl-
edge trust, the model maintains another agent-to-knowledge 
network, the knowledge trust network, where the link values 
are floats that range from 0 to 1, with values closer to 1 
indicating higher trust in the associated knowledge item and 
lower values representing lower trust.

Updates to the knowledge network, K , are made when a 
user reads a post that contains a new knowledge item. When 
a user i reads a post at time t with knowledge index b, the 
associated link in the knowledge network becomes 1, i.e., we 
set Kt(i, b) = 1 . Updates to the knowledge trust network, T , 

take into account both the user’s prior trust of the knowledge 
index, b, and the trust stored with the post, p. If a user does not 
have a prior trust associated with the given knowledge item, 
b, represented by the trust value being set to -1, it adopts the 
knowledge trust value of the first post it sees containing the 
knowledge item. The knowledge trust network is updated as:

where the update_rate controls how quickly the users update 
their trust based on the trust values they observe in the posts 
and comments. For the experiments conducted in this paper, 
the update_rate is set to 0.05, but this could be changed in 
future work.

While users update their trust regarding the knowledge 
bits by default, we introduce a user-specific attribute called 
can receive trust, which can be used to prevent certain users 
from updating their trust values when they view posts or 
comments. This attribute makes it possible to simulate users 
who are convinced of their views and only aim to influence 
others.

4.2 � Review of the Reddit agent‑based model

The Reddit model was published and validated in earlier 
work  (Murdock et al. 2023). We now provide a review of 
the main features of the model. In terms of agents, the Reddit 
model contains two main types: users and moderators. The 
users reflect individuals who join subreddits to read posts 
and make posts and comments. The moderators enforce the 
rules of the subreddit by removing posts and banning users. 
Each agent has its own properties that determine when the 
agent is active and which actions they take. The full set of 
attributes available is described in subsection 4.5.

There are three main structures that are fundamental to 
the Reddit model: the subreddit membership network, the 
personalized newsfeeds, and the banned user network. The 
subreddit membership network specifies which subreddits 
each agent is a member of and is used to control both what 
posts and comments the users can view and the subreddits 
that the moderators can act in. It is specified at the start of 
a given simulation. The personalized news feeds “serve” 
posts to the users based on their subreddit subscriptions and 
order the posts according to a combination of their scores 
and the recentness. We use the previously public version of 
Reddit’s ranking algorithm to rank the posts in each user’s 
feed, which prioritizes newer and higher scoring posts (Sali-
hefendic 2015).

The banned user network, in combination with the mod-
erator agent attributes, facilitates subreddit-specific modera-
tion. The banned user network is a user-to-subreddit network 

Tt(i, b) =

{

(1 − update_rate) ∗ Tt−1(i, b) + update_rate ∗ p , ifTt−1(i, b) ≠ −1

p , ifTt−1(i, b) = −1
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whose edge weights track the number of times a given user’s 
posts or comments are removed in a specific subreddit. The 
moderator agents remove posts based on the moderators’ 
attributes and the knowledge and trust associated with the 
given post or comment. This allows each subreddit to have 
moderators with specific attributes and to set a threshold 
for the number of times a user can “break the rules” before 
becoming banned from making posts and comments in the 
subreddit.

In summary, these structures allow the following main 
platform features to be implemented in the model:

•	 Users belong to subreddits, which impact the posts and 
comments they see.

•	 Users share information through posts and comments.
•	 Users vote up or down on posts and comments.
•	 News feeds prioritize new and higher-scoring posts.
•	 Subreddit moderators remove content and ban users.
•	 Subreddits can have heterogeneous rules and moderation 

thresholds.

4.2.1 � User behavior

The first type of agent in the Reddit model are users. Before 
each simulation, user attributes and the subreddit mem-
bership network are specified; see subsection 4.5. These 
attributes define when each user is logged onto the platform 
and their likelihood to read, post, comment, and vote. The 
inputs also describe the knowledge bits that each user has 
at the start of the simulation and their associated trust in the 
knowledge.

Once the initialization is complete, the model runs for a 
specified number of time steps. During each time step, the 
model loops through each user to check if they are active, 
i.e., logged on. If the user is active, they make posts, read 
posts and comments, update their knowledge and knowledge 
trust, vote, and comment based on their assigned attribute 
values, as shown in Fig. 1. An important part of our imple-
mentation is that the users can view and contribute to the 
comment trees under posts, as they do in the real world on 
Reddit. This then impacts their trust in the knowledge item 
associated with the original post. Any comments made on 
a post or a comment contain the knowledge item associated 

Fig. 1   User actions during each 
time step of the Reddit model  
(Murdock et al. 2023)
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with the parent post/comment. This reflects how comments 
on Reddit tend to discuss the topic outlined in the origi-
nal post. However, the knowledge trust associated with the 
new comment reflects the knowledge trust value of the 
commenter.

4.2.2 � Moderator behavior

The second type of agent in the Reddit model are modera-
tors. These are agents who remove content and ban users 
within the subreddits. Their behavior is determined by the 
subreddit membership network and two other attributes 
specified for each moderator: moderation delay and mod-
eration threshold. They also rely on the misinformation 
attributes associated with the knowledge bits that can flag 
knowledge as misinformation.

At each time step in the simulation, the moderators iter-
ate over every post and comment made in their subreddit(s), 
specified by the subreddit membership network. As shown 
in Fig. 2, they check if the post’s knowledge bit is associated 
with misinformation. If it is, they check if the post was made 
at least moderation delay time steps ago and if the knowl-
edge trust value associated with the post is greater than or 
equal to the moderation threshold. Since the post contains a 
knowledge bit designated as misinformation, the high trust 
value of the post would increase other users’ trust in the mis-
information when they read it. Therefore, if the moderators 
aim to limit the spread of misinformation, they would want 
to limit the viewership of this type of post. Consequently, if 
all of these conditions are met, the moderator “removes” the 
post, preventing it from appearing in the users’ news feeds 
at any future time step.

When the moderators remove a post or comment, they 
also increment the link weight in the banned user network 
that connects the author of the post or comment to the sub-
reddit in which they made the post. The banned network 
is used to prevent users from posting or commenting in a 
given subreddit once their content has been removed a ban 

threshold number of times from the subreddit. The ban 
threshold is specific to each subreddit and can be used to 
reflect the strictness of different subreddits’ rules.

The moderation delay and moderation threshold can 
also be used to vary moderation policies across the sub-
reddits. Additionally, they can be used to model different 
types of moderators. For example, automated moderators 
are common on Reddit and can perform mundane or repeti-
tive checks on content. While they can respond faster than 
human moderators, represented in the model by a shorter 
moderation delay, they are not as adept at handling border-
line cases or considering the context of posts. Therefore, 
they may have a higher moderation threshold for removing 
posts in the model.

4.2.3 � Validation

We used a combination of input, face, and empirical valida-
tion to validate the described Reddit model. First, we per-
formed input validation of the values selected for the model 
attributes and networks of our experiments. This grounded 
our users’ behaviors in previous user studies and helps 
ensure they follow real-world tendencies. We also drew our 
subreddit membership networks from empirical datasets to 
produce more realistic user-to-subreddit network structures. 
We subsequently used a combination of face and empirical 
validation to examine whether our model generates posts 
with characteristics that align with patterns identified in 
prior work. We supported this analysis with a collection of 
three Reddit datasets from the 2020 U.S. presidential elec-
tion, the Dobbs v. Jackson Women’s Health Organization 
U.S. Supreme Court decision, and the 2022 U.S. midterm 
election. This set of over 100K posts and 800K comments 
helped us evaluate whether the user behaviors and content 
diffusion produced by the model are consistent with the real 
world. The findings of our validation analysis can be found 
in our previous work (Murdock et al. 2023).

4.3 � Description of the Twitter agent‑based model

The Twitter model only has one main type of agent, users. 
Within this model, the users reflect individuals who can fol-
low other users to read tweets. Consistent with the Reddit 
model, each user has its own properties that determine when 
the agent is active and which actions they take. The full set 
of attributes available is described in subsection 4.5. Since 
moderation within the Twitter model is handled at the plat-
form level, there are no moderator agents in this model.

There are three main structures that are fundamental to 
the Twitter model: the twitter follower network, the per-
sonalized newsfeeds, and the removal counter. The twitter 
follower network specifies which users each agent follows 
and is used to control what tweets, retweets, replies, and 

Fig. 2   Conditions that the moderators check before “removing” a post 
or comment from their subreddit(s) in the Reddit model    (Murdock 
et al. 2023)
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quote tweets the users can view. It is specified at the start 
of a given simulation. The personalized news feeds “serve” 
tweets to the users based on their followership networks 
and order the tweets according to a combination of the 
number of reactions they have received and their recent-
ness. They also filter out content that has been moderated. 
The removal counter keeps track of the number of times 
each user’s content has been removed from the platform.

Moderation is performed at the platform level by 
reviewing all active (i.e., not previously removed) tweets at 
each timestep, see Fig. 3. First, the model checks whether 
each active tweet’s knowledge bit is associated with mis-
information. If it is, the model checks if the tweet’s trust 
value is greater than the moderation threshold. Like in 
the Reddit model, the moderation threshold helps remove 
content with high trust in knowledge that is associated 
with misinformation. If both of these conditions are met, 
the model removes the tweet with probability equal to the 
removal probability and increments the counter associated 
with the tweet’s author in the removal counter. Once a 
user’s content has been removed a ban threshold number 
of times, they are banned from making any type of tweet 
for the remainder of the simulation.

The moderation threshold, removal probability, and ban 
threshold are currently fixed values set at the beginning 
of the simulation. The moderation threshold can be used 
to change how strict the model is about misinformation. 
Meanwhile, the removal probability can be used to change 
how long it takes for undesirable content to be removed. 
The ban threshold determines how many “strikes” users 
get before they can no longer interact with others on 
the platform. Future versions of the Twitter model may 
improve these moderation mechanisms, such as by mak-
ing the removal probability proportional to the number of 
reactions a tweet has received or the trust value associated 
with the tweet. However, for the current version, these 
parameters allow practitioners to vary both the likelihood 
of content removal and the strictness of user banning and 
explore their potential effects on information diffusion.

In summary, the key structures of the Twitter model 
allow the following main platform features to be 
implemented:

•	 Users follow others, which impacts the tweets they see.
•	 Users share information through tweets, retweets, replies, 

and quote tweets.
•	 News feeds prioritize tweets that are more recent and 

have garnered larger reactions.
•	 Moderation is performed at a platform level but can be 

adjusted to focus more on content removal or user ban-
ning.

4.3.1 � User behavior

Similar to how users are processed in the Reddit model, 
user attributes and the followership network are specified 
before each simulation; see subsection 4.5. These attributes 
define when each user is logged onto the platform and their 
likelihood to read, tweet, retweet, reply, and quote tweet. 
The inputs also describe the knowledge bits that each user 
knows at the start of the simulation and their associated trust 
in the knowledge.

Once the initialization is complete, the model runs for a 
specified number of time steps. During each time step, the 
model loops through each user to check if they are active, 
i.e., logged on. If the user is active, they make tweets, read 
tweets, update their knowledge and knowledge trust, and 
react to tweets based on their assigned attribute values. Con-
sistent with the Reddit model and real-world interactions 
on Twitter, users can view and contribute to the retweet and 
reply trees of tweets or start new potential trees by mak-
ing tweets or quote tweets. All retweets, replies, and quote 
tweets contain the knowledge item associated with the par-
ent tweet. However, the knowledge trust associated with the 
new post reflects the knowledge trust value of the new post’s 
author.

4.3.2 � Validation approach

Since most users on Twitter rarely tweet on the platform, 
it can be challenging to measure knowledge or information 
diffusion across the Twitter user base. Yet, validation of the 
Twitter model is needed in order to draw meaningful con-
clusions from it. Due to this, we use a combination of input, 
face, and empirical validation to evaluate various aspects of 
our model, similar to what was done with the Reddit model.

First, we perform input validation of the values selected 
for the user attributes and networks of our experiments. 
This involves using previous user surveys and studies of 
social media data to help ensure that the simulated users’ 
behaviors follow real-world tendencies. We also compare 
our generated followership networks to metrics identified in 

Fig. 3   Conditions that are checked at each timestep in the Twitter 
model before content is removed
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real Twitter networks. We subsequently use a combination of 
face and empirical validation to examine whether the model 
generates tweets, retweet trees, and reply trees with charac-
teristics that align with patterns identified in prior work. We 
supplement this analysis with a collection of three Twitter 
datasets from the 2020 U.S. presidential election, the Dobbs 
v. Jackson Women’s Health Organization U.S. Supreme 
Court decision, and the 2022 U.S. midterm election. This 
set of more than 40 M tweets helps us evaluate whether the 
user behaviors and content diffusion produced by the model 
are consistent with the real world.

4.4 � Cross‑platform model

The cross-platform model builds on the Reddit and Twitter 
models by facilitating the participation of agents on both of 
the individual platform models. The cross-platform model 
maintains the users’ knowledge and trust networks but 
allows the users to interact and update their knowledge and 
trust values based on their activities on each platform. This 
enables the transfer of knowledge between the platforms and 
reflects how interactions across multiple platforms influence 
users in the real world.

For each timestep in the cross-platform model, users may 
be active on one or neither of the individual platform mod-
els. To determine when users are active on each platform, 
the model takes as input an active agent by platform net-
work. Similar to the user active time networks that are used 

by the Reddit and Twitter models to determine when users 
are logged on, this network is a user-to-timestep network. 
However, the edges in this network indicate which platform 
a user is active on for the given timestep. With this setup, the 
amount of cross-platform links between Twitter and Reddit 
is determined by the number of users who log onto both plat-
forms. When a user is active on one of the platforms, their 
behavior is governed by the individual platform model they 
are interacting on. Based on the posts they read from their 
newsfeed  on the given platform, they update their knowl-
edge and trust values, which are tracked centrally by the 
cross-platform model.

In addition to allowing for the transfer of knowledge and 
trust between the platforms, this model design allows for 
the implementation of cross-platform responses to modera-
tion. By storing the active agent by platform network as a 
variable of the cross-platform model, the model can dynami-
cally alter users’ log on behavior and platform preferences 
in response to moderation. To achieve this, the Twitter and 
Reddit models notify the cross-platform model whenever 
they remove content or block a user from making a post. 
When either of these situations occurs, the cross-platform 
model examines the active agent by platform network and 
switches any future instances of the user logging on to the 
moderating platform to the alternate platform with prob-
ability platform switch probability. This allows the model to 
simulate how users may respond to moderation by migrating 
to platforms with fewer regulations.

Table 1   Input attributes for nodesets

Platform Attribute Values Description
User attributes

Reddit & Twitter read_density Integer ≥ 1 Average number of posts to read during an active time step
Reddit & Twitter post_probability Float from 0-1 Probability of making a post or tweet during an active time 

step
Reddit pr_upvote, pr_downvote, pr_comment Float from 0-1 Probability of upvoting, downvoting, or commenting on a 

read post
Twitter pr_repost, pr_reply, pr_quote Float from 0-1 Probability of retweeting, replying, or quote tweeting a read 

tweet
Reddit & Twitter can_receive_trust Boolean (true or false) Whether a user updates their knowledge trust when they read 

posts or comments
Moderator attributes
Reddit moderation delay Integer ≥ 0 Number of time steps after a post is made that the moderator 

can remove the content
Reddit moderation threshold Float from 0-1 Value that the knowledge trust associated with the post must 

be ge for the content to be removed
Subreddit attributes
Reddit ban threshold Integer ≥ 1 Number of times a users’ content must be removed within 

the subreddit before they are banned from making posts or 
comments

Knowledge attributes
Reddit & Twitter misinformation Boolean (true or false) True indicates the knowledge item is fake information
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4.5 � Summary of model inputs

Many of the features and attributes of the Reddit, Twitter, 
and cross-platform models have been covered in the pre-
vious discussion. We present the full set of node attributes 
in Table 1 for completeness. They must be initialized for 
each of the relevant platforms before the start of a simu-
lation. The relevant networks listed in Table 2 must also 
be initialized once for all of the platform models. The 
combination of attributes and networks can be used to 
create heterogeneous agents with different activity levels 
and posting behaviors. They can also adjust the types of 
moderation implemented on each platform. As discussed 
in the prior work, this is key for performing realistic sim-
ulations, as Reddit and Twitter users vary widely in terms 
of activity levels and engagement preferences.

An important note is that, within the Construct frame-
work, the input networks and nodesets (i.e., agents, 
knowledge items, timesteps) are shared across the social 
media models. This is useful as it allows the cross-plat-
form model to simulate agents logging onto multiple 
platforms and updating their knowledge and trust values 
based on their interactions across platforms. In doing so, 
the agents can transfer knowledge between platforms, as 
users do in real life. However, unlike the nodes and net-
works, the node attributes (e.g., agent attributes, mod-
erator attributes, subreddit attributes) must be specified 
separately for both the Reddit and Twitter models. This is 
also beneficial, as it means that users can have different 
levels of engagement on different platforms.

The networks listed in Table 2 are important for deter-
mining the seed users who start with the knowledge 
items, through the knowledge network, and the other users 
they can potentially share information with, through the 

subreddit membership network or the twitter follower 
network. Additionally, while the user attributes control 
the types of actions users take while they are active on 
a platform, the user active time network determines how 
frequently each user “logs on” to the respective platform, 
and the agent active by platform network specifies which 
platform a user logs onto in the case of the cross-platform 
model.

5 � Twitter model simulation results

5.1 � Validation

To evaluate the validity of the Twitter model, we first per-
form baseline simulations using realistic input parameters 
for the user activity levels and engagement preferences. The 
inputs are based on a combination of surveys and analysis of 
social media data. Using data from a variety of sources helps 
limit the biases that can result from self-reporting errors, in 
the case of surveys, and hidden user behaviors, in the case of 
social media data analysis. Therefore, by using a variety of 
references to select the inputs, we can create a more robust 
and realistic set of user parameter values.

Table 3 provides the user-related input values and asso-
ciated references used for the experiments. The time and 
activity-related user attributes are derived based on one 
timestep in the simulation representing 5 minutes. We first 
generate a followership network of 1,000 users by using a 
combination of configuration and preferential attachment 
models. The modified version of the configuration model is 
used first to generate a bidirectional network with a power-
law degree distribution and noticeable clustering (Newman 
2009). Then, the preferential attachment mechanism adds 

Table 2   Input networks for models

Platform Network Link Type Source → Target Description

Reddit & Twitter Knowledge network Boolean user → knowledge True link values indicate the user is aware of the 
piece of knowledge

Reddit & Twitter Knowledge trust network Float between 
0-1

user → knowledge The trust that the user has in the given piece of 
knowledge (higher values indicate more trust)

Reddit & Twitter User active time network Boolean user → time step True link values indicate that the user is active dur-
ing the given time step

Cross-platform Active agent by platform 
network

Integer user → time step Link values indicate which platform the user is 
active on during the given time step

Reddit Subreddit membership network Boolean user → subreddit True link values indicate that the user subscribed to 
the given subreddit

Twitter Twitter follower network Boolean user → user True link values indicate that the first user follows 
the second user
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one-way followership connections that boost the presence 
of highly followed users (i.e., celebrities) and reproduces 
the discrepancies between in-degree and out-degree dis-
tributions identified in real-world Twitter networks. After 
this, the users are assigned attribute and network values 
according to Table 3, with 100 knowledge items included 
in each simulation. After this initialization, each trial runs 
for 4,032 time steps, representing two weeks. We repeat 
this process to collect 100 simulation runs.

For each run of the simulation, we collect all of the tweets 
made by the users. This allows us to collect a dataset similar 
to the real-world data we collected from Twitter. Unlike our 
limitations in the real world, however, we can also track the 
agents’ knowledge and knowledge trust networks, which we 
output every 12 hours in the simulation for each run.

5.1.1 � Followership network

Within the model, users can only view content posted by 
the users they follow. Consequently, the structure of the fol-
lowership network can have a large impact on information 
diffusion. The followership network used in our simulations 
is randomly generated for each run. In this section, we com-
pare the features of our generated networks to those that have 
been identified in real-world Twitter networks. In particular, 
we focus on three key properties: degree distribution, tran-
sitivity, and reciprocity.

Multiple prior studies have established that the distribu-
tion of followers (in-degree) and followees (out-degree) 
on Twitter are highly skewed with heavy tails (Kwak et al. 
2010; Bakshy et al. 2011). Some have found that the degree 
distributions follow power-law distributions with exponents 
between 2 and 3. Others have concluded that the distribu-
tions have exponents less than 2 or do not fit the power-
law (Liang and Kw 2015). The heavy-tailed distributions 

arise due to popular users being present on Twitter with 
many millions of followers. However, such users do not 
tend to follow nearly as many users in return. This results in 
the followers degree distribution being more skewed than 
the followees distribution (Bakshy et al. 2011; Myers et al. 
2014). One study found that while the maximum in-degree 
(followership) of their collected Twitter network was much 
greater than the maximum out-degree, the percentiles were 
higher for the out-degree distributions than those of the in-
degree. It concluded that the typical Twitter user follows 
more people than they have followers, while the reverse is 
true for celebrities (Myers et al. 2014).

Turning to our generated followership networks, we 
evaluate whether these degree distribution characteristics are 
present in the generated degree distributions. We find that 
the generated degree distributions are skewed and that the 
distribution of followers has a larger maximum value (908) 
than the followees (522), see Fig. 4. However, across all of 
the users in the generated networks, the median number of 

Table 3   User-related input parameters and references

Model inputs Factors considered Values References

post_probability
pr_repost
pr_reply
pr_quote

User activity levels and 
engagement preferences

5% are high activity:
(0.08, 0.04, 0.03, 0.02),
20% are medium activity:
(0.04, 0.02, 0.02, 0.01),
25% are low activity:
(0.02, 0.005, 0.01, 0.001),
50% are very low:
(0.01, 0.001, 0.002, 0.001)

(Antelmi et al. 2019)
(McClain et al. 2021)
(Odabaş 2022)

read_density Based on 5-minute timesteps read_density=20 (the number of tweets read during a 
given timestep is drawn from Poisson(read_density))

user active time network Frequency of use 15% 10 times/day,
15% 5 times/day,
15% daily,
20% 3 times/week,
15% weekly,
15% monthly

(Odabaş 2022)
(Auxier and Anderson 2021)
(Dixon 2020)

Fig. 4   The complementary cumulative distribution functions, in log-
log scale, for the number of followers (in-degree), followees (out-
degree), and reciprocal relationships for the users in the generated fol-
lowership networks
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followers a user has is 5, while the median number of people 
a user follows is 9. This suggests that the generated networks 
are consistent with the prior work regarding the presence of 
popular users, as well as the trends of followership of typical 
users on the platform.

In terms of transitivity, we use the average clustering 
coefficient to compare the presence of connections between 
users who have friends in common with each other on the 
platform. For each generated network, we calculate the aver-
age clustering coefficient of the largest strongly connected 
(i.e., reciprocal) component. The average of the average 
clustering coefficients across the generated networks is 0.17 
(SD: 0.04). This aligns well with prior work that measured 
the average clustering coefficient in a real-world Twitter 
network to be 0.15 for all active users and 0.12 for active 
users with at least two reciprocal ties (Liang and Kw 2015). 
Unlike other simulation studies that only use preferential 
attachment mechanisms to generate followership networks, 
our use of the modified configuration model in combination 
with preferential attachment allows us to generate follower-
ship networks that incorporate realistic levels of clustering.

The last metric we use to validate the generated follower-
ship networks is reciprocity. Although connections on Twit-
ter are directed, users can decide to follow back those who 
follow them. This results in reciprocal relationships in the 
network. Such connections allow information to travel in 
both directions between users. Averaging across the gener-
ated followership networks, 31.1% (SD: 2.3) of the connec-
tions between users are reciprocal. This is consistent with the 
findings of previous work that reported reciprocity ranging 
from 22.1% to 38.3% in real-world Twitter networks (Kwak 
et al. 2010; Liang and Kw 2015).

5.1.2 � Distributions of tweets, replies, and retweets

Shifting to focus on the outputs of the Twitter model, we 
now investigate whether the concentration of user activity, 

types of posts generated, and distributions of reactions to 
tweets align with previously identified trends, as well as our 
empirical datasets.

In terms of the concentration of users responsible for 
the tweets created in the simulations, we find that the 
results approximate statistics that prior real-world studies 
have reported. In the simulations, the top 10% most active 
users were responsible for 70% of the tweets created, while 
the top 25% accounted for 93% of the content. The bottom 
50% of users only contributed 1% of the simulated tweets. 
Though slightly less skewed, this is in line with prior stud-
ies that have found that the most active 25% of U.S. adults 
accounted for 97% of all tweets  (McClain et al. 2021) 
and 75% of users on Twitter could be considered lurk-
ers (Antelmi et al. 2019). Furthermore, the bottom 75% of 
simulated users had a median of zero tweets made, which 
has also been found to be the case on Twitter (McClain 
et al. 2021).

Considering the different types of content generated by 
the users during the baseline simulations, 6.5% were origi-
nal tweets, 48.7% were retweets, 39.0% were replies, and 
5.8% were quote tweets. Though skewed towards retweets 
and replies, this breakdown is somewhat in line with a recent 
study of Twitter from the Pew Research Center, which found 
that 75% of posts from all U.S. adults on the platform were 
retweets and replies, with 15% being original tweets and 9% 
being quote tweets (Chapekis and Smith 2023). The prob-
abilities of reposting, replying, and quote tweeting, set at the 
beginning of the simulations based on prior studies of user 
preferences, have a direct effect on this breakdown of con-
tent. Therefore, future studies interested in simulating spe-
cific types of content diffusion or categories of users could 
modify the probabilities to achieve the desired composition 
of tweets.

While informative, the distribution of different tweet 
types does not provide insight into the distribution of 
responses that the tweets received. To explore this, we 

Fig. 5   The complementary 
cumulative distribution func-
tion (CCDF), in log-log scale, 
for the in-degree of all tweets 
involved in the retweet trees 
(left) and reply trees (right) 
from the baseline Twitter 
simulations. Each light grey 
line reflects the CCDF from 
one of the simulation trials. The 
thick blue line is the aggregated 
CCDF of all of the relevant 
trees from all of the trials



	 Social Network Analysis and Mining          (2024) 14:145   145   Page 14 of 23

collect and analyze the retweet and reply trees produced by 
the baseline simulations. As discussed in section 3.2, the 
size distribution of retweet and reply trees (i.e., the number 
of posts that form the respective tree) approximate a power-
law distribution, with most tweets receiving few responses 
and a small number going viral (Nishi et al. 2016; Kwak 
et al. 2010). One study also found that the in-degree distri-
bution of reply trees (i.e., the number of responses that each 
post in the tree received) is power-law (Nishi et al. 2016).

To compare these findings to our simulated tweets, we 
plot the in-degree distributions from retweets and replies in 
the simulation outputs, see Fig. 5. These plots of the comple-
mentary cumulative distribution functions (CCDFs) display 
the aggregated data from all of the trials, as well as the data 
from each individual trial. Although there is variation across 
the trials, the aggregate CCDF, in log-log scale, shows that 
the number of retweets and replies that any given tweet 
received approximates a power-law distribution. We simi-
larly find that the size distributions of the reply and retweet 
trees exhibit power-law relationships.

We further investigate the distributions of the simulated 
retweet and reply tree sizes using our three real-world Twit-
ter datasets. In Fig. 6, we plot the CCDFs of the tree sizes 
for the simulated and real-world data together. Given the 
smaller scale of our simulations relative to the actual number 
of users on Twitter and the volume of tweets made on the 
platform, we plot the CCDFs for the simulated and real data 
with separate axes. This allows us to meaningfully compare 
the proportional trends of the distributions using a log-log 
scale. Across the simulations and real-world datasets, a simi-
lar percentage of tweets belong to trees of size 1 (i.e., they 
did not receive any retweets or replies). This means that the 
Twitter model accurately simulates how much of the content 
on Twitter does not garner responses.

Though on a smaller scale than the real-world outputs, the 
simulated retweet and reply tree sizes also follow a similar 

heavy-tailed trend as those extracted from the empirical 
data, see Fig. 6. The real-world retweet trees appear to have 
more relatively mid-sized trees than the simulated data, 
while the reply trees closely follow real-world distributions. 
These findings help validate the Twitter model’s newsfeed 
system. Since the newsfeed prioritizes popular and newer 
content, tweets with larger responses (i.e., retweets, replies, 
and quote tweets) are more likely to be seen and, therefore, 
continue to receive more attention. Similar to the findings 
of post growth in the Reddit model, this positive feedback 
loop results in a few tweets building large retweet and reply 
trees. Meanwhile, the rest that do not gain such immediate 
attention drop lower in the newsfeeds and are replaced by 
newer and more popular content.

Fig. 6   The complementary 
cumulative distribution func-
tion, in log-log scale, for size of 
the retweet trees (left) and reply 
trees (right) that original tweets 
generated in the simulations 
(black, dashed lines) and our 
three Twitter datasets (solid 
lines). The simulation and 
empirical results are displayed 
with different axes due to the 
differences in scale between the 
number of users and tweets in 
the simulations as compared to 
real-world Twitter

Fig. 7   Diffusion of knowledge bits in terms of the percentage of users 
who become aware of the knowledge in the first 48 hours after being 
posted for the first time. The diffusion of every posted knowledge bit 
is collected across every simulation. Temporal variations due to the 
user active time network and collecting the knowledge network in 
12 hour increments are smoothed by taking a 12-hour moving aver-
age. Shading indicates the 50th , 75th , 90th , and 100th percentiles
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5.1.3 � Knowledge diffusion

A common behavior exhibited by many of the existing 
models of information diffusion over networks (Zafarani 
et al. 2014), as well as found through empirical work (Eng-
lish 2016; Yang et al. 2023), is an S-shaped information 
diffusion pattern. This occurs when information initially 
spreads slowly and then accelerates as more people share 
the information with their respective connections. Even-
tually, the diffusion slows as the network becomes satu-
rated. In addition to this phenomenon, we also know that 
while some URLs or news stories go viral, many never 
gain enough traction to spread widely (Bakshy et al. 2011). 
We expect the Twitter model to produce similar knowledge 
diffusion patterns.

To study whether this is the case, we plot the knowl-
edge diffusion of all the knowledge bits in the simulations. 
As shown in Fig. 7, most knowledge bits experience rela-
tively little diffusion, with less than 5% of users learning 
about the given knowledge bit within the first day of it 
being posted. Conversely, about 10% of the knowledge 
bits experience widespread diffusion, with more than half 
of the users becoming aware of the knowledge within the 
first 24 hours. We see that most of the knowledge bits in 
the upper 50th percentile experience significant diffusion 
within the first day of being introduced. The rest either do 
not diffuse at all or experience a delay in reaching any sig-
nificant portion of the users in the simulation. This delayed 
reach is not unexpected as a user with few followers may 
tweet about the knowledge bit first, causing the knowledge 
item to have little diffusion. Then, a while later, a popular 
user may tweet about the knowledge item, causing a rapid 
increase in the diffusion.

In terms of the S-shaped diffusion curve, we find that 
the moderately spreading content (i.e., knowledge that falls 
between the 50th and 75th percentiles) exhibits such behavior. 
While the most viral knowledge spreads rapidly to many 
users from the start, as might be expected when a popular 
user makes a tweet, the moderately spreading content has 
a somewhat slow initial diffusion and then starts to spread 
faster between 8 to 28 hours after being posted. Across all 
of the percentiles displayed in Fig. 7, we see that the period 
of rapid knowledge diffusion is followed by a leveling off of 
the percentage of users who are aware of the knowledge bit, 
consistent with S-shaped diffusion.

Compared to the knowledge diffusion produced by 
the Reddit model, the Twitter model displays faster and 
more widespread diffusion. While the top 10th percentile 
of knowledge items in the Reddit model simulations only 
reached 10-35% of users within the first 24 hours of being 
posted, the top knowledge items in the Twitter simulations 
reached 40-60% of users. Furthermore, a greater share of 

the knowledge items in the Twitter simulations had wide-
spread diffusion, with more than 25% reaching at least 20% 
users within the first day of being introduced, compared to 
less than 10% reaching the same proportion of users in the 
Reddit simulations. This faster and more widespread dif-
fusion agrees with prior work that has found that tweets of 
news stories have much shorter inter-arrival times and longer 
lifespans than Reddit posts and comments about the same 
topics (Priya et al. 2019). In combination with the virality 
and diffusion pattern results, these findings help validate that 
the knowledge diffusion process implemented by the Twitter 
model fits with the real world.

5.2 � Twitter moderation virtual experiments

We now present an example of how the Twitter model can 
simulate the impacts of different types of users and levels 
of moderation. For these simulations, we introduce two 
types of active spreaders. First are “good” agents who 
start out knowing all of the “true” knowledge items and 
have trust values of 1.0 for the true knowledge items and 
0.0 for the “misinfo” knowledge items. They create posts 
and comments whenever they are active on the platform to 
spread the “true” knowledge. Second are “bad” agents who 
start out knowing all of the “misinfo” knowledge items 
and actively spread them. Their trust values are reversed 
with full trust of the “misinfo” items and zero trust of the 
“true” items. Both types of agents have fixed trust of their 
knowledge items, specified by setting their can_receive_
trust attributes to “false”. We add 20 agents of each type 
to the simulations.

To combat the bad agents and demonstrate the model’s 
ability to simulate different levels and types of moderation, 
we vary the removal probability and ban threshold values. 
The removal probability impacts how long it takes tweets to 
be removed, and the ban threshold changes how many times 
a user’s content can be removed before they are banned from 
tweeting. The remaining moderation setting in the Twitter 
model, the moderation threshold, was kept constant at 0.5 
for this experiment. For each combination of settings, we 
performed 100 trials and measured the “normal” users’ 
awareness and trust of the “true” and “misinfo” knowledge 
bits at the end of each trial.

As expected, introducing stricter moderation in the exper-
iments resulted in less diffusion of the misinformation items 
among the “normal” users, see Fig. 8. With no moderation, 
the average percentage of users who knew a given piece of 
knowledge was about 15% for both “true” and “misinfo” 
knowledge items. This gradually decreases for the “misinfo” 
knowledge items as the probability of removal of tweets con-
taining misinformation increases. Once the removal prob-
ability reaches 1.0, which means that tweets are immediately 
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removed if they contain misinformation and have trust val-
ues greater than 0.5, only about 6% of the users are aware 
of the misinformation at the end of the trials. This makes 
sense as it is only slightly greater than the 5% of users, on 
average, who begin the experiments with awareness of a 
given knowledge item.

In addition to impacting the number of users who learn 
about the misinformation, the removal probability also 
affects the users’ trust of the misinformation, in the event 
that they become aware of it. Figure 8 shows that the aver-
age trust of the misinformation decreases as the removal 
probability increases. Since users are only active during cer-
tain timesteps, increasing the removal probability increases 
the chances of the tweets with high trust in misinformation 
being removed before the users see them. It follows then 
that users who find out about the misinformation knowledge 
items will be more likely to learn about them through tweets 
with trust values less than the moderation threshold, which 
is 0.5 for these experiments.

The ban threshold also affects the users’ trust of the 
misinformation, especially when the removal probability 
is smaller. We see that when the removal probability is 
0.2, the average trust of the misinformation is 0.54 when 
the ban threshold is 5 and 0.50 when the threshold is 1. 
When users are given more “strikes” before being banned 
from tweeting, they can make more tweets about the mis-
information. With smaller removal probabilities, these 
posts survive longer, exacerbating their negative impact 
on impressionable users. A potential consequence of this 
is that platforms may be able to compensate for weaker 
content removal policies by enforcing stricter user bans or 
suspension thresholds. The reverse also holds and may be 
a source for future studies.

6 � Cross‑platform model results

With an understanding of how the moderation mechanisms 
impact misinformation diffusion on each platform individu-
ally, we now turn to the cross-platform model results. For the 
experiments with this model, we are interested in measuring 
the cross-platform effects of moderation. We use four mod-
eration settings and three starting scenarios to conduct the 
experiments. The four moderation settings are: i) no mod-
eration, ii) moderation on Twitter only, iii) moderation on 
Reddit only, and iv) moderation on both platforms. The three 
starting scenarios are: a) no active spreaders, b) 25 good and 
25 bad agents on Reddit, and c) 25 good and 25 bad agents 
on Twitter. For each moderation and starting scenario com-
bination, we perform 75 trials with 1,000 agents for 4,032 
time steps.

6.1 � Results without multi‑platform normal users

We first conduct the experiments with disjoint sets of normal 
users for each platform. This acts as a control setting where 
the only source of cross-platform information diffusion is 
users who experience moderation on one of the platforms. 
When this happens, the platform switch probability param-
eter of the cross-platform model causes the users to gradu-
ally migrate to the alternative platform. Over time, we would 
expect these users to increase the amount of misinformation 
on the non-moderating platform, especially in cases where 
there are no good actors to counter the misinformation on 
the non-moderating platform.

The results of the cross-platform simulations demonstrate 
this pattern. In the trials where moderation is enacted on 
Reddit, the share of tweets containing “misinfo” knowledge 

Fig. 8   Plots showing the 
impact of different modera-
tion settings on the diffusion of 
knowledge items (left) and the 
trust of the knowledge items 
(right) recorded at the end of 
the simulations. In the figures, 
solid lines indicate awareness 
or trust of the “true” knowledge 
items and dashed lines represent 
“misinfo” items. The values 
are averaged across all of the 
trials for each setting with the 
standard deviation represented 
by the error bars. Increasing the 
removal probability decreased 
awareness of and trust in the 
misinformation. Meanwhile, 
increasing the ban threshold 
mostly affected only trust of the 
misinformation
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items is 55.9% when the bad actors start on Twitter and 
55.8% when the bad actors start on Reddit. This is far more 
than the 28.9% and 33.6% of tweets that contain misinforma-
tion, respectively, when moderation is implemented on Twit-
ter. The percentages of misinformation tweets in the trials 
when moderation is implemented on Reddit are also greater 
than the baseline of no moderation on either platform. The 
Reddit posts and comments followed similar trends to that 
of Twitter content.

The impact of moderation on misinformation diffu-
sion can also be measured by the users’ awareness of the 
true information and misinformation at the end of the sim-
ulations. As anticipated, we find that the combination of 
moderation on both platforms results in users being more 
aware of the true information than the misinformation, as 
shown in Fig. 9. However, we also find that the experiments 
with single-platform moderation resulted in the non-mod-
erating platform mainly having worse outcomes than when 
neither platform implemented moderation. This effect was 
particularly strong when the bad actors started on Reddit 
and faced moderation on the platform. Their ensuing migra-
tion to Twitter ultimately resulted in a global increase in the 
awareness of the misinformation compared to no moderation 
on either platform.

The knowledge diffusion patterns from the individual 
platform models provide an explanation for these results. 
From the individual platform experiments, we observed 
that knowledge items tended to diffuse more quickly and 
to a larger share of the users on Twitter than on Reddit. 
This means that moderation performed on Twitter that 
encouraged the “bad” actors to migrate to Reddit allowed 
the “true” information to spread more effectively among 
the Twitter users and resulted in the Reddit users being 
less affected by the bad actors than the Twitter users 
would have been. An important note, however, is that 
while the Reddit users were less affected by the bad actors 
migrating to the platform than the Twitter users were in 
the opposite scenario, they still experienced an increase 
in awareness of the misinformation compared to when 
moderation was not implemented on Twitter. Therefore, 
recommendations regarding moderation and its impact 
on users depend on the users we are concerned about 
protecting.

The different combinations of moderation and active 
spreaders also impacted the users’ average trust in the 
misinformation. Figure 10 shows that when the active 
spreaders started on Reddit, moderation on the platform 
increased the relative trust of the true information. Yet, 

Fig. 9   Heatmaps reflecting the 
difference between the average 
percentage of normal users on 
Reddit (left) and Twitter (right) 
who know about a random 
“true” knowledge item versus 
a random “misinfo” knowl-
edge item. The x-axis specifies 
the starting platform of the 
active spreaders and the y-axis 
indicates the moderation status 
of the platforms. Blue reflects a 
greater awareness of true infor-
mation and red shows greater 
awareness of misinformation

Fig. 10   Heatmaps displaying the 
difference between the normal 
users’ average trust of true and 
misinformation knowledge items 
on Reddit (left) and Twitter 
(right). The x-axis specifies the 
starting platform of the active 
spreaders and the y-axis indicates 
the moderation status of the plat-
forms. Blue represents a greater 
trust of true knowledge items than 
the misinformation knowledge 
items and red indicates higher 
relative trust in the misinforma-
tion than the true information
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when the active spreaders began on Twitter and experi-
enced moderation on the platform, there was an even larger 
decrease in the relative trust of the true information among 
the Reddit users. Similarly, on Twitter, there was a larger 
decrease in the relative trust of true information when the 
active spreaders started on Reddit and migrated to Twitter 
than the increase in trust that was gained when the spread-
ers started on Twitter and faced moderation. Although 
these trends relate to the trust of information, they are 
reflective of the real-world findings that users can increase 
the toxicity of alternative platforms when they migrate due 
to censorship and deplatforming (Buntain et al. 2023; Ali 
et al. 2021). In such cases, similar to the findings regarding 
the awareness of the misinformation, the relative sizes of 
the audiences on the moderating and alternative platforms 
should be considered to determine the net benefit of the 
overall system.

6.2 � Impact of adding multi‑platform normal users

In addition to simulating the impact of bad actors migrating 
across platforms, we are interested in the effects of normal 
users participating on both platforms. By being active on 
multiple platforms, the users can update their knowledge and 
beliefs based on viewing posts from either platform. To inves-
tigate this, we select 50% of the “normal” users (i.e., not active 
spreaders) to log on to both platforms. They serve as pathways 
for information and trust to spread between Twitter and Reddit. 
For these experiments, we set the users’ activity preferences 
on the platforms independently. This means it is possible to 
have users with different engagement styles on each platform, 
such as users who actively post on Reddit but only read on 
Twitter. We measure the effects of these users on the diffusion 

of knowledge and the users’ average trust values by adding 
them to the simulations where the active spreaders are present.

In general, we observe that adding the multi-platform users 
improves the users’ relative awareness of the true knowledge 
items, see Fig 11. When the active spreaders start out on 
Reddit, there is a statistically significant increase in the dif-
ference between the average share of users who know about 
a given true knowledge item versus a misinformation one, 
regardless of the moderation setting. This is especially true 
for the users of Twitter, a subset of whom can now receive 
messages from the “good actors” on Reddit and spread that 
information and trust to their peers. The only setting in which 
the active spreaders start on Reddit and the presence of the 
multi-platform users increases the relative awareness of the 
misinformation is among Reddit users when Reddit imple-
ments moderation. In this case, the fact that the “bad actors” 
can migrate to Twitter means that they can now continue to 
influence the users who are active on both platforms.

When the active spreaders start on Twitter, we similarly find 
that adding multi-platform users helps the Reddit users in the 
instances when Twitter performs moderation. Rather than the 
Reddit users being isolated and primarily influenced by the 
“bad actors” who migrate to Reddit, some can view the true 
information on Twitter and benefit from Twitter’s moderat-
ing activity, where the “good actors” are likely to experience 
more successful information diffusion. These results illustrate 
how having overlapping audiences between the platforms 
can potentially make it harder to cut off the influence of bad 
actors within a given platform while also making it possible to 
facilitate the reach of positive actors and diverse viewpoints. 
Thus, it may amplify the impact of moderation of platforms 
with greater reach and faster diffusion properties. In additional 
experiments in which we vary the level of multi-platform 
users, we find that the cross-platform trends are observed with 

Fig. 11   Plots showing the impact of adding multi-platform “normal” 
users into the simulations. The bars show the change in the average 
percentage of users who are aware of a random true knowledge item 
versus a misinformation one compared to the baseline when there 

are no multi-platform users. The left plot shows the changes when 
the active users started on Reddit and the right one shows when they 
started on Twitter. (*) indicates changes that are statistically signifi-
cant, using a Welch’s t-test and � = 0.05
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even just 20% of the users being active on both platforms. This 
further highlights the importance of studying the impacts of 
moderation in a cross-platform context, as it can significantly 
impact the outcomes of different moderation strategies.

As for the multi-platform users’ impact on trust, we 
find trends similar to their impact on knowledge diffusion. 
They tend to have a positive impact on the trust of the non-
moderating platform’s users, especially when the bad actors 
migrate from Reddit to Twitter. In that case, the presence of 
the multi-platform users results in the difference between 
the average trust of true knowledge items and “misinfo” 
items increasing by 0.15. By being able to use Reddit, they 
are exposed to the good agents’ trust of the true items and 
distrust of the misinformation. Conversely, in the same sit-
uation, the difference in average trust between true items 
and misinformation items among Reddit users decreases by 
0.05. Same as the knowledge diffusion case, they are better 
off when none of them have connections to Twitter, where 
the bad agents migrated. Interestingly, when the bad actors 
start on Reddit, and moderation is enforced only on Twitter, 
the average trust of both the Reddit users and Twitter users 
worsens by a statistically significant amount compared to 
when there were no multi-platform users. This is not the 
case when the bad actors start on Twitter, and moderation is 
implemented only on Reddit. There is no statistically signifi-
cant change in the users’ trust levels in this situation. Fur-
ther and more detailed experiments with this model could 
investigate relationships like this one, aiming to improve 
trust in true information and distrust of misinformation for 
the entire ecosystem.

7 � Limitations

By combining the independent models into a cross-plat-
form model, this work provides a tool for simulating the 
cross-platform flow of information on social media and 
the complex impacts of moderation efforts. While the indi-
vidual platform models incorporate the key structural fea-
tures of each platform, their main limitations relate to their 
abstraction of user behavior and post content. First, they 
do not model within-session behavior changes or potential 
responses to information overload. Prior work has found that 
users’ behavior can evolve over the duration of a single ses-
sion such that users prefer simpler and easier actions as ses-
sions become longer (Kooti et al. 2016). Other studies have 
indicated that when users receive information faster than 
they can process, their behavior regarding how much infor-
mation they process and the sources they prioritize receiving 
information from can change (Rodriguez et al. 2014). Fur-
thermore, information overload can reduce users’ suscep-
tibility to social contagions (Rodriguez et al. 2014). While 
the current versions of the models do not include these user 

behaviors, they provide a framework that can be modified to 
update user engagement attributes based on session length. 
The models can also be extended so that the updates to 
users’ trust values account for the level of information they 
are exposed to during each session.

The individual platform models also contain some 
abstractions and simplification of their features. Although 
the Reddit model performs moderation in a distributed and 
heterogeneous manner, it performs threshold-based modera-
tion. This simplification limits the model’s ability to reflect 
the chance that misinformation goes undetected by the mod-
erators, even when it meets their criteria for removal. Addi-
tionally, it results in the communities having their own gen-
eral standards of user behavior but without the ability to have 
multiple rules, each with different potential consequences. 
Another limitation is that the Reddit and Twitter models 
only implement subscription and network-based recom-
mendation systems to prioritize content in users’ newsfeeds. 
Over the past decade, many platforms have shifted to algo-
rithmic recommendation systems (Narayanan 2023). These 
systems learn user preferences and consider post attributes 
when ranking posts to show users. While such systems are 
not the focus of our work, the presented models allow for 
the implementation of alternative approaches to prioritizing 
content in the users' feeds through the Construct API. Con-
sequently, they could be used to study the effects of different 
newsfeed algorithms on the spread of misinformation.

Since the cross-platform model is based on the two 
individual models, it inherits the limitations of those mod-
els. Additionally, the cross-platform model makes certain 
assumptions regarding user reactions to moderation and sim-
plifies the full range of ways users could react to moderation. 
More specifically, we assume that users switch their future 
platform preferences with a fixed probability each time their 
content is removed or they are blocked from making a post. 
However, prior studies have found that user responses to 
moderation can differ based on how the moderation is per-
formed and whether explanations are provided (Jhaver et al. 
2019). Additionally, the position of the bad actors in the 
followership network could impact the effectiveness of user 
bans. If well-followed users are banned from the platform, 
it might have a greater impact on the within-platform diffu-
sion but have negative cross-platform effects as the followers 
of the banned user migrate with them to an alternate plat-
form. These behaviors are not implemented in the model or 
reflected in the simulations.

As for the experiments we performed, the knowledge 
items and trust values were randomly assigned to the users, 
excluding the good and bad actors. Consequently, our 
experiments did not reflect homophily between the users 
in the social networks. For example, on Reddit, we would 
expect to find subreddits where users share similar political 
beliefs or levels of awareness of particular knowledge items. 
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Similarly, users on Twitter tend to follow those with beliefs 
similar to their own. To study the effects of these properties 
on the spread of misinformation, future experiments could 
specify the input knowledge and knowledge trust networks 
in coordination with the subreddit membership or follower-
ship networks to connect users with similar beliefs.

8 � Conclusion

Recent moves to restrict data access on platforms such as 
Twitter and Reddit heighten the benefits of having realis-
tic agent-based models of social media environments. We 
present a cross-platform agent-based model of Twitter and 
Reddit interactions that facilitates simulations involving 
heterogeneous platforms, users, and moderation measures. 
The model incorporates two independent models of Twit-
ter and Reddit interactions. The Reddit model includes the 
platform’s key features, such as personalized news feeds, 
a community-based structure, and a decentralized mod-
eration system. Meanwhile, the Twitter model facilitates 
followership-based content diffusion with realistic tweet-
ing and newsfeed mechanisms. We show that the models 
independently produce results in alignment with real-world 
behaviors and can be customized to run specific experiments 
related to moderation and bad actors.

Although the presented experiments are limited to a few 
specific scenarios and moderation settings, we show that 
the model can replicate user migration to alternative plat-
forms in response to moderation and reflect their subsequent 
impact on the alternative community’s users. These initial 
experiments indicate that interventions taken on platforms 
that facilitate faster and more widespread diffusion may be 
more effective and have positive effects beyond the mod-
erating platform if there is sufficient overlap in the user 
bases. Meanwhile, interventions taken on platforms that are 
more segmented or slower spreading that result in the bad 
actors migrating to platforms with faster diffusion can have 
worse outcomes for the whole system. The differences in 
the simulated misinformation diffusion based on the level 
of multi-platform usage highlight the importance of study-
ing and modeling the cross-platform relationships between 
platforms when determining effective countermeasures for 
limiting the spread of misinformation.

By developing a general model that simulates cross-plat-
form information diffusion, we provide a framework that 
can be used to study the cross-platform effects of specific 
user behaviors and platform features. Ample areas for further 
investigation include varying the levels of moderation on 
the platforms and introducing users with additional behav-
iors and interests to measure their impact on misinformation 

diffusion. The presented models can also be used to simulate 
diffusion across more platforms. Due to the design of the 
individual platform models, their properties can be set to 
simulate other types of community-based and followership-
based platforms. The cross-platform model can also simulate 
users logging on to additional platforms, thus allowing for 
more complex diffusion patterns. Beyond the opportunity 
for further experimentation with the current models, future 
versions of the models will incorporate additional modera-
tion measures and more user responses to improve their rel-
evance to real-world interventions.
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