IEEE TRANSACTIONS ON NETWORK SCIENCE AND ENGINEERING, TNSE-2022-01-0207 1

Dynamic Coupling Strategy for Interdependent
Network Systems Against Cascading Failures

I-Cheng Lin, Osman Yagan, Carlee Joe-Wong

Abstract—Cascading failures are a common phenomenon in complex networked systems where failures at only a few nodes may trigger
a process of sequential failure. We applied a flow redistribution model to investigate the robustness against cascading failures in modern
systems carrying flows/loads (i.e. power grid, transportation system, etc.) that contain multiple interdependent networks. In such a
system, the coupling coefficients between networks, which determine how much flows/loads are redistributed between networks, are a
key factor determining the robustness to cascading failures. We derive recursive expressions to characterize the evolution of such a
system under dynamic network coupling. Using these expressions, we enhance the robustness of interdependent network systems by
dynamically adjusting the coupling coefficients based on current system situations, minimizing the subsequent failures. The analytical and
simulation results show a significant improvement in robustness compared to prior work, which considers only fixed coupling coefficients.
Our proposed Step-wise Optimization (SWO) method not only shows good performance against cascading failures, but also offers better
computational complexity, scalability to multiple networks, and flexibility to different attack types. We show in simulation that SWO
provides robustness against cascading failures for multiple different network topologies.

Index Terms—Interdependent Networks, Cascading Failure.

1 INTRODUCTION

Large-scale networked systems, such as the Internet of
Things (IoT), the urban transportation network, the smart
power grid and other national infrastructures, have become
an integral part of our daily lives. It has been observed [1],
[2] that these large-scale networks do not work in isolation,
but instead are highly interdependent with each other. For
example, urban transportation systems consist of general
road networks, bus systems, subway systems, train / high
speed rail and other railway systems and bike sharing
systems. These networks are interdependent in the sense
that passengers may switch between them.

Much research on the robustness of such network sys-
tems focuses on the phenomenon called cascading failures.
Cascading failures are a common phenomenon in complex
networked systems where the failure of a small number of
nodes may trigger a process of sequential failure, eventually
making the whole system break down. The blackout in Italy
on September 28, 2003 [3] is an example of this process
where the failure of a few power lines eventually caused a
serious, nation-wide power outage. Such cascading failure
processes can also take down other network systems like
railway networks, communication networks etc. [3]. In this
work, we focus on load-carrying, interdependent networks
that can offload to each other.

Existing works use different models to study the dy-
namics of this process. Research on network robustness
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against cascading failures considered a single network case
[41, [5], [6]1, [71, [8], [9], [10], [11] with different models that
could be applied to different kind of networks. We focus in
this work on networks that carry resource flows, such as
electric grids or transportation networks. Prior models of
these networks [9], [10] can be optimized against cascading
failures. However, as stated above, most modern systems
exhibit interdependencies with each other, which prior works
for load-carrying networks have not fully considered. The
robustness of interdependent network systems were studied
in [3], [12], [13], [14], [151, [1e], [17], [18], [19], [20] with
different models of networks [21], [22] used to investigate
different real-world network systems [23], [24]. Past research
on percolation-based models [3], [12], [25], [26] shows
that interdependent networks could be more vulnerable to
cascading failures than an isolated network [27]. A node in
such model is assumed to be functioning if it belongs to the
giant component (i.e., connected to the rest of the nodes) and
failed otherwise. Such a model can capture the operation of
systems like communication networks which focus on the
connectivity between nodes. However, the percolation model
cannot capture the characteristics of load-bearing systems
such as the power grid or transportation systems. In such
systems, the failing of a node in the network may result
in a redistribution of the load or flow it carried to other
functioning nodes. The extra load being redistributed may
cause further failure in the nodes that receive load that ex-
ceeds their capacity. One special case is that of infrastructure
networks [28], [29] and the cyber-physical systems based
on physical infrastructures [30], where the cyber-network
represents the communication network, and the physical-
network representing the real-world, flow-carrying network.
The cyber-network can be modeled with a percolation-based
model, while nodes in the physical-network function only
if the flow they carry is below their capacities. In this
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work, we instead focus on interdependent networks with
homogeneous flow/load, where the flow/load could be
transferred between the networks.

We focus on systems where different networks in the
system carry the same type of load/flow (e.g., passenger
flow in different transportation networks or power load
in different layers of the power grid). To capture the char-
acteristics of systems carrying flows or load, a flow/load
redistribution model is applied to investigate the robustness
of such interdependent systems. The coupling coefficients
between networks have been shown to be a key factor
determining the robustness of such systems [31]. Based on
the choice of coupling coefficient between networks, the
robustness of the system could be maximized at a non-
trivial coupling coefficient in general. Therefore, the inter-
dependence between networks could lead to an improved
robustness with a proper choice of coupling coefficient.

While prior works have shown the importance of choos-
ing the right coupling coefficients, they have not fully inves-
tigated how to do so. We solve this problem and further pro-
pose the first (to the best of our knowledge) dynamic strategy
to determine the right coupling coefficients in each step of
the cascading failure process. We study the case with random
initial failure and use the flow/load redistribution model,
which has been widely used to study the cascading failure
process in several kinds of systems [9], [31]. Prior works
have studied fixed coupling coefficients [31]. For a multiple
network system, however, dynamically adjusting coupling
coefficients between networks helps improve the system'’s
robustness against the cascading failure phenomenon. For
example in transportation network, with the integration of
the modern intelligent transportation system, if the network
is impacted by certain disaster, we could guide the extra
traffic flow to other interdependent networks. That is, if a
metro line’s service is reduced, passengers can be redirected
to buses and taxis. At every stage of the failure process, we
could determine the amount of the customers to be guided to-
wards using different transportation system. A key challenge
is then to determine the coupling coefficients (i.e., the fraction
of users to be guided between different networks) that will
increase robustness to cascading failures. Adding to this
challenge, the optimal coefficients may change significantly
during the cascading failure process. For example, if the
initial failure occurred in the subway system, we may want
to guide more passengers to use other systems to prevent the
sudden congestion of the subway network. After the ratio
of passengers using different networks changes, we may
want to reach a new equilibrium state to avoid overflowing
traffic flow to other networks, making the utilization of the
subway system become too low. Thus, dynamically adjusting
the setting of coupling coefficients based on current system
situation becomes another key challenge.

We summarize the above discussion into two critical prob-
lems to solve. First, how do we characterize the system (i.e., the
average capacity remaining, total extra flows) under the case
with dynamic coupling coefficients between networks at each
time step? To do so, we should predict not just whether the
system will ultimately survive or not, but also its final system
status (e.g., the fraction of surviving nodes and free space left
to accommodate more failures). Making such a prediction
is difficult since in each step, dynamically adjusting the

coupling coefficients may cause the system status varies a
lot in the following steps. Second, is there any strategy to
determine the coupling coefficients at each time to guarantee a
better robustness of the system against cascading failure?
As stated above, during the cascading failure process, the
choice of coupling coefficients may significantly impact the
subsequent system dynamics, and characterizing this future
impact is nontrivial. For instance, if the initial failure starts
from the system with much higher capacity like subway
system, guiding more passengers to use other lower capacity
systems like taxis may slow down the propagation of failure
in the subway system, but potentially causes the whole
taxi network to be congested. The passengers using taxis
may need to use the subway system, causing more pressure
on the subway system than before. Moreover, if there are
constraints on the coupling coefficients, determining the
optimal coupling coefficients becomes still more challenges.
Take the transportation system as an example: we may not be
able to guide all excess passengers currently using subway
system to switch to another system, due to the physical
constraints between different transportation systems.
Our contributions in this work are the following;:

o We characterize the final system size of a system
with multiple interdependent networks under time-
varying coupling coefficients. We are interested in
the final system size instead of other metrics like
the overall free space of the surviving nodes since it
directly indicates the portion that the system is still
functioning. For example, in an urban transportation
system, we would care about how many areas of
the city aren’t being congested but not how much
extra traffic the system could accommodates after the
cascading failure.

o We create a framework to dynamically adjust the coupling
coefficients between networks based on the expected
system state at each time, minimizing the subsequent
extra load. Our strategy aims to further optimize
the robustness of interdependent network systems.
Compared to searching for the optimal fixed coupling
coefficients, our algorithm solves an optimization
problem at each time step, which takes much less
time as the optimal fixed coupling coefficients could
only be found by brute force search in recent works
[51].

e We empirically show that our dynamic strategy have
the same performance compare to optimal fixed coupling
coefficients strategy and, unlike a fixed strategy, can au-
tomatically adapt to handle different kinds of attacks.
Our proposed dynamic strategy further outperforms
other dynamic heuristics.

o We provide additional simulations showing that our
proposed strateqy continues to perform well when the
network is not fully-connected. Although our theoretical
analysis assumes fully connected networks, these
simulations provide more insight in our strategy’s
performance on more realistic network topologies,
such as transportation networks (where the network
topology may be based on geographical locations)
or power networks (where stations/transmission
lines near the generator or the customers may have
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different node degrees). According to other previous
works [30], not all kinds of the networks having the
same capacity and initial load could have the same
robustness. We analyze how our proposed method
as well as the fixed coupling coefficients strategy
perform under different network topologies.

The rest of the paper is organized as follows. We describe
the details of the system model in Section 2 and define the
parameters that will been used throughout the whole paper.
Inspired by the work [31], we present the mathematical
analysis of such an interdependent system in Section 3. In
addition, we give a clear definition and reasoning of our
dynamic coupling strategy while providing the detailed
analysis of the special case with uniform free space dis-
tribution to better illustrate how our strategy works. In
Section 4, we provide the numerical and simulation results.
We apply our strategy to both identical networks and non-
identical networks settings and compare with other strategies
including the fixed coupling coefficient strategy. We have
a discussion in Section 5 and then conclude our work in
Section 6.

2 MoODEL DESCRIPTION
2.1 Network Model

The interdependent network system consists of multiple
networks. Let A/ denote the set of networks in the system,
where |N| = N. Each network X € N is a set of nodes and
edges between nodes. There are Ny nodes. We follow the
widely used [Y], [32], [33], [34] fiber-bundle model, which
has been used to investigate the breakdown of a wide class
of systems [10], [31], [35], [36]. We assume that each node
inside the same network is fully-connected, i.e., when a node
fails, its load will be equally redistributed to all other nodes
in the network. We relax this assumption in the last part of
Section 4’s simulations. We assume each node carries a given
amount of load, for example representing a transmission line
in a power network or a road segment in a transportation
network. The i-th node in network X’ has three different
characteristics, which are load L x;, free space Sx; and capacity
Cy;. The load indicates the current load that the node has
(i.e., the power load carried by a transmission line or a traffic
load passed through a road segment), and the capacity of a
node indicates the maximum load it could accommodate (i.e.
the maximum power that a transmission line could carry or
the maximum traffic that a road segment could handle). The
free space indicates the space to accommodate extra loads,
which is the difference between the capacity and current
load. Thus, the three characteristics have the relation that
Cxi=Ly;+Sy;Vie X, X eWN.

2.2

For each network X € N, the initial load and initial free
space of the nodes in the network follow certain given
probability distributions f;, _x and fs x. The initial load and
initial free space are non-negative, that is:

L)(iZO,SXiZQVZ'EX,XGN @)

Initial Conditions

Also, the initial load and initial free space are not correlated,
following past works [31], and their distributions for different
networks need not be the same.

Initially, each network receives a random initial attack.
This captures the failure of nodes in the network like the
failure of transmission lines in a power network or failure
/ congestion of road segments in a transportation network
caused by either a natural or man-made disaster. The attack
size of network X € N is denoted as px where px € [0,1],
which means that initially py fraction of nodes in network
X fail. These failures initiate the cascading failure process,
as the initial loads of the nodes being attacked will now be
redistributed to other nodes within the system. Nodes that
are not attacked initially will not be directly harmed, i.e.,
they will not fail unless they receive more load than they
could handle during the cascading process, as we explain in
the next section. We list the initial parameters defining the
system in Table 1.

List of initial parameters

Notation | Definition

DA, DB Initial fraction of failure (or failure prob-
ability) of network A and B.

N4, Np | Initial number of nodes of network A
and B.

L, Lg | Mean of initial load in network A and B.

Sa,SB Free space of network A and B, each
follow certain probability distribution.

TABLE 1: Initial Parameters of the System

2.3 Cascading Failure Process and the Load Redistri-
bution Policy

The cascading failure process of the network system we
described above is triggered by an initial attack. The attack
causes the nodes to fail and once a node fails, its load
will be redistributed to other nodes. For example, once a
transmission line in a power system fails, to keep the whole
system operating, the original power load carried by the
failed line will be redistributed to other transmission lines.
Nodes may also receive loads from failed nodes in other
networks, the amount of which is determined by our chosen
coupling coefficients, which we will explain in detail later.
If the extra load received by a surviving node exceeds its
current free space, the node will fail. In other words, for the
i-th node in network X’ to fail at time step ¢, (i) the total load
it carries before receiving the extra load Ly, (¢ — 1) should
be less than its capacity C,, i.e., Ly, (t — 1) < Cy, and (ii)
the load it carries after receiving the extra load redistributed
at time ¢ should exceed its capacity, i.e., Ly, (t) > Cy,. If the
node fails at time ¢, its load will be redistributed to other
neighboring surviving nodes as well as the nodes in other
interdependent networks at the next time step ¢t + 1. This
process continues, causing a cascade of failures. Furthermore,
this process could not be reversed. That is, once a node failed,
it could not be recovered. The cascading failure process
will eventually be halted after meeting one of two different
stopping conditions:

e Surviving Case: At a certain step, the remaining
nodes absorb the extra load and do not cause any
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more failures, stopping the cascading failure process.
In this situation, a certain portion of nodes remain
alive, which we call the “surviving portion”.

o Breakdown Case: After some number of steps, there
is no node which has survived in the system. The
extra load has nowhere to be redistributed, and the
whole system breaks down.

The relation between the initial attack size and the final
system size is not a smooth curve. In fact, when the initial
attack size exceeds a certain threshold, the final size of the
whole system would have a transition between two phases.
Referring to Figure 6 and Figure 5, we can see all curves have
a sudden drop when we try to increase the initial attack size,
separating the two phases. In a single network system, there
would only be one transition, which is the transition between
the first and the second situation listed above. This transition
is being proved in [31] for fixed coupling coefficients cases.
We define the critical attack size as our metric for the network
robustness, which specifies the minimal initial attack size
that could cause the whole system to break down in the end.
That is, for any initial attack size greater than the critical
attack size, the system could not survive.

Load Redistribution Policy. In a system with multiple in-
terdependent networks, the extra load could be redistributed
in the same network or redistributed to other networks. The
load being redistributed inside the network captures the
nature of the load being shared internally. Many network
systems in the real world, such as the power grid [18]
or transportation networks, shed their extra load to other
interdependent networks. Our model’s redistribution of
loads to other networks captures this phenomenon. For a
n-network system, we define the coupling matrix at time ¢
as M(t) with size n x n, where the element m; ;(¢) at the
i-th row, j-th column of the matrix is the fraction of the
extra load to be redistributed from network ¢ to network j.
In other words, this specifies the coupling coefficient from
the i-th network to the j-th network. The diagonal elements
of the matrix indicate the portion of the extra load of each
network to be redistributed inside itself. Since the extra load
will not disappear, the sum of the portion of the extra load
to be redistributed in every network should be 1. That is:

Y mig(t)=1vj €N, 1<j<n )
=1

We define the sum of the total extra load in network i, at
time ¢ to be redistributed as F;(t). Then the extra load from
the i-th network to be redistributed in the current network
will be Fj(t) - m;,;(t), and the extra load to be redistributed
to the k-th network where k € N, 1 < k < n, k # iis
Fi (t) . mLk(t).

Thus, if we define the total extra load to be redistributed
from the i-th network at time ¢ where 1 < i < n to be F;(t),
then Ry (t), the total extra load the k-th network received at
time ¢, is:

Ri(t) = iFi(t) mip()VEkEN, 1<k<n (3

i=1

In this work, we use the equal redistribution model.
Though simple, it captures the nature of failure propagation
in physical systems and lets us focus on the phenomenon
of interdependence between networks. Under the equal
redistribution model, if the number of surviving nodes in the
i-th network at time ¢ is N;(t), then AL;(t), the extra load
received by a single node in the i-th network at time ¢ will
be:

R;(t)
N;(t)

Thus, for a single node j in the i-th network, the load
update will be:

ALi(t) =

(4)

Ri(t)
Ni(t)
At time ¢, the condition for node j to fail will be: L; ;(¢) >

C; j, which is the mathematical expression representing the
total load on node j exceed its capacity.

L;j(t)=1L;;(t—1)+

©)

2.4 The Dynamic Coupling Coefficient Strategy

The coupling coefficients that specify the portion of extra flow
to be redistributed across different networks significantly
affect the robustness of our system, which we quantify with
the critical attack size. A fixed coupling coefficients strategy
with flow-redistribution based model of interdependent
system was studied in past works [31]. It shows that under
the same system settings, varying the coupling coefficients
can change the critical attack size (which specifies the
minimum initial attack that starts to make the system fail)
and the critical attack size could vary by more than 50% with
different coupling coefficients. By adjusting the coupling
coefficients, we could improve the robustness of the system.

However, such a fixed coupling coefficients strategy can
still be improved. During the cascading failure process, if
the coupling coefficients are fixed, and the initial conditions
of the networks are determined (i.e., load distribution, free
space distribution), and we also fix the redistribution strategy,
then the fate of the system is determined by the initial attack.
However, the network conditions, including the fraction
of the number of surviving nodes and the distribution of
free space and load, when the cascading failure begins may
be very different from its condition after a few steps of
failures. For example, initially the network with more failed
nodes may seem to be more vulnerable. After a few time
steps, however, if we transfer more of this network’s load
to the other network, the other network may now be more
vulnerable, i.e., it may have fewer surviving nodes and less
free space compared to the one that experienced more initial
failures. The optimal coupling coefficients at different times
may thus be different. If network A is more vulnerable than
the other ones, the optimal coupling coefficients might tend
to redistribute A’s extra load to other networks to generate
less extra load in the following steps. After a few steps, if
network A received less extra load in the previous steps, there
might be some other network, say network B, that is more
vulnerable compared to network A. Thus, we might want
to adjust the coupling coefficients to add more extra load to
network A instead of network B. Another example is: Initially
in a two network system, both networks have the same load
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distribution and network A has double the number of nodes
compared to network B. To balance the flow/load in these
two networks, the best coupling coefficients might result in
around 67% of extra load being redistributed in network
A and 33% of extra load being redistributed in network B.
However, due to different free space distributions in the
two networks, after a few steps, the number of surviving
nodes may be similar in both networks. In this condition, the
best coupling coefficients may result in the extra loads being
equally redistributed in both networks from the viewpoint
of system size. The robustness of the whole system could
then be improved from the dynamic strategy to determine
the coupling coefficients.

Furthermore, for the fixed coupling coefficients strategy,
there is no existing results suggesting a method to find
the optimal settings of the coupling coefficients. A brute
force search is used in [31] over all possible combinations
of the coupling parameters, which may require much com-
putation power. When the number of networks increases,
determining the optimal coupling parameters might become
too complicated since we may need to search for all possible
combinations of coupling coefficients. Constructing a strategy
to dynamically adjust the coupling coefficients may not only
make the system more robust, but also allows us to more
efficiently determine the coupling coefficients. We can set up
a framework to determine the optimal coupling coefficients
in a step-wise manner according to the recent system status
without tracking the past status of each node in the system.
Which means, during the cascading failure process, we could
determine the optimal coupling coefficients to minimize the
following extra load based on the system status and the
average extra load it received in the previous time steps.

2.5 Two-Network Systems

In this work, we will focus our discussion on two-network
systems following [30], [31], since it easily illustrates the
idea of inter-dependencies of the networks. By dividing the
extra load to be redistributed from each network to all n
networks with their corresponding coupling coefficients, we
could simply extend the results to multiple networks. We
will discuss this in the later section 5 In addition, for the
dynamic strategy we proposed (discussed in detail in the
next section), the difference between the 2 networks case
and multiple networks case will be the number of coupling
coefficients we need to solve.

Consider a system with two networks, A and B. That is,
N = {A, B}, initially each network has N4 and Np number
of nodes respectively and both networks are fully-connected.
The size of the coupling matrix is now reduced to 2 x 2.
For convenience, we define «a(t) and §(t) to be the portion
of the extra load being redistributed internally for network
A and network B at time ¢ respectively, which we also call
the "in-net" portion for network A and network B. Thus,
the portion of load being redistributed externally to another
network at time ¢ will be 1—a(t) and 1— 3(¢) respectively, we
also called this as "out-net" portion, which are the coupling
coefficients from network A to network B and from network
B to network A. The initial failure probability (or fraction
of nodes that initially fail) will be denoted as p4 and pg for
network A and network B respectively. Figure 1 illustrates
the structure of this two-network system.

Network A

ﬁ

Network B ‘

Fig. 1: Illustration of the structure of the two networks
system.

For a 2-network system, the parameters related to initial
conditions are defined in Table 1. We also define various
time-dependent system parameters, which can be used to
specify the status of the system. These parameters are listed
in Table 2 for network A. The corresponding parameters of
network B have a “B” instead of “A” subscript. This notation
will also be used for mathematical analysis and numerical
evaluations in the following sections of this work.

List of parameters of the system at time ¢ for network A

Notation | Definition

t Time step of the system. Initially ¢ = 0,
after each iteration, the time proceed by
1 time step.

a(t), B(t)] The in-net ratio at time ¢ for network A
and B respectively.

Ny Number of surviving nodes at time ¢ in
network A.

fat Fraction of failed nodes up to time ¢ in
network A.

Fa: Total extra load from network A at time
t.

QA Cumulative average extra load dis-
tributed at a single node in network A
up to time ¢.

AQ Average extra load distributed at a single
node in network A at time ¢.

TABLE 2: System Parameters at time ¢

3 MATHEMATICAL ANALYSIS

Network systems like the transportation network in a greater
metropolitan area of Tokyo or New York may consists of
thousands or even millions of nodes. Tracking the dynamic
variables of each node (i.e., its free space, load, and capacity)
then might not be feasible in practical application and
mathematical analysis. Thus, in this section, we provide
a mean-field analysis of cascading failures in a two-network
system, which reduces the number of required variables by
characterizing the dynamics of the system in terms of average
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states and distributions across all nodes. With a large number
of nodes, the mean-field analysis can specify the system
status by tracking the surviving portion and average extra
load of each network. The analysis was inspired by [31],
which we nontrivially extend to time-varying coupling coef-
ficients. These present a novel challenge since the coupling
coefficients change with each time step, altering the cascading
failure process followed by the load redistribution at the most
recent time step. This means we could not only use a simple
constant portion to represent the interdependencies between
networks. To iteratively derive the final status of the system,
we cannot eliminate the terms in the middle of cascading
failure process which was done in [31] with fixed coupling
coefficients, since the coupling coefficients now depend on
time ¢ and are not the same for each time step. In addition,
the strategy we proposed (which will be described in details
later), require searching for optimal coupling coefficients at
each time step and we need an efficient way to do so. Starting
with the initiation of the cascading failure process, we
provide a strategy for initializing and selecting the coupling
coefficients at each time step. With the mathematical analysis
in this section, we could calculate the final system size and
dynamically optimize the coupling coefficients in a step-wise
manner, solving the two critical challenges identified in the
introduction.

3.1

The cascading process starts from an initial attack, when a
certain portion of the nodes in the network are attacked and
fail. The load carried by these nodes is then spread to the
other parts of the system, potentially causing other nodes
to fail sequentially as described in Section 2.3. Following
the notation listed in Table 1, the following Definition 3.1
characterizes the initial condition of the network right after
the initial attack happened.

Initialization of Cascading Failure

Definition 3.1 (Initial Conditions). Consider the system after
the initial attack occurred in networks A and B, where the
portions of nodes being attacked in each network are denoted
by pa and pp respectively. For X € {A, B}, the status of the
system, including the failing portion fx o, number of nodes
Nx o, total extra load Fly o and average extra load being
redistributed per node ) x ¢ can be written as:

fao =pa

fBo =PB

Nao = (1— fa0)Na

Npo = (1- fpo)NB

Fao = Na- fao-E[L4] ©
Fpo = Na- fpo-E[Lp]

Qa0 = AQuag = *OTp (A Tee)

Qo =AQpo = 5(0)-1?50—7(;07)'014\([(;)-FA0)

Here «(0) and 5(0) denote the in-net redistribution portion
at time ¢t = 0.

The initial failed portion fxq is simply equal to the initial
attack in network X, since the cascading failure process
has not started yet. Thus, the number of nodes surviving
in each network X’ simply equals the product of the initial

number of nodes N and the surviving portion, which equals
1 — fxo- The total extra load to be redistributed from each
network will be the sum of all loads of the failed nodes. Since
the initial failure is fully random, in the mean-field sense,
the total extra load to be redistributed could be derived
by multiplying the expectation of the initial load and the
expected number of failed nodes. The total extra load to be
redistributed in a network will be the sum of loads from the
same network and the load from the other network. Here
a(0) and B(0) determines the portion to be redistributed
inside the same network and the portion to be redistributed
to the other network. The average load to be redistributed
per node, () xo, in both networks will be the total extra load
to be redistributed in each network X" divided by the number
of surviving nodes in each network.

After the initial failure occurs, the cascading failure
process is triggered if at least one of the two networks’
average extra loads exceeds the free space of at least one
node in the network. In such a case, at least one node will
fail after the extra load from the initial failure is redistributed
over the system.

If we denote the minimum free space among all nodes of
network A and network B to be S4¢ and Spg respectively,
utilizing the () 40 and () po from Definition 3.1 we can divide
the initialization of the cascading failure process into three
different cases:

e Casel: Qa0 < S40 and Qpo < Spo. No cascading
failure (CF) happens. The remaining part of the
system stays intact.

o Case2: Either Q 49 < Sag or Qg < Spg but not both.
Only one network starts the cascading failure process.

o Case3: Qa0 > S40 and Qo > Spo. Both networks
start the cascading failure process.

Once the cascading failure process starts, unless the
internal redistribution ratio is set to 0, we could not stop
the cascading failure process before it eventually reaches the
equilibrium. In other words, case 1 will ends up without any
cascading failure unless it received another attack. Once the
cascading failure starts (case 2 or case 3), we could not stop
the cascading failure before it reaches equilibrium, except in
case 2, if the network where the cascading failure process is
not triggered can absorb all the extra load being redistributed
following the initial failure.

Depending on the initial system parameters, we may
be able to determine the initial values of «(0) and 3(0) to
maximize the initial attack portion under which the system
stays in case 1. In order to maximize the initial attack size.
However, if the initial attack size is too large, the condition of
case 1 can never be satisfied, and the optimal choice of «(0)
and /5(0) will still remain unsolved, thus we will discuss this
case in the following sections.

3.2 Recursive Equations for Cascading Failure

The status of each network will be based on the previous
time step. Starting from step 1, the parameters in Definition
3.1 can be derived from Equations 7 to 12 (explained below)
and Theorem 3.1 recursively. For time ¢ = 1, the surviving
portion will be the remaining portion after the initial attack
times the probability that the free space of a node is greater
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than the average extra load after the initial attack. That is,
the surviving portion Sur 41 and Surp; for network A and
network B at time ¢ = 1 will be:
Surar = (1 =pa)- P[Sa > Qo] @
Surpg1 = (1 —pg) - P[Se > QBo]

Thus, the failed fractions of nodes f4; and fp; for net-
work A and network B are simply one minus the surviving
portion, that is:

{fm =1—Surar =1—(1—pa)-P[Sa > Qao ®)

f1=1-=S8urpr =1—(1—-pg)- - P[Sp > Qpol-

The number of surviving nodes at time step 1 is then
simply the surviving portion times the number of initial
nodes, that is:

Nay = Surai-Na=(1—pa) Na-P[Sa = Qao]
Npi1 = Surpy - N =(1—pp)-Np-P[Sp > Qpol.
©)
The expected total extra load to be redistributed at ¢ = 1
for both networks is the product of the number of failing
nodes at the current time step and the expected load carried
by a single node. That is:

Far = fa1-Na-E[La+ Qa0
=(1—-(1=pa) P[Sa>Quo])  Na-P[Sa> Qa0
Fp1 = fp1-Np-E[Lp + Qpo]

For network A, we have:

fat =1—-(1—pa)-P[Sa>Qau-1)]
Nag =1 — far)Na
Far = Na-(far— fae—1)) E[La+ Qap-1)]
=Na-(1-pa)
‘PlQap—2) < Sa < Qap-1)) - E[La+ Qap—1)]
0 = 2hdisgp,
Qar =Qap-1) +AQa:

(13)
For network B, we have:

IBt =1—-(1—-pp)-P[Sp > Qpu-1)
Np:  =(1-fBt)NB
Fp; = Np-(fBt — fB(t-1)) - E[LB + QB(t-1)]
= Np-(1—-ps)
‘PlQp(t—2) < S < Qp—1)] -E[Lp + Qp1—1)]
AQp = HOTptloal) a)
QBt = QB-1) + AQBt

(14)

The status of the system at time ¢ can thus be derived

iteratively following the recursive equations, starting from
time step ¢t = 0.

The proof of Theorem 3.1 follows the same outline as
the derivation of the network status at time step ¢ = 1 in
Equations (7) to (12). The failing portion at time ¢ can be
directly found from the total size of the network, less the
surviving portion of the network. The number of surviving
nodes is simply the product of surviving portion and the
initial number of nodes. The total extra load is derived from
the expected load a single node at ¢ — 1 have multiplied by

= (1= (1 —pp)-PlSs > @pi]) - Np - P[Sp > @] the expected number of nodes being failed at previous time

(10)

Finally, the average extra load for network A and network
B at ¢ = 1 will be the sum of internal extra load and extra
load from the other network, divided by the number of
surviving nodes in the network. We already have the total
extra loads and the number of surviving nodes, thus we can
write the average extra load per node at time ¢ = 1 as:

AQa1 = a(l)'FA1+]\(]Z:B(1))'FB1 .
AQp: = B(l)‘FBlﬂ-]\(]L—la(l))»FAl (11)

The cumulative average extra load per node can be
derived by simply adding the average extra load at the
current time ¢ = 1 and the average extra load per node at
previous time step ¢ = 0:

(12)

Qa1 = AQa1 + Qa0
Qp1=AQB1+Qpo

Following the same manner, starting from time step ¢ > 2,
we have the following Theorem 3.1 specifying the recursive
equations for the system.

Theorem 3.1 (Recursive Equations for the System). For time
step t > 2, the status of the system can be written as the
following recursive equations.

step. Then the (cumulative) average extra load is simply the
total load received by the network, divided by the number
of surviving nodes in the network.

From the above recursive equations, we can calculate the
parameters step by step and eventually get the final state of
the system after the cascading failure process. The cascading
failure process only stops when the system size (i.e. number
of nodes) does not change, i.e., when:

{NAt = Na@g-1) —0 (15)
Npt — Npg-1y — 0

As stated in Section 2.3, there are two stopping conditions
for the cascading failure process. Either the whole system
breaks down (i.e., no node in the system survives), or an
equilibrium subset of nodes will survive.

3.3 Dynamic Coupling Coefficient Strategies: Step-
wise Optimization (SWO)

The recursive equations for the network conditions in
Theorem 3.1 allow us to evaluate the system numerically.
However, our goal is to find the optimal coupling coefficients
in each time step. The choice of the optimal coupling
coefficients (1 — a(t) and 1 — §(¢)), and thus the ratio being
redistributed inside the same network (this is the in-net ratio
(a(t) and S5(t)), at each time step requires further analysis. We
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now provide the intuitive reasoning by which we determine
the optimal values of «(t) and 5(t) at each time step ¢, which
we formalize in Definition ??. The choices of a(t) and B(t)
for the current time step ¢ directly influence the portion of
the extra load added to both networks. This extra load will
determine the average extra load redistributed to each node
in both networks at the next time step. The amounts of extra
load at the current time step redistributed to other nodes will
determine the number of nodes, and more specifically which
nodes, will fail in both networks during the next time step. In
other words, the coupling coefficients determine how much
extra load must be absorbed by each network. According
to the current system status (Theorem 3.1), this determines
which nodes are failed, and then the total extra load to be
redistributed at the next time step is also determined. The
direct consequence of the choice of coupling coefficients is
then the number of nodes that fail in the next time step and
the total extra load to be redistributed at the next time step.

If the system ultimately breaks down, then the cascading
failure will stop when all nodes have failed. Equivalently,
all of the nodes fail when the cumulative extra load from
each time step exceeds nodes’ total available free space. The
"limited" resource of the system are the number of nodes
and the total free space. To avoid the whole system breaking
down, we would thus want the amount of extra load and the
number of failed nodes in each time step to be as small as
possible.

The above intuition suggests that our choice of coupling
coefficients should minimize either the number of nodes
that will fail at the next time step, or the total extra load
to be redistributed. Either of these will make stopping the
cascading failure more likely. If we only consider the number
of nodes that fail, however, then we ignore differences in
the load that every node carries and the free space that
every node can provide. Failing a node with more free space
or less load is different from failing a node with less free
space or more load. The first case indicates that the system
loses more capability to accommodate future extra load and
poses less immediate pressure to the system compared to
failing nodes with less free space. Simply considering the
number of surviving nodes does not discriminate between
these scenarios. A strategy that minimizes the number of
nodes failing at the next time step only works well when we
consider the special case that both networks in the system
are identical, that is, having the same initial load and free
space distribution for all networks. In later section 3.4 the
introduced method size-based dynamic is one of the special
case of minimizing number of failing node under uniform
free space distribution which we use to compare with our
proposed method. However, for a more general case, the
load/free space viewpoint will likely perform better.

To take the load and free space into consideration, our
step-wise strategy will aim to minimize the total extra load
to be redistributed at the next time step. From our recursive
equations in Theorem 3.1, in the mean field analysis the
total extra load at the next time step can be written as the
product of a node’s expected load and the number of nodes
that will fail at the next time step. We thus aim to minimize
the sum of this quantity for both networks in the system.
The constraints of the optimization problem are that the
coupling coefficients should be feasible. For systems without

any further constraints, the coupling coefficient should be
between 0 and 1. Thus, our optimization problem can be
written in the following Definition 3.2:

Definition 3.2 (The Step-wise Optimization Problem). In
each step of the cascading failure process, greedily minimize
the expected extra load in the next time step by adjusting
the coupling coefficients at the current time step. We can
formulate the optimization problem at each time step as:

miél Z E[Li + Qi(t+1)] ANi(i11) (16)
*7 \i=a,B
subject to:
< <
0<p(t) <1

Some real systems may have more constraints, for exam-
ple, in a transportation system, a coupling coefficient of 1
from the subway network to the bus network means that we
need to get all passengers to switch from subway to buses,
which is unrealistic. Depending on the design of different
system, the upper-bound of the coupling coefficients may be
some value less than 1. We can simply modify the constraints
in Definition 3.2 to adapt to these kinds of system.

All the quantities in Definition 3.2 only depend on the
initial settings of the networks and the status of the most
recent time steps of the network.

The expectation of the load on a single node can be
written as:

{E [La+Qa@t1)] =E[La+Qar+AQua(t41)] (18)

E[Lg+Qpu+1)y =E[Lp+Qpt+AQp+1)]

Here L4 and Lp depend on the initial settings of the
system, and Q) 4+ and @ p; are the cumulative average extra
load on a single node up to current time step. AQ 4(;4+1) and
AQpB(t+1) depends on the coupling coefficients (t) and 3(t)
which can be written as:

(19)

AQA (t41) = ( (t)QAtNAt+(1 B(t)Qs:Npt)
AQB(H—I) (ﬁ(t)QBfNBer(l " a(t)QatNay)

Np:¢
On the other hand, AN,(;41) and ANp(;41) are the
number of nodes failing at the next time step, which can
be written as:

AN 41y = (1 =pa) - Na- PlQag—1) < Sa < Quay)
ANgu+1) = (1 —=pB) - Np - P[Qp—1) < S < Qpi]
(20)
Analytically, these equations depend on the free space
distribution S4 and Sp of the networks. Practically, if we
know the distribution of the free space, we can also use it to
estimate the number of nodes failing at next time step.

3.4 Special Case: Identical Uniform Distribution

In order to illustrate how our step-wise optimization strategy
works, we use the special case of identical networks with
uniform free space distribution. This case gives a simple
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closed form of the global optimal point at each time step,
since the number of surviving nodes could be directly related
to the average extra load which we used in the mean-field
analysis. We set the initial load on every node in both
network A and network B to be L, and the free space of
both networks follow the same uniform distribution, which
is:

{SA ~ U(Sp, So +d) 1)

Sp ~ U(So,So + d)

As stated above, the mathematical property of uniform
distribution simplifies the objective function of the step-
wise optimization problem. This is because the fraction
of nodes that survive is directly related to fraction of the
range between the minimum free space distribution, the
cumulative average extra load Qe+ — S, and the range d of the
uniform distribution. Following the optimization problem
defined in the previous section in Definition 3.2, we have the
optimization problem for this special case as the following
Definition 3.3:

Definition 3.3 (The Step-wise Optimization Problem for Iden-
tical Networks with Uniform Distribution). The optimization
problem at each time step with two identical networks with
uniform distribution can be written as:

(Na(1—pa)-0alda+ (L—Qau-1))]+
Np(1—pg)-dp [0+ (L — Qpe-1)])

MiNg(1),6(t)

Subject to:
< 1
0 <alt) )
0<B(t)<1
Where:
Sa— a(t)(L+Qa(—1))AQac-1)
A= d(So+d—Qat)
+(kﬁ(t))(uczm_l))AQB<,,_1>(1pr>NB
(1—pa)dNA(So+d—Qat) (23)

B(t)(L+QB(t—1))AQB(t—1)
d(So+d—QBt)
(1_a(t))(L+QA(t—1))AQA(t—l)(l_pA)NA
+ d(So+d—Qpt)(1—pB)NB

0B

Since the objective function is quadratic, the global
optimal «*(t) and 5*(t) can be written in a closed form
which is shown in Theorem 3.2.

Theorem 3.2 (The Solution of Optimal Coupling Coefficients
for Identical Networks with Uniform Distribution). The
global optimal o*(t) and $*(t) can be written as:

Kos K2
wipy _ 2Kga Kaz e _ sk, — 2K
o (t) - K KopgKp’ [3 (t) - K KopKa (24)
) BT T2Kaz

Where:

Koo = A%Nl’q + B%NB

Kgo = B%Ng + A%NB

Ko = ANy (B1+ La) — BaNp (B2 + Lp)
Kg = —BlN,/q (Bi+La)+ AsNp (B + L)
Kaﬁ = -2 (NAAlBl + NBAQBQ)

and

A, = (LA+QA(1,—1))AQA(£—1)

- d(So+da—Qar)
By — (LB-‘rQB(t—l))AQB(t—l)(1—PB)NB

L= (1—pa)dNA(So+d—Qar) (25)

Ay = (LB"FCEB(t—l))AQ)B(t—l)

- d(So+d—Q Bt
B, = (1_pA)(LA+QA(t—1))AQA(t—1)NA

d(So+d—Qpt)(1-pB)NB

To show that the optimization problem in Definition 3.3
is convex and the solution of optimal coupling coefficients
in Theorem 3.2 is valid, we focus on the quadratic terms of
the objective function. Where the objective function could be
written as:

—2«
+af
+8(
+...

B(t)(NagA1 By + NpoAaBs)
2(NagA? + NpoB2)
2(NaoB? + NpoA3)

obj =

(t
t)

The Hessian of the objective function will be:

V2o0bj =

—2(NaoA1B1 + NpoA2B3)

Q(NAOB% + NB()A%)

27)

In the special case of 2 by 2 matrix, this implies that the
matrix is positive semi-definite, since the trace equal to the
sum of eigenvalues is positive, the determinant equal to the
product of eigenvalues is positive. Thus, the eigenvalues of
the Hessian matrix are positive, and the objective function is
convex.

For such quadratic objective function with uniform distri-
bution, we have the closed form for the global minimum, so
we can simply apply the equation in Theorem 3.2 to find the
solution. If the global minimum does not lie inside the set
of feasible solutions defined in Definition 3.3, the minimum
point inside the feasible set should lie at the boundary of the
set. We can then check four different cases where «(t) = 0
or 1 or 5(t) = 0 or 1, the objective function will become
a single-variable quadratic function. We then check if the
minimum point lies inside the range 0 < 5(t) < 1 for the
first two cases and 0 < «(t) < 1 for the last two cases. At last,
compare these values with the four vertices of the feasible set
(a(t), B(t)) = (0,0),(0,1),(1,0), (1,1) to find the minimum
value of the objective function and determine the optimal
coefficients «(t) and £(t).

To evaluate our SWO strategy, we compare it to a heuristic
strategy that we call the size-based dynamic (SBD) strategy.
We construct a model with a random key graph [37], [38]
where each node has different keys, and nodes with same key
are assumed to be connected. Thus we could view the nodes

< 2(NaoAf + NpoB3)
—2(NaoA1B1 + NpoA2B2)

)
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with the same keys as being in the same fully-connected
network. We have shown the analytical results of random key
graphs under identical settings in the appendices, under the
identical settings, when the number of nodes is large enough,
setting the time-varying coupling coefficients directly equal
to the ratio of surviving nodes will let each node in the system
receive same extra load in each time step. This scenario thus
resembles a single fully-connected network that all nodes
are viewed equally and being connected to all other nodes
under a single network, all the load redistribution process
is the same as a equally redistribution over a single fully-
connected network. In other words, in this case that all nodes
in the system received the same extra load at each time step,
which intuitively could be viewed as a single fully-connected
network. This is a special case of minimizing number of
nodes being failed at the next step under uniform free space
distribution in our settings as we mentioned in section 3.3.

We will compare the results from the step-wise optimiza-
tion (SWO) strategy we proposed and the results from this
single fully-connected like strategy, which we called this
Size-based dynamic (SBD) coupling strategy in the following
discussion. It can guarantee the performance of our SWO
strategy if it can perform equally good or better than the
SBD strategy which is known to exhibit a great robustness
against cascading failure.

We finally note that any free space distribution for which
the objective function in Definition 3.2 is convex can easily
employ this framework to solve for the optimal values
of a*(t) and S*(t) at each time step t. For example, the
exponential distribution results in a convex objective. This is
simply due to the memoryless property of the Exponential
distribution: if the initial load distribution is Exponential, the
load distribution of the surviving nodes at each time step is
also an Exponential distribution with origin shifting to the
current cumulative average extra load @) 4+ and () ;. In case
the objective function is not convex, under a two-network
system, we only have 2 optimization variables, we could
still apply grid search for different combinations of coupling
coefficients.

4 NUMERICAL RESULTS

To verify the performance of our proposed step-wise op-
timization (SWO) method, we evaluate its performance
compared to baseline algorithms on different kinds of free
space distributions under different network settings. We
show that SWO is as good as or better than SBD and fixed
coupling in a variety of settings.

To evaluate the performance of our SWO method, the
structure of this section will be as follows: We begin with
the special case of two identical networks, i.e., both net-
works in the system have the same number of nodes and
load/free space distributions. In Section 4.1, we compare
the performance of our SWO method to that of the SBD
method when the networks are identical, showing that our
SWO method could perform as well as SBD. In Section 4.2,
we then compare the SBD method to strategies with fixed
coupling coefficients, again under identical network settings,
which shows that our methods outperform the fixed coupling
coefficients (FCC) strategies. To verify the correctness of our
analysis, we compare the simulation results with the results

derived from the analytical equations from Definition 3.1
and Theorem 3.1 in Section 4.3, which validates our mean-
field analysis. Then, in Section 4.4 we show that our SWO
method outperforms the SBD method when the networks
are not identical. When the networks are not identical, the
SBD method may not work as well since this strategy views
all nodes in each network as the same. Our SWO strategy,
however, takes the load and free space into consideration.
On the other hand, our SWO method can outperform the
optimal FCC settings. Finally, we extend our SWO method
to networks that are not fully connected in Section 4.5,
demonstrating that our SWO method continues to perform
well when the structure of the network is not fully-connected
and the load redistribution will follow the network topology.
The results shows that our SWO method outperforms most
settings of fixed-coupling coefficients, but could be worse
than some settings due to incorrect estimation of the nodes’
free space.

4.1 Identical Networks: SWO and SBD

We first compare our SWO method with the SBD method to
show that our method could perform better than or at least
as well as the SBD method.

Under the identical network setting, both networks have
exactly the same load and free space distributions. Inspired
by the results from the random key graph (RKG) (see
appendix), we introduce the SBD strategy that mimics the
behavior of the equally redistribution strategy under a single
fully-connected network that we explained in Section 3.4.
This is expected to perform well since all nodes in the system
share the load together, and equal redistribution means that
it does not cause any part of the network tend to fail earlier
than the other parts. This strategy will ensure that the two
networks have the same free space and load distributions at
each time step. It only depends on the number of surviving
nodes and sets the coupling coefficients as follows:

ny(A)

aft) = me (A (B)
B = mckfim

— ne(A)+n(B)

(28)

Here n¢(A) and n.(B) represent the number of surviving
nodes of network A and network B at time step t.

By using this strategy, the original recursive equations
in Theorem 3.1 of average extra load for time step ¢ can be
written as:

_ __ Fat+Fpy)
AQar = AQpy = m

Qat = Qap—1) + AQa¢
@Bt = Q1) + AQpt

This SBD strategy will redistribute the extra load equally
to the nodes in each time step. The identical networks system
using SBD strategy is statistically identical to the single
network case with attack size being the weighted average of
the initial attack size of two networks. It has exactly the same
behavior as equal redistribution in a single fully-connected
network.

Unless otherwise stated, in all of our experiments the
system contains two networks. Each network has the size
of 1 million nodes, Ny = N = 10°. For each data point
in our figures (i.e., each setting at different initial attack

(29)



IEEE TRANSACTIONS ON NETWORK SCIENCE AND ENGINEERING, TNSE-2022-01-0207 11

size), the value is taken from the average of 100 independent
experiments.

The results for identical networks are shown in Figure
2. The four different curves use either SWO or SBD strategy
with uniform distribution or exponential distribution of free
space, which are:

e Uniform: S,4,Sp ~ U(20,180), E[L4] = E[Lp] =
75.
« Exponential: S4,Sp ~ 20 + Exponential(1),
E[L4] = E[Lg] = 60.
B Surviving Curves under Various Settings
by, ™ Uniform (SWO)
Sy % Uniform (SBD)
0.7~ S0, W Exponential (SWO) |~
% Exponential (SBD)

c 06 |
o |
% 0.5 1
& |
O 04 | |
= [ |
s |
E o
5 B
A o2 :I

041+ ||

|
0 SOEEEEtEEOEE0B00A0ECEEOEEE0RECEECONEOEEOROROE
0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75

Initial Attack Portion p

Fig. 2: Simulation of different strategies for a system with
identical networks. Our step-wise optimization strategy
and the size-based dynamic strategy have almost the same
performance.

Under the identical network case, our SWO strategy has
the same performance as the SBD strategy under different
settings, in terms of remaining portion of the system and the
critical attack size. In other words, our SWO works as well
as the SBD strategy.

However, if we look into the values of a(t) and §(t) that
our SWO strategy takes in each time step ¢, we see a great
difference with the SBD strategy. Following the discussion in
Section 3.4, we know that if the global minimum point does
not lie in the feasible region, the coupling coefficients will
take values on the boundary. Figure 3 shows an example of
the values of @ and 3 during each time step of the cascading
failure process using uniform distribution of the free space.
The SWO strategy often takes coupling coefficient values
at the boundary of o, 8 = 0,1 and sometimes takes values
in between. The global minimum of the objective function
in each time step is usually outside the feasible region. The
values of coupling coefficients for the SBD strategy take
almost constant values around 0.5 (in fact, it tries to maintain
the ratio of the number of the nodes in network A and B,
taking value around the ratio of the number of nodes in
network A and B after initial failure).

Our SWO strategy tends to find the minimum points at
each step, it tend to fix the error between the expected extra
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Fig. 3: Example of values of o and /3 for identical networks.

load and the real extra load being redistributed determined
in the previous time step at each step according to current
network situations.

4.2 |dentical Networks: SWO/SBD and Fixed Coupling
Coefficients (FCC) Strategy

We have shown that our SWO strategy has the same perfor-
mance as the SBD strategy under identical networks settings.
We now compare these to the fixed coupling coefficients
(FCC) strategy, where the coupling coefficients are the same
through out the whole cascading failure process.

As in the previous simulation, each network has the size
of 1 million nodes, Ny = Ng = 10%. For each data point
(i.e. each settings at different initial attack size), the value is
taken from the average of 100 independent experiments.

We now follow the settings where L4, Ly ~ U(10, 30)
and S4,Sp ~ U(10,65). The results for the SWO/SBD
strategy and the FCC strategy (where a(t) = ((t)) are shown
in the Figure 4. Our SWO method not only yields good
performance, but can also easily accommodate constraints
on the coupling coefficients. If we add a constraint to
the coupling coefficients by setting the «, 5 € [0.5, 1], for
example, which constrains the fraction of load going to the
other network, we show in Figure 4 that we can still have a
good performance on our system. The meanings of the labels
in the figure are:

e FCC (X%): The FCC strategies where the X%
indicates the portion of extra load to be redistributed
in the same network, that is, a(t) = B(t) = X%.
Where the 65% case is the best among all other
possible choices of fixed strategies.

e SBD/SWO: The SBD strategy and SWO strategy
(which have the same curve).

e SWO (Const.): The SWO strategy with constraints
a(t), B(t) € [0.5,1].

The experiment results in Figure 4 show that the SB-
D/SWO strategy has the best robustness among all other
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0.7 Results for Uniform Distribution Load & Free Space
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Fig. 4: Simulation for different strategies for system with
identical networks. The SWO/SBD strategies is shown to
outperform the FCC strategies.

FCC strategies. Thus under identical network settings, our
SWO strategy outperforms all FCC strategies. For the con-
strained SWO strategy, it could still outperform some of the
fixed strategy even if we posed constraints to the coupling
coefficients.

4.3 Verification: Analytical Equations vs. Simulation

To verify the correctness of the previous simulations, we
compare the simulation results with the numerical results
from the analytical equations (Definition 3.1 and Theorem
3.1 in Section 4.3). If the two results are the same, we can
make sure that taking the average among all nodes in the
mean-field analysis does not affect the accuracy of our results
compared to the real situation.

The results are shown in Figure 5. The curve is a plot of
numerical results from the analytical equations (6)-(14) and
the points are the results from simulation. The x-axis of the
plot indicates the different initial attack sizes. In this plot,
the initial attack only occurred at network A. The y-axis of
the plot indicates the surviving portion of the whole system,
i.e., the sum of surviving nodes of network A and network B
divided by the sum of initial number of nodes in network A
and network B (2 million nodes).

The specific settings used in the three different curves in
the order of red, green, and blue are:

e Uniform Distribution (identical):
U(20,180), E[L4] = E[Lg] = 75.

e Uniform Distribution (non-identical): Sa o~
U(20,180), Sg ~ U(40,280), E[L4] = E[Lp] = 75.

Sa, S~

o Exponential Distribution: Sa, S ~ 20 +
Emponential(ll%), E[L 4] = E[Lg] = 60.

From the figure, the analytical results match the simula-
tion results under all different settings. We further observe
that though the average free space in the third (Exponential
distribution) case is set to be greater than the first (uniform
distribution (identical)) case and the initial average load in

the third case is set to be less than the first case, the third
case still has less robustness (i.e. smaller surviving portion
under the same initial attack size) compared to the first case.

Initially the identical case of both uniform distribution
and exponential distribution have the same initial attack
size and same extra load to be redistributed in step 1. If
they take the same coupling coefficients initially, the average
extra load will be the same for both cases during the first
time step. Since the second case has more nodes having less
free space due to the shape of the exponential distribution,
under the same average extra load, the second case will have
more nodes fail during the first time step, which causes more
extra load to be redistributed in the following time step.
These additional loads add up over time, making the second
case accumulate much more extra load compared to the first
case, thus having a smaller final system size and being more
vulnerable to the cascading failure.

B Surviving Curves under Various Settings
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Fig. 5: Surviving portion of the whole system under different
system settings. The curve itself indicate the numerical
results from the analytical equations while the points indicate
the simulation results. We can see that the two results
perfectly matched.

4.4 Non-identical Networks

Previously, we claimed that our SWO strategy outperforms
the SBD strategy and the FCC strategy under non-identical
network settings. We now verify this claim. We show the
results of the experiments using the SWO strategy we
proposed and the SBD strategy we used previously. Here we
set the average of the initial load for both networks L = 75,
and the free space distributions of networks A and B are
Sa ~ U(20,180) and Sp ~ U(40,280) respectively. Figure
6 illustrates the results under these settings. We can see that
the proposed SWO strategy maintains its advantage over
SBD in the non-identical case.

If we compare the SWO strategy with the FCC strategy,
the critical attack size of the SWO strategy is 0.634, which is
slightly higher than the critical attack size under the optimal
settings of the FCC strategy (0.632), as shown in the heatmap
in Figure 7.



IEEE TRANSACTIONS ON NETWORK SCIENCE AND ENGINEERING, TNSE-2022-01-0207 13

Surviving Curve

——SWO0
SSoss —+—SBD |-

Final Size
o o o
w =Y w

o
o

e
o

|

0

0.4 0.45 0.5 0.55 0.6

Initial Attack Size p

0.65

Fig. 6: Comparison between the proposed SWO method
for non-identical networks case and SBD method which
degenerate to the case of a single complete graph. For both
network, the expected load is set to be L = 75 and the
free space distribution are S4 U (20, 180) and Sp U (40, 280)
respectively. The results shows that the SWO strategy for
general case is more robust in terms of both remaining
portion under same initial attack size and the critical attack
size.
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Fig. 7: Heatmap for the critical attack size of different fixed
coupling coefficients settings. The threshold is set to be 0.58,
if the critical attack size is less than 0.58 it will shows 0.58 in
the block.

4.5 Local Redistribution According to Different Net-
work Topologies

Our methods and analysis were based on the fully-connected
networks, but many real world networks do not have fully
connected topologies. The network topology might influence
the performance of such coupling systems and our proposed
SWO method may not be as useful as before. In this section,
we show that SWO is robust to different network topologies.

We choose two different kinds of networks, which are
the "Erd6s-Rényi Random Graph" and the "Barabdsi-Albert

Model". The first graph contains N = 100000 nodes and
the link between every pair of nodes exists with probability
p. The second graph also contains N = 100000 nodes and
uses preferential attachment, where probability of an edge
forming while generating the graph is proportional to the
node degree. The final graph thus has degree distribution
following the power law.

Since the network is not fully-connected anymore, any
extra load is no longer globally redistributed. Instead, it is
redistributed locally according to the network topology. If a
node fails, the internally redistributed portion of its load is
equally redistributed to its neighbors. To model external
redistribution, we set the number of nodes inside both
network A and network B to be the same, though they need
not have the same network topology. We then index all nodes
in each network. If two nodes in different networks have the
same index number, we consider them to be connected. For
example, in a transportation network, the different networks
represent different transportation systems, and nodes with
the same index number are at the same geographical location.
The external distribution of a single node’s extra load will be
equally redistributed to its connected node and the neighbors
of its connected node. If the node that fails is isolated, in other
words, has no neighboring nodes, then the internal load will
be redistributed to all the nodes in the same network. If
both the node’s connected node in the other network and
the neighbors of that connected node are failed, the external
load is also being equally redistributed to all nodes in the
other network. This mechanism prevents the extra load from
disappearing.

Figure 8 shows the results of different networks under our
SWO strategy. We average our results over 100 experiments.
Network A is set to be a complete graph while network B
is an ER random graph. From the results, we can see that
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Fig. 8: Comparison of ER-Random Graph with different
average degree and the fully-connected (complete) graph
case. The 4 colored curves are ER random graph with average
degree ranging from 10 to 40 and the black curve indicates
the fully-connected (complete) graph case. We can see that
the higher average degree the ER random graph has, the
better robustness of the system is, which can endure higher
initial attack portion.
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Fig. 9: Comparison of ER-Random Graph and B-A Model
using different strategies, and the fully-connected (complete)
graph case using step-wise optimization strategy. The re-
sults shows that the step-wise optimization (SWO) strategy
outperforms the fixed strategies (FCC) in ER-Random graph.

SWO works well when one of the networks follows local
redistribution according to its network topology. When the
ER random graph has average degree equal to 40, the results
are very close to the fully-connected case.

If we set network B to be generated by the B-A instead
of ER model, the results in Figure 9 shows that SWO’s
performance is much worse than that of the ER random
graph under the same average degree. Since the degree
variance is large in B-A model, nodes with large degree will
likely receive more extra load and fail easily even when
the attack size is small, thus triggering the cascading failure
process. We discuss this result further in Section 5.

Next, we compare the FCC strategies with the SWO
strategy we proposed. We start with ER random graph. The
two networks in the system are both ER random graphs, with
network A having average degree 20 and network B average
degree 40. Before comparing the two different strategies,
we find the performance of FCC strategies under different
settings. To find the performance under different choices of
fixed coupling coefficients and compute the best settings of
{a, 5}, we discretize the possible coupling coefficient values
into 21 different values starting from 0, increasing by 0.05 and
ending at 1. For the 2-network system, there are thus 21 times
21, totaling 441, different pairs of the coupling coefficients.
We use brute force search to find out the critical attack size of
each pair of the coupling coefficients. Figure 10a shows the
heat map of the critical attack size under different coupling
coefficients. The x-axis is the value of o while the y-axis is the
value of 3. The color and the number in each block indicates
the critical attack size.

From the results in Figure 10a, we can see that the critical
attack size mostly lies between 0.3 and 0.5. The optimal
coupling coefficients are around {«, 3} = {0.4,0.9}, for
which the critical attack size is around 0.52.

Now we turn our attention to the performance of our
SWO strategy. In our simulation, the critical attack size of
the SWO strategy in this case is around 0.49. We plot the

surviving curve of the SWO strategy together with the best
FCC strategy where {a, 8} = {0.4,0.9} in Figure 10b. We
can see that in terms of critical attack size, our SWO strategy
performs slightly worse than the best FCC strategy. However,
in terms of final system size under certain initial attack size,
our SWO strategy has similar performance to that of the FCC
strategy before the system failed.

Our choice of fixed coupling coefficients depends on
the fact that the initial failure only happens in network
A. If the initial failure happens in network B, setting the
coupling coefficients {a, 5} = {0.4,0.9} is equivalent to
setting {«, 8} = {0.9, 0.4} when the initial failure happens
in network A. The critical attack size would then decrease to
0.3 according to Figure 10a.

In practice, we may not be able to anticipate where the
initial attack happens in time to choose the right coupling
coefficients. Thus, we would like our method to be robust
to different attacks. A safer way to pick the pair of coupling
coefficients is to let the pair of {«, 5} be symmetric, that is,
a = B. Under this case, if the initial attack takes place in
the other network, the process of cascading failure may not
change drastically like the previous example. We show the
comparison of our SWO strategy and different FCC strategies
with a = § in Figure 10c. The results show that our SWO
strategy outperforms most of the settings of FCC, only being
slightly worse than the settings that {«, 3} = {0.4,0.4}.
However, the initial failure may happen in either network.
No matter what’s the distribution of the initial attack among
two networks, our SWO strategy could take this into account
and react accordingly, while the FCC with preset coupling
coefficients may not adapt to different kinds of attack.

Next, we run a series of experiments on networks with
the B-A model. The two networks are both generated by the
B-A model. Network A has average degree 20, and network
B has average degree 40. Again, we find the performance of
the FCC strategies under different settings by constructing
the heat map of the FCC strategies for this system. Figure 11a
shows the heat map of the critical attack size under different
coupling coefficients.

From the results in Figure 11a we can see that the critical
attack size mostly lies between 0.3 and 0.4. The optimal
settings of the coupling coefficients are around {«a, 8} =
{0.5,0.9}, for which the critical attack size is around 0.42.

Though the networks in our experiments with ER random
graph and B-A model have the same average degree settings
for the networks, the B-A model has much less robustness
compared to the ER random graph. This is due to the great
variance of the degree of the nodes in the B-A network. The
nodes with large degree will then likely receive lots of extra
loads and fail in the first few time steps once the cascading
failure process starts.

We now compare the performance of our SWO strategy
and the FCC strategy under the B-A model. In our simulation,
the critical attack size of the SWO strategy is around 0.396.
We plot the surviving curve of the SWO strategy together
with the best FCC strategy where {«, 8} = {0.5,0.9} in
Figure 11b. We can see that in terms of critical attack size,
our SWO strategy performs slightly worse than the best FCC
strategy. However, in terms of final system size under a given
initial attack size, our SWO strategy has similar performance
at attacks smaller than the critical attack size. This result is
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Fig. 10: Results for ER-Random Graph

similar to the case with the ER random graph.

Again, we assume the initial failure only happens in
network A. If the initial failure instead happens in network B,
the coupling coefficients settings of {«, 5} = {0.5,0.9} will
lead to performance equivalent to setting {a, 5} = {0.9,0.5}
when the initial failure happens only in network A, in which
case the critical attack size decreases to 0.3 according to
Figure 11a.

Similarly, we compare our SWO strategy and different
FCC strategies with o B in Figure 1lc. The results
shows that our SWO strategy outperforms every settings
of FCC, have equal performance as the settings that {«, 5} =
{0.5,0.5}. Again, our SWO strategy could adapt to different
initial attack and react accordingly while the FCC with preset
coupling could not.

5 DiscuUssION

In this section, we focus on three different topics. First, we
show that SWO can be extended to a multiple network sys-
tem. Second, we discuss the case of extra load redistribution
with arbitrary network topology. Third, we summarize the
advantages of our SWO strategy compared to previously
proposed fixed coupling strategies.

5.1

Following the definition in Section 2.3, for a n-network
system, the coupling matrix at time ¢ is written as M(t)
with size n x n, where the element m; ;(t) at the i-th row,
j-th column of the matrix is the fraction of the extra load to
be redistributed from network i to network j. We can see
that when the number of network n grows, the number of
coupling coefficients grows in the order of ©(n?). Extending
Definition 3.2 to n networks, the objective function of the
step-wise optimization problem now becomes:

Extension to Multiple Network System

min (Z E[L; + Qi(t-i—l)] ANi(t+1>>

M(®) ieX

subject to:

fori,j € X,0<m,;(t) <1

Vi e X, Z < mi,j(t) =1
JEX

(30)

Let us follow the special case of uniform distribution of
free space discussed in Section 3.4. From Definition 3.3, we
can write the above optimization problem as:

<Z Ni(1 = pi) -6 [8i + (L — Qi(t—1>)]>

min
M(t)
Subject to:
fori,j € X,0<m,;;(t) <1
VieX, ) <m;(t)=1 (31)
JjEX
Where:

EDY

jex

(mm‘ (L + Qjt—1)) AQj—1) (1 — Pj)Nj)
(1 —pi)dN;(So +d — Qiz)
(32)

We observe that the variables ¢; for i € X are a linear
transformation of the original coupling coefficients m;_;(t),
and thus the solution set after the transformation is also a
convex set. If we use the J; as our optimization variable, we
can see there are no cross terms in the objective function. This
implies that the Hessian matrix of this optimization problem
is a diagonal matrix with non-negative diagonal elements.
Thus, the Hessian matrix is positive semi-definite and the
optimization problem is a convex optimization (which can
be easily solved with standard algorithms).

Since the number of coupling coefficients grows in the or-
der of ©(n?), using brute force to search for the optimal fixed
coupling coefficients is not possible in a reasonable amount
of time as the number of networks n grows larger. This
scalability shows the benefit of our step-wise optimization
algorithms under uniform free space distributions, which
require solving a convex optimization problem, compared to
the fixed coupling coefficients strategy.
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Fig. 11: Results for B-A Model

5.2 Arbitrary Network Topology

In the results in Section 4.5 with network topologies that
are not fully connected, we can see that in some cases, our
proposed SWO algorithm might not work as well as the fully-
connected case due to the wrong estimation of load / free
space distribution. Here we discuss the performance of our
proposed algorithms in two different terms: average degree
of the network and the variance of degree of the network.

Networks with greater average node degree yield better
robustness of the system in both our SWO method and
FCC method. Intuitively, when a network system has low
average degree, once a node fails, only a few nodes could
help to share the extra load. For example, for a network with
average degree 2, a node that fails will in expectation only
share its extra load with two other nodes. It is then likely
that these neighboring nodes will receive a large amount of
extra load and fail immediately. Thus, in the very beginning
of the cascading failure process, the sequential failure of
the nodes might be initiated from the part of the network
with low degree and high clustering, commencing a series of
local failures that eventually spread to the whole network.
This causes the network to have weak robustness against
cascading failure, no matter which strategy we choose for
coupling between networks. The results in Section 4.4 for the
ER Random Graph and B-A Model under different average
degrees illustrate this intuition.

Our proposed SWO algorithms might be more affected
by a high variance of average degree compare to the fixed
coupling coefficients strategy, and thus more likely to per-
form worse. A greater variance of degree means that certain
portions of the network might have low average degree,
while other parts of the network might have higher average
degree. No matter which coupling strategy we choose, the
low average degree part is always a weakness of the system.
However, since our proposed SWO algorithms assume a
complete graph case when estimating the distribution of
load and free space, greater variance of degree will have
more impact on their performance. Since the distribution
of the load and the free space might be distorted when the
cascading failure process continues, our proposed algorithm
might incorrectly estimate the distributions. Thus, when the

time step increases, the coupling coefficients chosen might
be farther from the exact optimal point. This intuition further
explains why our SWO algorithm performs a little bit worse
in the case of a B-A model compared to E-R random graph,
since the variance of degree is higher for B-A models. Figure
12 illustrates this concept with the free space distribution
of a B-A model graph after 80 timesteps of the cascading
failure process. Our current SWO assumes the free space
distribution to be uniform. A better estimation of the load /
free space distribution is one future direction of this work,
which will likely improve the performance of SWO when the
network has high node degree variance.

Free Space (Iteration=80)
I T T

50
Free Space

Fig. 12: Free space distribution of B-A model running the
step-wise optimization strategy after 80 timesteps. We can see
the distribution of the free space became distorted compare
to the original uniform distribution.

5.3 The Advantage of SWO
5.3.1 Computation Complexity

The computation time required for our SWO algorithms is
much less than that of finding the optimal fixed coupling
coefficients, since (to the best of our knowledge) there is
no efficient way to determine the optimal fixed coupling
coefficients besides brute force search. Depending on the
precision of the coupling coefficients and the initial attack
size, if we wish to find coupling coefficients to a precision
of m¢ digits, we need to run a total of 10%2me experiments
for a two network system and 102¢3"me experiments for M
networks system. If we want to measure the initial attack size
to a precision of m 4 digits, we need to run 10”4 different
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simulations. Moreover, if we want the results to be more
accurate, we might average our results over N experiments.
In short, we need to run a total of Ng - 102C2" mo+ma
experiments to find the optimal coupling coefficients. In
our experiments of the two networks system with 10° nodes
in each network, it takes around 10.28 seconds to run a single
experiment for the fixed coupling coefficients setting, while
it takes 19.35 seconds to run a single experiment for our
dynamic SWO strategy. If we want the precision of both the
coupling coefficients and initial attack size to be 3 digits and
take an average over 10 experiments, we need to run 10*°
experiments, which requires 5 x 10° times the amount of
time to find the optimal coupling coefficients compared to
our dynamic SWO strategy.

5.3.2 Scalability

If the number of networks M in the system increases,
following the discussion in the previous Section 5.3.1, the
required time to find the optimal settings of the coupling
coefficients for FCC will increase exponentially with M. Our
SWO method, however, still solves a convex optimization,
more specifically, a quadratic convex optimization problem
with number of variables increasing in the order of ©(M?)
(the coupling coefficients) when the free space distribution is
uniform or exponential. This process requires much shorter
computation time to determine the coupling coefficients
during the cascading failure process, compared to optimizing
a fixed strategy. Uniform distribution can be a good approxi-
mation of a more homogeneous system where all nodes have
its ability to deal with the work load (capacity) in a certain
range according to the system specification. On the other
hands, exponential distribution is a good approximation of
the system where the capacity of a node, as well as the degree,
follows a power law.

5.3.3 Adaptability and Robustness

As seen in Sections 4.1 and 4.2, our SWO strategy outper-
forms or matches the performance of all other methods
for the identical and non-identical fully-connected network
system. Also, our SWO strategy outperforms most FCC
settings under the ER random graph and B-A model network
topologies. If the networks are not identical, the SBD method
will become worse than our SWO method and SWO still out-
perform most FCC settings and have the same performance
as the optimal FCC settings. Varying the initial attack pattern
(e.g., if we do not anticipate it correctly), can significantly
change the optimal settings of FCC, while our SWO method
could adapt to the actual observed attack. If there is a second
wave of attack during the cascading failure process, for
example, the optimal settings of FCC might change, while
our SWO method could respond based on the current system
situation. Our SWO method thus exhibits more flexibility
compared to fixed baselines.

6 CONCLUSION

In this work, we studied the robustness of different coupling
strategies of interdependent networks based on a flow-
redistribution model. We proposed a step-wise optimization
strategy to dynamically adjust the coupling coefficients
between networks according to the current system situation.

Comparing to the fixed coupling coefficients strategy, to
our best knowledge, there is not a clever way to find the
optimal settings of the coupling coefficients except brute force
search, but our method exhibits much better computational
complexity. Our strategy provides a clear framework based
on minimizing the subsequent total extra load in each time
step, which is proved to be robust against cascading failures
in several different situations. We admit higher critical
attack sizes than fixed coupling coefficients strategies, and
our proposed method approaches the performance of the
SBD strategy under the identical networks setting, which is
known to exhibit a good robustness against cascading failure.
Our work provides a framework for dynamically searching
for the optimal coupling coefficients and opens up many
directions for future works. An immediate direction will be
searching for an optimal strategy for setting the coupling
coefficients under different network topologies. As discussed
in Section 5, a high variance in degree distribution may
distort the free space distribution in later time steps, making
SWOQ'’s estimation of the free space distribution more and
more inaccurate over time. Combining an intelligent strategy
for setting the coupling coefficients with carefully chosen
strategies for local node redistribution may also alleviate
errors in estimating the free space distribution. Searching
for an optimal combination of local redistribution strategies
and dynamic coupling strategies is an exciting direction for
future work. Our work on dynamic coupling strategies could
act as a basis for these future topics.
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