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Abstract—The study of influence propagation over networks
has received increasing attention in many scientific domains. In
particular, the linear threshold model is widely studied due to its
ability to capture the mechanism by which multiple sources of
exposure are required for nodes in the network to take action.
Most existing research on influence propagation concentrate on
a single topic spreading in isolation over the network. However,
real-life social contagions often involve multiple topics spreading
simultaneously in a correlated manner; e.g., different conspiracy
theories, political opinions on taxes, immigration, gun control,
etc. In this work, we propose a multi-dimensional threshold model
with correlated influences as an extension of the classical linear
threshold model to incorporate multiple correlated topics spread-
ing simultaneously over networks. We provide analytical results
that accurately predict the threshold, probability, and expected
size of global cascades, i.e., cases where a significant fraction of
the population gets influenced. Through extensive simulations,
we demonstrate that our analytical results match the numerical
results near-perfectly in the finite node regime. These results
reveal the interplay between the underlying network structure,
the correlation among spreading topics, and the heterogeneous
thresholds on the final results of the propagation.

Index Terms—Influence propagation; Linear threshold model;
Correlated influence; Complex networks.

I. INTRODUCTION

THE mathematical modeling of spreading processes over
networks has drawn increasing attention in different

contexts, including cascading failures [1], social contagions
[2], epidemics [3], traffic jams [4], risks in banking systems
[5], and networks of spiking neurons [6]. These spreading
processes are typically studied through two different phenom-
ena [7]. Simple contagions, also referred to as information
propagation, are used to model cases where a single source
of exposure is enough for an individual to get infected and
start spreading the topic to their contacts (e.g., news articles,
disease spreading, etc.). Complex contagions are used to model
spreading processes where multiple sources of exposure to a
topic (e.g., an opinion, a product, a new behavior, a neuronal
spike, etc.) are needed for nodes to change their states.

This paper focuses on analysis of complex contagions, also
referred to as influence propagation [8], [9]. Examples include
the rise of collective action to join riots, the diffusion of
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beliefs, political revolutions [10], adoption of new technolo-
gies [11], and cultural market sensations [12]. In addition,
cascade of overload failures in critical infrastructure networks,
transportation systems and cloud computing services, have
sometimes been studied using complex contagion models
[13]–[15].

The linear threshold model has been widely used in the
literature for modeling complex contagions over networks
[13]. In this model, each node can be in one of the two states,
active or inactive. Initially, all of the nodes are inactive, and a
small number of nodes are chosen at random to become active
as seeds. An inactive node with degree k, where m of these
k neighbors are active, is activated with probability

F [m, k] ≜ P
[m
k

≥ τ
]

(1)

where F [m, k] is referred to as the response function, and
τ describes the smallest fraction of active neighbors for an
inactive node to turn active. The threshold τ for an individual
in the population is drawn from a distribution P (τ). This
model provides a framework for a single topic spreading over
a network with binary influence. There has been an interest in
studying threshold models with an increasing complexity of
the underlying contact network (e.g., multiplex networks [16],
[17]) and extension to more than two states [18].

An important gap in the literature is that most existing works
on complex contagions consider only a single topic spreading
through a network. However, real-life complex contagions may
often involve simultaneous spreading of multiple correlated
topics. For example, in political events such as elections,
multiple opinions spread among the population at the same
time, potentially with correlations among the topics [19]. In
the context of adopting new technological devices, multiple
products might gain traction in a population simultaneously
(e.g., iPhone and iPad by Apple Inc.), affecting each other.
Finally, in the context of cascading failures in critical infras-
tructures, nodes may be subject to multiple types of failures
(e.g., affecting different functionalities such as computing and
communication) and failures of different types might spread in
the network simultaneously in a correlated manner [20], [21].
Modeling the simultaneous spreading of multiple correlated
topics is critical to establishing an understanding of these
phenomena and provide insights into developing spreading
control and mitigation strategies.



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2021 2

Borodin et al. proposed a threshold model for the simultane-
ous spread of two topics [22]. In their model, nodes can adopt
either topic-1 or topic-2. While the model incorporates two
distinct topics in the spreading process, it lacks the flexibility
to capture more complex correlations between topics. For in-
stance, the model does not allow for the simultaneous adoption
of both topics by a single node. Zhuang et al. proposed a
vector threshold model allowing simultaneous adoption of two
topics, where each node can occupy one of four states: state-
0 (adoption of neither topic), state-1 (topic-1 only), state-2
(topic-2 only), and state-3 (adoption of both) [23]. While this
model’s visualization of correlation in the two-dimensional
received proportion vector space is intuitive and flexible, it
becomes challenging to extend to a higher number of topics
due to the increased complexity of defining states in higher
dimensions. Tian et al. [24] proposed a threshold model with
correlation, however, the model lacks investigation on the
emergence of global cascades and analysis of expected size of
global cascades under varying seed sizes, limiting its broader
applicability.

In this paper, we propose a multi-dimensional threshold
model with correlated influences (MDTM), which is a natural
extension of Watts’ linear threshold model (LTM) [13]. Our
method explicitly models the correlation among topics using
the aggregate influence as a function of the fractions of
neighbors that support different topics (see Sec. II-B). We
derive results for probability of emergence (PE), cascade
threshold, and expected size (ES) of global cascades, in which
the spreading process leads to the activation of a positive
fraction of the population in the limit of the number of nodes
going to infinity. Extensive simulations validate our analytical
results with near-perfect matches in the finite node regime.

Our results demonstrate that correlations between spreading
topics significantly impact both the probability of global cas-
cade emergence and the expected cascade size in distinct ways.
Analytical solutions indicate potential dependencies between
global cascades of different active states. We further show
that positive topic correlations can lead to an increase in
hyper-active nodes supporting all topics. Although the findings
are presented within the context of social contagion, we also
provide a case study using our model in the cascading failure
context, highlighting the impact of correlation on the final
system size when the initial shock size varies.

The structure of this paper is as follows. In Sec. II,
we formally introduce the network model and the proposed
multi-dimensional threshold model with correlated influences
(MDTM). Sec. III presents our theoretical analysis, where we
derive analytical results for the probability of emergence, the
cascade threshold, and the expected size of global cascades.
In subsequent sections, we provide both numerical and ana-
lytical results to investigate the impact of model parameters
on influence propagation, with our analytical results closely
matching simulation results. Sec. IV investigates the trade-
off between the mean degree of the network and correlated
influence on the cascade threshold within the MDTM frame-
work. Sec. V explores the effects of network mean degree
and correlated influence on the probability of emergence and
expected cascade size, specifically for global cascades initiated

from a single seed. In Sec. VI, we investigate the dependencies
between emergence of global cascades of different active states
by providing solutions for the probability of emergence of
global cascades of one set of active states, conditioned on
the emergence of global cascades of another set. Sec. VII
examines the impact of correlation and network mean degree
on global cascade size when seeding the network with a
randomly selected positive fraction of active nodes. Sec. VIII
extends this analysis to cascading failures, exploring the effect
of initial shock size on the final system size. Finally, the
conclusion section summarizes these findings.

II. MODEL
A. Network Model

Consider a population with N individuals labeled as N =
{1, . . . , N}. Within the network, each node corresponds to
an individual in N , and an edge is drawn between two
nodes if they are in contact (e.g., have friendship on social
media) and can transmit topics to each other via the contact.
To be able to incorporate arbitrary degree distributions, we
generate the contact network G by the configuration model
[25], [26]. Put differently, the topology of the network G is
generated randomly from its degree distribution {pk}, where
k = 0, 1, . . . . Here, {pk} gives the probability that an arbitrary
node on network G has degree k. We denote the random
networks that has N nodes generated via configuration model
with degree distribution {pk}, k = 0, 1, ... as G(N, {pk}).
Our analytical solutions in Sec. III are valid for well-behaved
distributions (i.e., moments of arbitrary order being finite
[27], [28]), e.g., Poisson degree distributions, power-law with
exponential cutoff, etc. However, it is worth noting that if the
second moment of the degree distribution is finite when N
approaches infinity, the expected clustering coefficient of a
typical node approaches zero. This indicates that the graph is
locally tree-like [26].

B. Multi-dimensional Threshold Model with Correlated Influ-
ence

In this section, we introduce our proposed MDTM as an
extension of the linear threshold model to account for multiple
topics propagating through the network in a correlated manner.
Consider M ≥ 1 distinct topics, labeled as topic-1 through
topic-M , respectively. Each node in the population holds a
binary state for each topic-i, determining whether the node
adopts it.

We use the matrix D of size N ×M to represent the states
of the N nodes in the population across all M topics:

DN×M [v, i] = 1[node v adopts topic-i]

for i = 1, ...,M and v = 1, ..., N . Here, 1[·] is an indicator
function. Matrix D is referred to as the state matrix. For a
node v, the v-th row of matrix D, denoted by dv , is referred
to as the state vector for node v.

We observe that dv ∈ {0, 1}M , where |{0, 1}M | = 2M . The
state of a node is considered active if it adopts at least one
topic, and inactive if it does not adopt any topic. Following
the works in [1]–[4], we assume that once an inactive node
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becomes active, its state remains unchanged. In the context
of social contagion, this assumption underscores the finality
of decisions as a key characteristic of scenarios of interest.
For example, in political referendums, individuals make binary
decisions (yes/no) on multiple issues. Once submitted, these
votes are final and cannot be altered.

In an influence propagation process, each inactive node
keeps receiving influence from its contacts. We classify topics’
influences on nodes into different categories. In our model,
the influence a node receives from contacts is measured
by the aggregate influence from different correlated topics.
For 1 ≤ i, j ≤ M , the correlation from topic-j to topic-
i is measured by a normalized coefficient wij ∈ [−1, 1].
Additionally, when i = j, wij = 1; if i ̸= j, wij ≤ 1.
Formally, the aggregate influence of topic-i an inactive node
receives, denoted by fi(m), is given by

fi(m) =

M∑
j=1

wij ·mj (2)

where i, j = 1, ...,M , and mj represents the fraction of node
v’s neighbors that adopt topic-j. Specifically, we have

mj =

∑
u∈Nv

du[j]

kv
. (3)

where Nv denotes the set of node v’s neighbors, kv denotes
node v’s degree, and |Nv| = kv . For notational convenience,
let the vector m = [m1, . . . ,mM ], referred to as the pro-
portion vector of an inactive node, denote the fraction of
neighbors of the inactive node that adopt each topic.

If wij > 0 (resp., wij < 0), it means topic-j is positively
(resp., negatively) correlated to topic-i, and thus contributes
positively (resp., negatively) to the aggregate influence of
topic-i. If wij = wji = 0, it indicates that topic-i and j
are independent of each other. Note that it is not required
that wij = wji because the impact of one topic on another
may not be symmetric in real life. For example, a popular
movie series may help increase the sales of related posters
but the posters may not be able to help promote the movie as
much. We represent the correlation among all M topics as a
correlation matrix WM×M , where

WM×M [i, j] = wij ,−1 ≤ wij ≤ 1. (4)

As mentioned, the diagonal elements of W are ones, and W
may not be symmetric.

Next, we describe the rule for an inactive node, say, node
v, to become active by receiving aggregate influence from its
neighbors. Similar to the linear threshold model, we sample
a threshold τi from a distribution P (τi), as the minimum
received aggregate influence for an inactive node to adopt
topic-i, for each i = 1, ...,M . The probability for the inactive
node v to adopt topic-i is thus given by:

P[fi(m) ≥ τi]. (5)

C. Influence Propagation

We now describe the influence propagation process consid-
ered in this work. Suppose that there are M topics that spread

simultaneously in a correlated manner. There are 2M mutually
exclusive states, representing all possible combinations of
binary states for each of the M topics.

As mentioned earlier, a node is considered active if it adopts
at least one topic, and inactive if it does not adopt any topic.
For notational convenience, we say a node v ∈ N is in state-s
if its state vector

dv = s

where
s = [s1, s2, · · · , sM ],

with si = 1 denoting adoption of topic-i and si = 0 otherwise.
We observe s ∈ {0, 1}M . In addition, if the node adopts at
least one topic (i.e., ∃ i = 1, · · · ,M such that si = 1), we say
the node is s-active. In contrast, if si = 0 for all i = 1, · · · ,M ,
we say the node is inactive. We use the vector 0 = [0]M to
denote the inactive state.

Given these, the probability for an inactive node with
proportion vector m to become s-active is given by

Fs(m) = P
[
∩M
i=1 {(fi(m) ≥ τi)

si · (fi(m) < τi)
1−si}

]
,

(6)

where s ∈ {0, 1}M \ {0}. Eq. (6) says that for an inactive
node to be s-active, the aggregate influence for each topic i
that state-s adopts must exceed its corresponding threshold
τi. In other words, (6) are the response functions for the
corresponding active states. In addition, we also reserve F0 to
denote the probability that an inactive node remains inactive:

F0(m) = P
[
∩M
i=1 {fi(m) < τi}

]
. (7)

In fact, (6)-(7) provide a mutually exclusive partition of the
M -dimensional space spanned by the proportion vector m into
different regions for possible states. Fig. 1 shows examples of
two-dimensional regions when M = 21 The two topics are
positively correlated 1(a) and negatively correlated 1(b). We
can see the positive correlation increases the area for state-3
compared to the independent case (red dashed lines), resulting
in a higher probability of a node adopting both topic-1 and
topic-2. On the contrary, the negative correlation decreases the
area for state-3, indicating the negative impact on the aggregate
influence from each other.

Furthermore, note that (6) and (7) are in fact not dependent
on the formation of (2). The modularity allows fi(m) to
be an arbitrary function of the proportion vector m, without
impacting the analytical results provided in Sec. III. In other
words, our results also accommodate more general modeling
of aggregate influence from correlated spreading topics.

Finally, we describe the influence propagation process con-
sidered. Assume all nodes are initially inactive (i.e., not
adopting any topics). A set of nodes is chosen uniformly
at random and set to be active as the seed. Other nodes
begin changing their states according to (6)–(7) synchronously

1Although we generally represent a state using the M -dimensional vector
s ∈ {0, 1}M , for convenience, when M = 2, we follow the convention in
[23], where integers 0 to 3 are used to denote states [0,0], [1,0], [0,1], and
[1,1], respectively.
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Fig. 1: An example of the two-dimensional proportion vector
space partition for possible states where the first dimension
represents m1, and second dimension represents m2. The
annotation si for i = 0, 1, 2, 3 represent state-0 to state-3,
respectively. In (a), topic-1 and 2 are positively correlated
where w12 = 0.15, w21 = 0.20; in (b) they are negatively
correlated where w12 = −0.15, w21 = −0.20. In both (a) and
(b), τ1 = 0.25, τ2 = 0.2. Green lines separate the space of
adopting topic-1 from that of not adopting topic-1. The blue
lines separate the space for adopting topic-2 from that for not
adopting topic-2. Red dashed lines represent the partition when
topic-1 and topic-2 are independent of each other.

at times t = 0, 1, . . . (i.e., the influence starts propagating
throughout the network). We assume that once an inactive
node becomes active, it cannot change its state. Therefore,
the contagion process is monotonic and will eventually stop,
i.e., it will reach a steady state.

III. ANALYTICAL RESULTS

In this section, we present our theoretical analysis, deriving
expressions for the probability of emergence, cascade thresh-
old, and expected global cascade size within the framework
of the proposed MDTM.

In what follows, assume M ≥ 1 topics for the influence
propagation process. For notational convenience, let ΩA =
{0, 1}M \ {0} denote the set that contains all active states,
and Ω ⊆ ΩA denotes a non-empty subset of active states. A
node is called Ω-active if its state is a member of Ω. See table
I for a succinct description of notations for this section.

A. Emergence of Global Cascades

We present the analytical results of the probability of emer-
gence and cascade threshold under the proposed MDTM. We
start by giving formal definitions of probability of emergence
and cascade threshold for the considered influence propagation
process.

Definition III.1 (Probability of Emergence of Global Cas-
cades). Ω-active global cascades triggered by an s-active seed
refer to how in an initially inactive population, a randomly
chosen s-active node can initiate an influence propagation that
eventually reaches and activates a positive fraction of Ω-active
nodes in the entire population, where s ∈ ΩA and Ω ⊆ ΩA.
Formally, let a random variable XΩ

s (N) denote the fraction of

TABLE I: Table of notations in MDTM.

Indices
N Number of nodes in the population (v = 1, · · · , N ).
M Number of topics spreading simultaneously (i =

1, · · · ,M ).
k Degree of a node in the population, where k = 0, 1, · · · .

General variables

si =

{
1, adopting topic-i,
0, otherwise.

s A state, where s = [s1, · · · , sM ], and s ∈ {0, 1}M .
0 Inactive state, where 0 = [0]M .

ΩA The set containing all the active states, i.e., ΩA =
{0, 1}M \ {0}.

Ω A non-empty subset of active states, i.e., Ω ⊆ ΩA.
dv State vector for node v, where dv ∈ {0, 1}M .

DN×M State matrix, where the v-th row of D = dv .
mi The fraction of neighbors of an inactive node who adopt

topic-i.
m Proportion vector, where m = [m1, · · · ,mM ].
G Contact network.

Model parameters
WM×M Correlation matrix, where W[i, j] = wij ∈ [−1, 1] for

i, j = 1, · · · ,M .
τi Threshold for topic-i.
τ Threshold vector, where τ = [τ1, · · · , τM ].
ρs Fraction of randomly selected seed nodes that adopt state

s in the population.
ρ Seed vector, i.e., fraction of randomly selected seed nodes

for all states. ρ = [ρs], s ∈ {0, 1}M .
{pk} Degree distribution of the network.

Random variables
N Number of nodes in the population.

XΩ
s (N) The fraction of nodes reached and turned Ω-active in the

population with N nodes by a s-active seed.
Xρ(N) The fraction of nodes in the population that are active

given the seed vector ρ.

Function names
fi Aggregate influence for topic-i.
Fs Response function for state s.

hs(Ω, x) Probability generating function for “the finite number
of nodes reached and activated to become Ω-active by
following a randomly selected edge from an s-active
node”.

Hs(Ω, x) Probability generating function for “the finite number of
nodes reached and activated to Ω-active by following a
randomly selected state-s seed node”.

nodes reached and turned Ω-active in the population of size N
by a s-active seed, the probability of emergence of Ω-active
global cascades triggered by an s-active seed is thus defined
as

PEΩ
s = lim

N→∞
P[XΩ

s (N) > 0].

Definition III.2 (Cascade Threshold). Cascade threshold
refers to a boundary in the parameter space that separates the
regions where global cascades can occur, i.e.,

∃ s ∈ ΩA,∃ Ω ⊆ ΩA, lim
N→∞

P[XΩ
s (N) > 0] > 0,

from regions where they cannot occur, i.e.,

∃ s ∈ ΩA,∃ Ω ⊆ ΩA, lim
N→∞

P[XΩ
s (N) > 0] = 0.
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Consider random graphs G(N, {pk}) generated by the con-
figuration model. To study the influence propagation over the
network G, we consider a branching process that begins by
randomly selecting a node to serve as the seed, which then
recursively discovers the set of nodes that are reached and
activated by exploring its neighbors based on (6). We derive
the survival probability of the aforementioned branching pro-
cess through a mean-field analysis by employing the method
of probability generating functions (PGF) [26], [29].

Let hs(Ω, x) denote the generating function for the finite
number of nodes reached and activated to become Ω-active
by following a randomly selected edge from an s-active node.
In other words, we have

hs(Ω, x) =

∞∑
k=0

rkx
k,

where rk denotes the probability that an arbitrary edge ema-
nating from an s-active node leads to a finite component of
Ω-active nodes of size k. Similarly, let Hs(Ω, x) denote the
generating function for the finite number of nodes reached and
activated to become Ω-active by following a randomly selected
state-s seed node.

Given Ω ⊆ ΩA, we now derive hs(Ω, x) for each s ∈ ΩA,
recursively. Consider an s-active node, say node v, and an
edge incident on it. Consider the node on the other end of this
edge, say node u. We find that the following self-consistency
equations hold:

hs(Ω, x) =

∞∑
k=1

pkk

⟨k⟩

[
F0(m) + x ·

∑
s′∈Ω

Fs′(m) · hs′
k−1(Ω, x)

+
∑

s′∈ΩA\Ω

Fs′(m) · hk−1
s′ (Ω, x)

]
(8)

where m denotes the proportion vector for node u. Note that
the s-active node v is the only active neighbor of node u in a
naive population (i.e., a population where all other nodes are
inactive), therefore m = s/k in (8).

We now explain each term appearing in (8). We first
condition on the degree of node u being k, which is given
by pkk/⟨k⟩. We can then determine node u’s state based on
(6)–(7).

If node u remains inactive (i.e., in state-0), it will have no
offspring, which explains the F0 term in (8). If node u is
activated to s′-active with probability Fs′(m), and if s′ ∈ Ω,
the number of nodes reached and activated to Ω-active will
increase by one, which is captured by the multiplicative term
x before the second summation term in (8).

In addition, the total size of this branch will also include
all subsequent nodes that might be activated to Ω-active by u
via its remaining k − 1 edges, given that node u is reached
and activated through an edge connecting to node v.

Furthermore, recall that the number of nodes reached and
activated to Ω-active by node u via one of its k − 1 edges is
generated through hs′(Ω, x). By using the powers property
of generating functions [26], and considering that node u
influences its neighbors via these k − 1 edges independently

due to the locally tree-like structure, we obtain the term
hk−1
s′ (Ω, x).
If node u is activated to other active states that do not

belong to Ω, i.e., state-s′ ∈ ΩA \Ω, we do not need to include
node u itself in the collection. Instead, we must count all the
subsequent nodes that may become Ω-active via the remaining
k−1 edges of node u, which gives rise to the last term in (8).
This completes the derivation of (8).

Using (8), we now derive the generating function Hs(Ω, x).
For each s ∈ ΩA, given Ω ⊆ ΩA, we have

Hs(Ω, x) = x1[s∈Ω]
∞∑
k=0

pk · hs(Ω, x)
k. (9)

Here, the factor x1[s∈Ω] corresponds to the initial node’s
state s being a member of Ω. The selected node has degree
k with probability pk. The number of nodes it reaches and
activates to Ω-active through each of its k links is generated
by hs(Ω, x). Similarly, by employing the powers property of
generating functions and averaging over all possible degrees,
we obtain (9).

With equations (8) in hand, the generating function
Hs(Ω, x) can be computed in the following manner. Given
any x, we can solve for the recursive relations (8) to obtain
hs(Ω, x) for all s ∈ ΩA

2, which in turn will yield Hs(Ω, x)
for all s ∈ ΩA in light of (9).

We are interested in cases where the number of nodes
reached and activated by the initial node is infinite, repre-
senting cases where a randomly chosen node who is s-active
triggers an Ω-active global cascade. There exists a trivial
solution hs(Ω, 1) = 1 to (8) (yielding Hs(Ω, 1) = 1) for each
s ∈ ΩA, when the number of nodes reached and activated is
always finite. In other words, the underlying branching process
is in the sub-critical regime, and all activated components
have a finite size. However, when the branching process is
in the supercritical regime, there is a positive probability
the branching process will lead to an infinite component,
indicating hs(Ω, 1) = 1 for all s ∈ ΩA is not a stable solution.
In this case, ∃ s ∈ ΩA, hs(Ω, 1) < 1, which in turn yields
Hs(Ω, 1) < 1. Conservation of probability property of gener-
ating functions indicates that if there is a component reached
and turned Ω-active by the s-active seed node has infinite size,
we have PEΩ

s = limN→∞ P[XΩ
s (N) > 0] = 1−Hs(Ω, 1).

We can check the stability of the fixed point hs(Ω, 1) =
1 for all s ∈ ΩA and Ω ⊆ ΩA by the linearization of the
recursion (8) around it. This yields the Jacobian matrix J of
size 2M − 1× 2M − 1 in which

J [idx(s), idx(t)] =
∂hs(Ω, x)

∂ht(Ω, x)

∣∣∣∣
x=1

(10)

where s, t ∈ ΩA, for any given Ω ⊆ ΩA. The function idx(·)
provides a one-to-one mapping from each vector in ΩA to an
integer from 1 to 2M −1 for the purpose of matrix coordinate
indexing, where the order of such indexing does not matter to
the task at hand.

2If a s-active node can never activate an inactive neighbor to Ω-active in a
naive population, this branch will have zero Ω-active offspring. In this case,
hs(Ω, x) = 1, for all |x| ≤ 1.
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Specifically, if all eigenvalues of J are less than one in
absolute value (i.e., if the spectral radius ρ(J) of J satisfies
ρ(J) ≤ 1, the solution hs(Ω, 1) = 1 for all s ∈ ΩA and
Ω ⊆ ΩA is stable. In this case, the fraction of active nodes
will tend to zero as the number of nodes N goes to infinity for
any active seed. In contrast, if ρ(J) > 1, the trivial fixed point
is not stable, which indicates that the branching process is in
the supercritical regime. In other words, there is a positive
probability that the branching process initiated by an active
seed will lead to an infinite component of active nodes. In this
case, the fraction of active nodes will be strictly greater than
zero as the number of nodes N reaches infinity.

To further look into the implications of (10), expand
J [idx(s), idx(t)] to the following form

∞∑
k=1

pkk

⟨k⟩
(k − 1)Ft(

s

k
). (11)

We can see that in (11), the term k(k − 1) increases
monotonically as k increases, while Ft(

s
k ) could decrease

monotonically. Therefore, (11) might lead to more than one
solution (corresponding to phase transition points as ⟨k⟩
increases, i.e., the points from which the probability of emer-
gence change from zero to a positive value or vice verse), or
none at all, compared to the simple contagion models in which
only one transition point appears if exists [29], [30]. The two
transition points scenario has been reported in many previous
studies [13], [31]. The first transition indicates that only when
the connectivity of a network reach a certain value, global
cascades can exist. On the other hand, the second transition
point around high mean degree values presents when there
is too much connectivity, causing the stability of nodes to
increase. In other words, when nodes have a large number
of neighbors, it is difficult for them to get influenced by a
few active friends. In this case, these nodes are more stable in
terms of remaining in their inactive state. Consequently, the
second phase transition appears.

Finally, we conclude that the cascade threshold, i.e., the
boundary that separates the regions of parameters where
∃ s ∈ ΩA,∃ Ω ⊆ ΩA, limN→∞ P[XΩ

s (N) > 0] > 0 from the
regions where ∃ s ∈ ΩA,∃ Ω ⊆ ΩA, limN→∞ P[XΩ

s (N) >
0] = 0 is given by ρ(J) = 1. The probability of emergence of
Ω-active global cascades initiated by a s-active seed is given
by PEΩ

s = limN→∞ P[XΩ
s (N) > 0] = 1−Hs(Ω, 1).

B. Expected Size of Global Cascades

In this section, we derive the final expected global cascade
size if they exist. Consider a network that has been initially
seeded by activating a randomly chosen fraction ρs ∈ [0, 1]3

of the N nodes to s-active in the population for each s ∈ ΩA.
Let ρ0 ∈ [0, 1] denote the initial fraction of nodes in state 0.
We have

∑
s∈{0,1}M ρs = 1 and ρ0 = 1−

∑
s∈ΩA

ρs.
Let vector ρ denote the initial fraction of randomly selected

seed nodes for all states s ∈ {0, 1}M , that is, ρ = [ρs], s ∈
{0, 1}M . Let Xρ(N) be the random variable denoting the

3In the case of a single s-active seed (e.g., Section III-A), we have ρs =
limN→∞

1
N

= 0.

fraction of nodes in the population that are active given the
seed ρ. Our objective is to derive

lim
N→∞

E [Xρ(N) | Xρ(N) > 0] ,

which we denote as ES.
Our approach is similar to that used in [31]. Since the

network is locally tree-like as the network size approaches
infinity [32], we can consider it as a tree structure, where
there is a single inactive node at the top level (referred to as
the root). We label the levels of the tree from ℓ = 0 at the
bottom to ℓ = ∞ at the top. Without loss of generality, we
assume that the spreading events start at the bottom of the tree
and proceed toward the top. In other words, we assume that a
node at level ℓ + 1 can only be activated by its neighbors in
level ℓ if it is inactive.

For each s ∈ ΩA, let qs,ℓ denote the probability that a node
at level ℓ is s-active, conditioned on its parent at level ℓ + 1
being inactive. Therefore, the probability that the node at level
ℓ is inactive is given by

q0,ℓ = 1−
∑
s∈ΩA

qs,ℓ.

Our goal is to compute qs, which represents the probability
that the root node is s-active. Consequently, the probability
that the root node is active is∑

s∈ΩA

qs.

Due to the constraint that nodes cannot change their state
once they become active, q0,ℓ is monotonically decreasing as
ℓ → ∞, while

∑
s∈ΩA

qs,ℓ is monotonically increasing as ℓ →
∞4. Moreover, considering that the root node is randomly
selected, the quantity ∑

s∈ΩA

qs

also represents the expected fraction of active nodes in the
steady state of the influence propagation process.

Now, we derive qs,ℓ in a recursive manner. Let qℓ =
[qs,ℓ], s ∈ {0, 1}M . For each s ∈ ΩA, we find that

qs,ℓ = ρs + ρ0
∑
k

kpk
⟨k⟩

∑
sum(kℓ−1)=k−1

Mul(kℓ−1,qℓ−1)Fs(m)

(12)

where kℓ−1 = [ks,ℓ−1], s ∈ {0, 1}M , and ks,ℓ−1 denotes
the number of nodes that are in state-s on level ℓ − 1. The
term Mul(kℓ−1,qℓ−1) denotes the multinomial coefficient of
kℓ−1 following the multinomial distribution Multinomial(k −
1;qℓ−1). In addition, in (12), the proportion vector m =
[m1, · · · ,mM ] follows

mi =
∑
s∈ΩA

si · ks,ℓ−1/k, i = 1, · · · ,M (13)

where s = [s1, · · · , sM ].

4However, qs,ℓ may not monotonically increase as ℓ → ∞, therefore qs
is not equal to the final fraction of s-active nodes in the population in the
steady state.
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To see why (12) holds, let u be an inactive node at level
ℓ who is connected to its unique parent at level ℓ + 1. As
mentioned, qs,ℓ gives the probability that u is s-active on level
ℓ. First, we condition whether node u belongs to s-active seeds:
it is s-active w.p. (abbr. with probability) ρs, and still inactive
w.p. ρ0. Conditioned on u is still inactive and connects to an
inactive parent on level ℓ+1, as before, we then condition on
the degree of u being k which has probability kpk/⟨k⟩. Under
the assumption that nodes can only be activated by neighbors
in the layers below, node u can be influenced through the
k − 1 edges in layer ℓ − 1. Conditioned on the number of
neighbors at level ℓ− 1 in each of the 2M states being kℓ−1

w.p. Mul(kℓ−1,qℓ−1), we can obtain the probability that node
u is activated to state-s according to (6)-(7).

We are now able to compute qs. First, solving (12) in the
limit of ℓ → ∞ we can compute q∞ Using this, we then get

qs = ρs + ρ0
∑
k

pk
∑

sum(k)=k

Mul(k,q∞)Fs(m), (14)

and q0 = 1 −
∑

s∈ΩA
qs. Similarly, for a randomly selected

root node, we first condition on whether it is already s-
active w.p. ρs. In the case where it is inactive w.p. ρ0, we
further condition on its degree being k w.p. pk, and the
number of neighbors supporting each topic being k w.p.
Mul(k,q∞). Therefore, the root node is s-active w.p. Fs(m),
which concludes the derivation of (14).

With these in hand, the final fraction of active nodes in the
population is thus

ES = lim
N→∞

E[Xρ(N)|Xρ(N) > 0] =
∑
s∈ΩA

qs. (15)

The above concludes the analytical results for the prob-
ability of emergence (PE) of global cascades, the cascade
threshold, and the expected size (ES) of global cascades if
they occur. In the following sections, we will apply these
analytical results to explore how various model parameters
impact these key quantities and discuss their implications in
practical applications, such as social contagions and cascading
failures. Additionally, we will present simulation results in the
finite node regime to validate our analytical findings.

IV. CASCADE WINDOW

In this section, we explore the trade-off between the mean
degree of the network and the correlated influence on the cas-
cade threshold under MDTM. For simplicity, assume M = 2.
We use integers 0 to 3 to denote the state of adoption of neither
topic, topic-1 only, topic-2 only, and both topics, respectively.
Let w12 = w21 = w and τ1 = τ2 = 0.2. The networks are
generated using the configuration model with Poisson degree
distribution with mean degree ⟨k⟩. The red dashed lines (i.e.,
the cascade boundary in the (w− ⟨k⟩)-plane that corresponds
to the cascade threshold ρ(J) = 1) enclose the region on
the (w − ⟨k⟩)-plane where ρ(J) > 1, i.e., where global
cascades can happen. Outside the cascade window corresponds
to ρ(J) < 1, where there will be no global cascades.

We run 1,000 simulations at each (w, ⟨k⟩) point (sampled
at an interval of 0.025 along the axis of w and 0.01 along
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Fig. 2: Cascade window in the (w − ⟨k⟩) plane. The red
dashed lines representing the cascade boundary in the (w−⟨k⟩)
plane that corresponds to the cascade threshold ρ(J) = 1.
They enclose the region where ρ(J) > 1, indicating where
global cascades can occur. Conversely, the area outside the
cascade window corresponds to ρ(J) < 1, indicating the global
cascades can not occur. The degree distribution follows Poisson
degree distribution with mean degree ⟨k⟩. The parameters are
set as w12 = w21 = w and τ1 = τ2 = 0.2.

the axis of ⟨k⟩) on the (w − ⟨k⟩)-plane. In each simulation
a new network with 2,000,000 nodes is generated, and three
propagation processes each initiated by a randomly selected 1-
active, 2-active and 3-active seed are simulated, respectively.

The green color marks the region where a 1-active seed
can trigger a 1-active global cascade, and a 2-active seed can
trigger a 2-active global cascade. The hatched region marks
the space where a 1-active seed can trigger a 3-active global
cascade, and a 2-active seed can trigger a 3-active global
cascade. We can see the simulation results match the analytical
cascade boundary near perfect in a finite node regime.

In Fig. 2, we observe two phase transition points along the
average degree ⟨k⟩, corresponding to ρ(J) = 1, as implied
by (1). The first transition point indicates that global cascades
can only occur when the network’s mean degree exceeds one.
The second transition point marks the threshold in ⟨k⟩ beyond
which global cascades no longer emerge. These results suggest
a non-monotonic trend in the probability of cascade emergence
as ⟨k⟩ increases within the cascade window, which we further
explore in Sec.V.

In the yellow region, where a 3-active seed can trigger 3-
active global cascades, its upper bound along ⟨k⟩ expands as
w increases. This is due to the growing area of state-3 in the
proportion vector space as w increases. This also demonstrates
that positive correlation between the spreading topics mitigates
the effect of stability of inactive nodes as the mean degree of
the network increases.
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In contrast, within the green region, where a 1-active (or
2-active) seed node can lead to 1-active (or 2-active) global
cascades, the second transition point remains constant. This
is because when only one topic is involved in influence
propagation, the correlation becomes irrelevant, causing the
second transition point to remain unchanged when τ is fixed.
Notably, the right boundary of the green region occurs at
w = τ = 0.2, beyond which a 1-active (or 2-active) seed
node can only trigger 3-active global cascades (hatched area).
It is important to highlight that when w ≥ τ , the inequality
τ/w ≤ 1 holds. Therefore, if τ/w ≤ m1 ≤ 1, even when
m2 = 0, the inactive node will become 3-active. In this case,
if the population is initialized with a 1-active (or 2-active)
seed, any global cascades that occur will only result in 3-active
cascades An example of this phenomenon in a social contagion
context could be explained through the concept of information
mutation [33]. For instance, when a sufficient number of a
node’s neighbors like a meme, the node may modify the
original meme, creating a highly positively correlated variant.
This modified meme could spread simultaneously within the
population.

In summary, these results demonstrate that the existence of
a global cascade is a result of multiple factors, including seed
state, influence correlation, threshold τ , and the interaction
between these parameters. Our experiments demonstrate that
the analytical cascade threshold ρ(J) = 1 effectively captures
the complex dynamics among these factors.

V. IMPACT OF MEAN DEGREE AND CORRELATED
INFLUENCE ON PROBABILITY OF EMERGENCE AND

EXPECTED SIZE OF GLOBAL CASCADES

In this section, we investigate the impact of the mean
degree of the network and the correlated influence on the
probability of emergence (PE) and the expected cascade size of
global cascades (ES) initiated from a single seed. Specifically,
we compare the effects of positively correlated, negatively
correlated and independent influence on the probability of
emergence and expected global cascade size when there is
a single 3-active seed. The parameters are set as follows: for
positive correlation, w12 = w21 = 0.25; for negative corre-
lation, w12 = w21 = −0.25; and for independent influence,
w12 = w21 = 0.0. In all three cases, τ1 = τ2 = 0.25. Fig. 3
presents the results of probability of emergence of 3-active
global cascades initiated from a 3-active seed in 3(a) and
expected size (ES) in 3(b), respectively. We observe that the
simulation results closely match the analytical solutions near-
perfect. This validates our analytical findings and confirms
the usefulness of the analytical results within the finite node
regime.

In Fig. 3(a), we observe that as the mean degree of the
network ⟨k⟩ increases, both the positively correlated and
independent cases exhibit two phase transition points, with the
first transition point occurring at a mean degree of one. Addi-
tionally, the positively correlated curve demonstrates a larger
second transition point compared to the independent case.
In contrast, the negatively correlated case shows zero phase
transition points as the mean degree increases. Furthermore,

there is a non-monotonic trend in the probability of emergence
as the mean degree increases. Specifically, it first increases and
then gradually decreases to zero. This behavior highlights the
trade-off between the network connectivity and local stability
of inactive nodes as the mean degree of the network increases.
Additionally, the positively correlated case shows a higher PE
than the independent case when it is greater than zero. These
results indicate that correlated influence affects not only the
phase transition points but also the probability of emergence
of global cascades within the corresponding cascade window.

In Fig. 3(b), we observe that as the mean degree of the
network increases, the global cascade size for both the posi-
tively correlated and independent scenarios increases after the
first transition point, matching the size of the giant component
of the network when it becomes non-zero. The cascade size
then sharply drops to zero at their corresponding second
transition points. Notably, the positively correlated scenario
exhibits a larger second transition point in ⟨k⟩ compared to
the independent case.

Compared to the probability of emergence shown in Fig.
3(a), we find that correlation affects the probability of emer-
gence and the expected size of the global cascades in distinct
ways: correlation can increase or decrease PE, but it does not
impact the value of ES within the cascade window, which
equals the giant component size when global cascades occur.
This suggests that in a global cascade initiated from a single
active seed, the final scale of the spread is determined by the
number of nodes that can be reached given the underlying
network structure.

VI. DEPENDENCY BETWEEN GLOBAL CASCADES OF
DIFFERENT ACTIVE STATE SETS

In this section, we investigate dependencies between global
cascades of different active state sets. In other words, we
are interested in exploring if a global cascade for a set of
active states is observed, does this provide insights into the
probability of emergence of global cascades for other sets of
active states? To approach this question, we provide analysis
towards the conditional probability of emergence of Ω1-active
global cascades triggered by a randomly selected state-s seed,
given that a Ω2-active global cascade is triggered by a ran-
domly selected state-s seed, where s ∈ ΩA and Ω1,Ω2 ⊆ ΩA,
denoted by PEΩ1|Ω2

s . Specifically, we are interested in

PEΩ1|Ω2
s = lim

N→∞
P[XΩ1

s (N) > 0|XΩ2
s (N) > 0]. (16)

To address this problem, we apply a transformation based
on Bayes’ theorem and fundamental probability theory, which
provides us with

lim
N→∞

P[XΩ1
s (N) > 0|XΩ2

s (N) > 0]

= lim
N→∞

P[XΩ1
s (N) > 0] + P[XΩ2

s (N) > 0]

P[XΩ2
s (N) > 0]

−

P[XΩ1
s (N) > 0 ∪XΩ2

s (N) > 0]

P[XΩ2
s (N) > 0]

(17)

in which the term XΩ1
s (N) > 0 ∪XΩ2

s (N) > 0 represents a
random event where a randomly selected s-active seed node
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(a) Probability of Emergence
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(b) Expected Global Cascade Size

Fig. 3: Probability of emergence (PE) (a) and expected global
cascade size (ES) (b) of 3-active global cascades initiated from
a randomly selected node in state-3. The analysis considers
positive correlation (red): w12 = w21 = 0.25; negative
correlation (green): w12 = w21 = −0.25; and independent
influence (blue): w12 = w21 = 0. The yellow dashed-dotted
curve in (b) represents the giant component (GC) size of the
network. The thresholds are set as τ1 = τ2 = 0.25, and the
degree distribution follows a Poisson distribution with mean
⟨k⟩. The simulation consists of N = 2, 000, 000 nodes, with
each data point averaged over 1,000 independent experiments,
where a new network is generated via the configuration model
in each experiment. The analytical results (th) show a near-
perfect match with the simulation results (sim).
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Fig. 4: Cascade window for MDTM. The dashed lines enclose
the region of the (w − ⟨k⟩)-plane in which ρ(J) > 1. The
degree distribution follows Poisson degree distribution with
mean degree ⟨k⟩. The parameters are w12 = w21 = w and
τ1 = τ2 = 0.2. The analytical results (th) show a near-perfect
match with the simulation results (sim).

can lead to Ω1 or Ω2 active global cascades, which can be
equivalently expressed as XΩ1∪Ω2

s (n) > 0. With these in hand,
we have

PEΩ1|Ω2
s =

PEΩ1
s + PEΩ2

s − PEΩ1∪Ω2
s

PEΩ2
s

, (18)

where PEΩ1
s , PEΩ2

s and PEΩ1∪Ω2
s can be computed using the

method provided in Sec.III-A.
Following, we provide simulation results that validate the

analytical results in (18). Consider a case where M = 2. As-
sume that the correlation parameters are as follows: w12 = 0.3
if m2 < 0.2, otherwise 0; w21 = 0.16 if m1 < 0.12,
otherwise 0. and τ1 = 0.12, τ2 = 0.2. This correlation between
topic-1 and 2 consists of a combination of positive and
independent correlations, where the two topics are positively
correlated until the fraction of neighbors adopting the other
topic exceeds a certain threshold, beyond which the topics
become independent, providing a more general and complex
form of aggregate influence functions.

Fig. 4 presents both the analytical and simulation results
for the conditional probability of the emergence of a state-
1 global cascade, given the emergence of a state-3 global
cascade, and the conditional probability of the emergence of a
state-3 global cascade, given the emergence of a state-1 global
cascade, when the randomly selected seed is in state-3. These
probabilities are denoted by PE1|3

3 and PE3|1
3 , respectively.

The probability of the emergence of state-2 is zero under
this parameter configuration and is therefore omitted from
the analysis. For simplicity, the degree distributions of the
networks use the Poisson distribution with mean degree ⟨k⟩.
Each simulation data point in the figure is an average of 1,000
simulations, in which each simulation generates a new network
consisting of 2, 000, 000 nodes. The figure shows a good match
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between the analytical and simulation results, demonstrating
the validity of (18).

In Fig. 4, for 1 < ⟨k⟩ < 6, state-1 global cascades occur
with probability one, given the presence of state-3 global
cascades, except at ⟨k⟩ = 1.2, where the probability is
approximately 0.75. This result indicates that when ⟨k⟩ > 1.2,
the occurrence of a state-3 global cascade guarantees the si-
multaneous occurrence of a state-1 global cascade. In contrast,
if a state-1 global cascade occurs, the probability of a state-
3 global cascade is lower across the range of ⟨k⟩. These
findings are expected, as the two topics are not negatively
correlated, allowing state-1 and state-3 global cascades to
coexist significantly. Additionally, the conditions for a node
to adopt state-3 are stricter than those for state-1. Specifically,
an inactive node must have sufficient neighbors adopting both
topic-1 and topic-2 to transition to state-3, whereas it only
requires enough topic-1 neighbors to transition to state-1. This
stricter requirement for state-3 explains why PE1|3

3 > PE3|1
3 for

1 < ⟨k⟩ < 6. These results demonstrate that the emergence
of global cascades across different active states can exhibit
dependencies at the global level, driven by the topics adopted
by the states and the correlated influence between the topics.

VII. GLOBAL CASCADES WITH LARGE SEED SIZE

In this section, we analyze the influence of correlation
and the mean degree of the network on the global cascade
size when a randomly selected positive fraction of nodes is
seeded as active. Of particular interest, we aim to find out
whether positive correlation leads to an increased number
of nodes adopting both topics, as compared to independent
spreading. Nodes that adopt both topics are referred to as
hyper-active nodes (e.g., a group of consumers who purchase
multiple Apple products concurrently), in contrast to nodes
that adopt only one topic. To study the impact of independent
and positively correlated influence with large seeds on the size
of hyper-active nodes, we set parameters related to correlated
influence as follows. Assume M = 2, with the population
initially seeded with the same fraction (10%) of nodes in state-
1 and state-2, respectively. Topics 1 and 2 share the same
threshold, τ1 = τ2 = 0.2. The remaining 80% of the nodes
are initially inactive. Let the vector ρ = [ρ0, ρ1, ρ2, ρ3] denote
the initial fraction of nodes in each of the four states, yielding
ρ = [0.8, 0.1, 0.1, 0].

We compare the following two scenarios: i) Positive cor-
relation between the two spreading topics, where w12 =
w21 = 0.2. ii) Independent spreading of the two topics, where
w12 = w21 = 0. Fig. 11(a) presents the simulation results
of the final sizes of states 1 through 3 for the two scenarios.
Fig. 11(b) shows both the simulation and analytical results for
the expected global cascade size (ES), along with the giant
component size for comparison. As seen in Fig. 11(b), the
simulation and analytical results of ES show a near-perfect
match. Moreover, compared to the case analyzed in Sec. V, we
do not observe phase transition points, as a global cascade has
already been manually initiated by seeding a nonzero fraction
of nodes.

In Fig. 5(a), the size of state-3 differs between the positively
correlated and independent cases: it is higher in the former and

lower in the latter. This shows a positive correlation between
topics can increase the fraction of hyper-active nodes, which
can be explained by the fact that inactive nodes have a higher
probability of transitioning to state-3 in the positively corre-
lated scenario compared to the independent case. Furthermore,
in Fig. 5(a), for both positively correlated and independent
scenarios, the final sizes of state-1 and state-2 in the steady
state are identical. This result is expected since the parameters
are set symmetrically, i.e., ρ1 = ρ2, w12 = w21, and τ1 = τ2.

Interestingly, we do not observe a monotonic trend in the
sizes of states 1 or 2 as ⟨k⟩ increases. Specifically, the size
increases when 0 ≤ ⟨k⟩ ≤ 2 and decreases when ⟨k⟩ > 2.
In contrast, the size of state-3 monotonically increases as the
mean degree increases. This illustrates a competition between
different active states, with the competency (i.e., the probabil-
ity to activate inactive nodes in its own state, measured by the
response function of the state) of a specific active state varying
with different values of ⟨k⟩. However, the overall trend of ES
of all active nodes in Fig. 5(b) increases monotonically as the
mean degree of the network increases, due to the underlying
assumption that active nodes do not switch back to the inactive
state in this model.

Moreover, as shown in Fig. 5(b), for ⟨k⟩ ≤ 3, the global cas-
cade size exceeds that of the giant component of the network;
however, it gradually converges to the size of the giant compo-
nent after ⟨k⟩ > 3. This behavior can be explained as follows.
The randomly selected seed nodes are distributed among
connected components, including the largest component (i.e.,
the giant component). Seed nodes can activate nodes within
the respective components they reside in. For 1 < ⟨k⟩ ≤ 3,
the giant component is relatively small. As the mean degree of
the network increases, the size of the giant component grows
exponentially, thereby increasing the probability that the seed
nodes (comprising 20% of the total nodes in this case) reside
within the giant component. Consequently, the number of seed
nodes positioned outside the giant component decreases, which
reduces the probability of large-scale spreading initiated by
these nodes in other components, increasing the probability
of significant cascades occurring within the giant component.
In Fig. 5(b), the seed nodes active all the nodes within
the giant component. Additionally, we observe that both the
positively correlated and independent scenarios result in the
same expected global cascade size. As discussed in Section
IV, both the positively correlated case (i.e., w = 0.2, τ = 0.2)
and the independent case (i.e., w = 0, τ = 0.2) share the
same cascade window along the average degree ⟨k⟩ when
the initial seed is in state-1 or state-2. Thus, when a global
cascade is initiated by each individual seed node within the
cascade window, it will activate all the nodes it can reach in the
network. Consider that active nodes increases monotonically as
the spreading proceeds, consequently, the union of all activated
nodes from these seed nodes leads to the same final cascade
size in both the positively correlated and independent cases.

Fig. 6 shows the expected size of global cascades in a
different scenario. The population is initially seeded with
an equal proportion of nodes supporting state-1, state-2,
and state-3. Specifically, the parameters are set as ρ =
[0.85, 0.05, 0.05, 0.05], w12 = 0, w21 = 0.2, and τ1 = 1,
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τ2 = 0.4. This configuration indicates that the spread of topic-
1 is particularly challenging due to its high threshold, and
topic-2 does not facilitate the spread of topic-1 (i.e., w12 = 0).
However, topic-1 positively contributes to the spread of topic-
2 (i.e., w21 > 0). As shown in Fig. 6, despite seeding the
same fraction for states 1, 2, and 3, state-2 achieves the largest
final size. This outcome is expected as topic-2 has a lower
threshold, and the spread of topic-1 aids the spread of topic-
2. Additionally, the global cascade size of all active nodes is
smaller than the size of the giant component in the network
with ⟨k⟩ > 1. This result demonstrates that despite seeding a
positive fraction of nodes leading to some fraction of active
nodes, the process does not generate enough active nodes to
trigger significant cascades capable of occupying the entire
giant component as compared to the case in Fig. 5(b), due
to the high thresholds of the topics and the limited positive
correlation between them in this parameter configuration.

Furthermore, a non-monotonic trend is observed for all three
states as the mean degree increases; the cascade size first
increases and then decreases with increasing mean degree.
However, the peak cascade size occurs at different values of
the mean degree for each state: both state-1 and state-3 peak
around ⟨k⟩ = 1, while state-2 peaks around ⟨k⟩ = 2. This
behavior can be attributed to the trade-off between increasing
connectivity and stability of inactive nodes as the mean degree
of the network increases. When the number of active neighbors
is fixed, achieving a high proportion of active nodes becomes
easier when the total number of neighbors is smaller. As a
result, topics with higher thresholds tend to reach their peak
cascade size earlier along ⟨k⟩. This finding is interesting and
somewhat counterintuitive: when a topic is harder to adopt
with a high threshold, spreading it in a community with lower
connectivity may result in a larger cascade of influence.

VIII. IMPLICATIONS ON CASCADING FAILURES: IMPACT
OF INITIAL SHOCK SIZE ON THE FINAL SYSTEM SIZE

As previously discussed, when influence propagation begins
with a single seed and a global cascade occurs, it typically
spans the entire giant component of the network. However,
we observe that when a global cascade is initiated from a set
of active nodes, it does not necessarily result in a cascade
large enough to occupy a giant component. To investigate this
matter further, our next objective is to determine how the initial
seed size affects the global cascade size under different types
of topic correlations. In this section, we investigate how the
initial seed size influences the final cascade size.

We believe that our MDTM in general and this investigation
in particular can also shed light on the robustness of networks
under cascading failures. Namely, it can help reveal how the
initial shock size affect the final system size, i.e., the fraction of
nodes that survive in the steady state of the failure propagation
process [13], [31], [34], [35]. Consider a scenario where there
are M ≥ 1 functionalities that can cause node failure. Each
node in the population can be in one of 2M states, where state-
0 denotes that the node is unaffected by the failure of any of
the M functionalities in the cascading failure process, referred
to as the survival state. In contrast, the remaining 2M − 1
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Fig. 5: Simulation results of size of state 1, 2 and 3 (a),
analytical (th) and simulation (sim) results of global cascades
size (ES) (b) in the steady state when the population is initially
seeded with ρ = [0.8, 0.1, 0.1, 0.0]. Blue color denotes the
results for the independent case, where w12 = w21 = 0, and the
red color denotes the results for the positively correlated case
where w12 = w21 = 0.2. For both cases, τ1 = τ2 = 0.2. In (b),
the yellow dashed line shows the size of the giant component
of the network (labeled as GC). Degree distribution follows
Poisson degree distribution with mean degree ⟨k⟩.

states represent failure states, where each state specifies the
corresponding underlying functionalities responsible for the
failure.

The M functionalities can exhibit positive, negative, or
independent correlations. For example, a positive correlation
might occur if the failure of one functionality overloads other
functionalities within a node, increasing the likelihood of
failure due to these interconnected functionalities [36], [37].
Conversely, a negative correlation may model a scenario where
the failure of one functionality frees up resources, making
other functionalities more robust [38], [39].

Our objective is to examine how the correlation between
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Fig. 6: Global cascades size (ES) with large seed size ρ =
[0.85, 0.05, 0.05, 0.05], and w12 = 0 and w21 = 0.2, and
τ1 = 1, τ2 = 0.4. Degree distribution follows Poisson degree
distribution with mean degree ⟨k⟩. The analytical results (th)
show a near-perfect match with the simulation results (sim).

functionalities that can cause node failures affects the system
size, defined as the relative size of surviving nodes in state-
0 in the steady state. In the following analysis, we assume
each node has M = 2 underlying such functionalities. Each
data point in the simulations represents the average of 1,000
independent experiments, where each experiment generates a
new network consisting of 2,000,000 nodes.

Fig. 7 illustrates the final system size as a function of the
initial shock size under three different correlation scenarios:
(i) w12 = 1 if m2 > 0.5, 0 otherwise; w21 = 1 if m1 > 0.5
0 otherwise (ii) w12 = w21 = 0 (iii) w12 = −1 if m2 > 0.5,
0 otherwise; and w21 = −1 if m1 > 0.5, 0 otherwise.
For all cases, the thresholds are set to τ1 = τ2 = 0.8.
The correlated influence functions represent a combination
of positive and independent correlations. The network degree
distribution follows a Poisson distribution with a mean degree
of 5. Initially, the functionalities are independent, but as the
fraction of failing neighbors in the other functionality exceeds
a certain threshold, the correlations become active. This setup
demonstrates a scenario where the system remains robust
until the point where failure in one functionality significantly
degrades the robustness of the other. Additionally, the initial
shock is assumed to consist of a set of state-3 seed nodes,
which represent nodes where both functionalities have failed
(e.g., due to adversarial attacks). The results shown in Fig.
7 indicate that as the initial shock size increases, the system
size decreases for all correlation settings. However, positive
correlation leads to complete system failure with the smallest
initial shock size, compared to the independent setting. In
contrast, negative correlation enhances the system’s resilience,
mitigating cascading failure and maintain robustness against
initial shocks.

Fig. 8 illustrates the final system size when the network
follows a power-law distribution with an exponential cut-
off (e.g., air transportation network [40], internet topology
[41]) with an eye towards validating the analytical results.
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Fig. 7: Final system size as a function of attack size (i.e.,
fraction of seed nodes in state-3, denoted by ρ3) when the
functionalities that can lead to node failure contain positive
correlation (red), negative correlation (green) and independent
of each other (blue). The degree distribution follows Poisson
distribution with mean degree 5. In this experiment, there are
zero state-1 or 2 seed nodes (i.e., ρ1 = ρ2 = 0). The analytical
results (th) show a near-perfect match with the simulation
results (sim).

The power-law exponent is set to 2.5, with a cut-off value
of 10, resulting in a mean degree of 1.42. A near-perfect
match is observed between the simulation results and the
analytical predictions. In this experiment, we compare three
different correlation scenarios: (i) w12 = w21 = 0.9, (ii):
w12 = w21 = 0, (iii): w12 = w21 = −0.9. The thresholds
for all three scenarios are set as τ1 = τ2 = 0.8. Additionally,
we randomly initialize 10% of the nodes in state-1 and state-2
(i.e., ρ1 = ρ2 = 0.1). We then vary the fraction of state-3
seed nodes ρ3 from 0.1 to 0.8. As shown in Fig. 8, the impact
of correlation on the final system size follows a similar trend
across the different scenarios: positive correlation decreases
the network’s robustness to failures, while negative correlation
increases robustness compared to the independent case.

In conclusion, the results for both Poisson degree distri-
bution and power-law distribution with an exponential cutoff
demonstrate that a positive correlation between failure factors
reduces the final system size for a given attack size. In other
words, fewer nodes need to be attacked to reach the same final
system size in the positively correlated scenario, compared to
the independent and negatively correlated cases.

CONCLUSION

In this paper, we propose the multi-dimensional threshold
model (MDTM) for the simultaneous spread of multiple
correlated topics over complex networks. We provide analyt-
ical solutions for the probability of emergence, the cascade
threshold, and the expected size of global cascades when there
is a randomly selected seed node. We also provide analytical
results on the expected global cascade size when the seed is a
positive fraction of active nodes in the population. The numer-
ical results from extensive simulations validated the analytical
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Fig. 8: Final system size as a function of attack size (i.e.,
fraction of seed nodes in state-3, denoted by ρ3) when the
functionalities that can lead to node failure exhibit positive
correlation (red), negative correlation (green) and independent
of each other (blue). The degree distribution follows power-
law with exponential cutoff where the power exponent equals
2.5, and the cutoff equals 10. The mean degree is 1.42. In this
experiment, there are 10% state-1 seed nodes and 10% state-2
seed nodes (i.e., ρ1 = ρ2 = 0.1, and ρ0 = 1 − ρ1 − ρ2 − ρ3).
The analytical results (th) show a near-perfect match with the
simulation results (sim).

solution with a near perfect match. The analytical results
reveal the interplay between multiple factors in the emergence
behavior of global cascades, including the underlying network
structure, thresholds of topics and the correlation among the
spreading topics.

Utilizing the above results, it is shown that the correlation
between spreading topics affects the probability of emergence
and expected global cascade size, each in a distinct manner.
Specifically, with a single seed, a positive (negative, resp.)
correlation can increase (decrease, resp.) the probability of
emergence. However, the expected size of a global cascade is
not affected by the correlation and will occupy the entire giant
component if one exists within its cascade window. However,
if there is a large seed (i.e., the seed contains a positive fraction
of randomly selected active nodes in the population), the seed
size impacts the final expected global cascade size.

Besides, we also provide analytical solutions for the condi-
tional probability of emergence of a global cascade of a set of
active states if a global cascade of a different set of active
states exists; results show that there might be dependency
between global cascades of different active states. In addition,
we also see that there is competition between different active
states during the spreading process, and the competency of
a specific active state also varies when the mean degree of
the network is different. Moreover, we see that a positive
correlation between topics can create more hyper-active nodes
(i.e., nodes that support all topics) compared to the case where
they spread independently.

In summary, our results provide insights into understanding

complex contagions with multiple correlated contents and
help develop control and mitigation strategies for influence
propagation processes.
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and H. V. Poor, “Spreading processes with mutations over multilayer
networks,” Proceedings of the National Academy of Sciences, vol. 120,
no. 24, p. e2302245120, 2023.

[34] Y. Zhang and O. Yağan, “Optimizing the robustness of electrical power
systems against cascading failures,” Scientific Reports, vol. 6, p. 27625,
June 2016. Publisher: Nature Publishing Group.

[35] L. Chen, D. Yue, C. Dou, Z. Cheng, and J. Chen, “Robustness of cyber-
physical power systems in cascading failure: Survival of interdependent
clusters,” International Journal of Electrical Power Energy Systems,
vol. 114, p. 105374, 2020.

[36] L. D. Valdez, L. Shekhtman, C. E. La Rocca, X. Zhang, S. V. Buldyrev,
P. A. Trunfio, L. A. Braunstein, and S. Havlin, “Cascading failures in
complex networks,” Journal of Complex Networks, vol. 8, p. cnaa013,
Apr. 2020.

[37] H. Wang, H. Shen, and Z. Li, “Approaches for resilience against
cascading failures in cloud datacenters,” in 2018 IEEE 38th International
Conference on Distributed Computing Systems (ICDCS), pp. 706–717,
2018.

[38] T. Dong, F. Xue, H. Tang, and C. Xiao, “Deep reinforcement learning
for fault-tolerant workflow scheduling in cloud environment,” Applied
Intelligence, vol. 53, no. 9, pp. 9916–9932, 2023.

[39] S. S. Gill and R. Buyya, “Failure management for reliable cloud
computing: a taxonomy, model, and future directions,” Computing in
Science & Engineering, vol. 22, no. 3, pp. 52–63, 2018.

[40] R. Guimera, S. Mossa, A. Turtschi, and L. N. Amaral, “The worldwide
air transportation network: Anomalous centrality, community structure,
and cities’ global roles,” Proceedings of the National Academy of
Sciences, vol. 102, no. 22, pp. 7794–7799, 2005.

[41] M. Faloutsos, P. Faloutsos, and C. Faloutsos, “On power-law rela-
tionships of the internet topology,” in ACM SIGCOMM Computer
Communication Review, vol. 29, pp. 251–262, ACM, 1999.

IX. BIOGRAPHY SECTION

Yurun Tian received the M.S. in Electrical and Computer Engineering (ECE)
from Carnegie Mellon University (CMU) in 2021. She is currently working
towards the Ph.D. degree in ECE, CMU, Pittsburgh, PA, USA.
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