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Quick Summary of Paper
ÅWe exposethe existenceand prevalenceof 

disturbance errors in DRAM chips of today
ς110 of 129 modules are vulnerable

ςAffects modules of 2010 vintage or later

ÅWe characterizethe causeand symptoms
ςToggling a row accelerates charge leakage in 

adjacent rows: row-to-row coupling

ÅWe preventerrors using a system-levelapproach 
ςEach time a row is closed, we refresh the charge 

stored in its adjacent rows with a low probability
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1. Historical Context

2. Demonstration (Real System)

3. Characterization (FPGA-Based)

4. Solutions
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A Trip Down Memory Lane

1968 L.aΩǎ ǇŀǘŜƴǘ ƻƴ 5w!a

ÅSuffered bitline-to-cell coupling

Intel commercializes DRAM (Intel 1103)1971
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A Trip Down Memory Lane

LƴǘŜƭΩǎ ǇŀǘŜƴǘǎ ƳŜƴǘƛƻƴ άwƻǿ IŀƳƳŜǊέ2014

We observe row-to-row coupling2013

Earliest DRAM with row-to-row coupling2010

ÅSuffered bitline-to-cell coupling

Intel commercializes DRAM (Intel 1103)1971

L.aΩǎ ǇŀǘŜƴǘ ƻƴ 5w!a1968
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Lessons from History

ÅCoupling in DRAM is not new
ςLeads to disturbance errors if not addressed

ςRemains a major hurdle in DRAM scaling

ÅTraditional efforts to contain errors
ςDesign-Time: Improve circuit-level isolation

ςProduction-Time: Test for disturbance errors

ÅDespite such efforts, disturbance errors 
have been slipping into the field since 2010
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1. Historical Context

2. Demonstration (Real System)
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How to Induce Errors

DDR3

DRAM Modulex86 CPU
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1111111111. Avoid cache hits
ςFlush X from cache

2. Avoid row hitsto X
ςRead Y in another row

Y



How to Induce Errors

DDR3

DRAM Modulex86 CPU
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loop :

mov ( X), %eax

mov ( Y), %ebx

clflush ( X)

clflush ( Y)

mfence

jmp loop
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Number of Disturbance Errors

ÅIn a more controlled environment, we can 
induce as many as ten milliondisturbance errors

ÅDisturbance errors are a serious reliability issue

CPU Architecture Errors Access-Rate

Intel Haswell (2013) 22.9K 12.3M/sec

Intel IvyBridge (2012) 20.7K 11.7M/sec

Intel Sandy Bridge (2011)16.1K 11.6M/sec

AMDPiledriver (2012) 59 6.1M/sec
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Security Implications

ÅBreach of memory protection
ςOS page (4KB) fits inside DRAM row (8KB)

ςAdjacent DRAM row ĄDifferent OS page

ÅVulnerability: disturbance attack
ςBy accessing its own page, a program could 

corrupt pages belonging to another program

ÅWe constructed a proof-of-concept
ςUsing only user-level instructions
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Mechanics of Disturbance Errors

ÅCause 1: Electromagnetic coupling
ςToggling the wordlinevoltage briefly increases the 

voltage of adjacent wordlines

ςSlightly opens adjacent rows ĄCharge leakage

ÅCause 2: Conductive bridges

ÅCause 3: Hot-carrier injection

Confirmed by at least one manufacturer
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Infrastructure

Test Engine

DRAM CtrlP
C

Ie

FPGA BoardPC

15



Temperature
Controller

PC

HeaterFPGAs FPGAs



Tested DDR3 DRAM Modules

43 54 32

CompanyA Company B Company C

ÅTotal: 129

ÅVintage: 2008 ɀ2014

ÅCapacity: 512MB ɀ2GB
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Characterization Results

1. Most Modules Are at Risk

2. Errors vs. Vintage

3. Error = Charge Loss

4. Adjacency: Aggressor & Victim

5. Sensitivity Studies

6. Other Results in Paper
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1. Most Modules Are at Risk

86%
(37/43)

83%
(45/54)

88%
(28/32)

Acompany Bcompany C company

Up to

1.0×107

errors 

Up to

2.7×106
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Up to

3.3×105

errors 
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2. Errors vs.Vintage
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All modules from 2012ɀ2013 are vulnerable
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