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Introduction to the Special Issue on
Information-Theoretic Imaging

T HE idea for this Special Issue of the IEEE TRANSACTIONS

ON INFORMATION THEORY on the topic of Informa-
tion-Theoretic Imaging grew out of plans for a workshop on
Detection, Estimation, Classification, and Imaging. That work-
shop was sponsored by the IEEE Information Theory Society
and held in Santa Fe, New Mexico, in February 1999. The five
Guest Editors met at the 1998 International Symposium on
Information Theory held in Cambridge, MA, to finalize plans.
The resulting call for papers appeared in the TRANSACTIONSin
November 1998.

The last decade has seen some impressive advances in statis-
tical imaging and in statistical, model-based image processing in
general. Recent research has addressed two categories of prob-
lems: novel applications of fundamental statistical and infor-
mation-theoretic principles to imaging; and exploring optimal
and suboptimal methods for extracting information from in-
trinsically high-dimensional image data. In the first category
are topics such as hierarchical image modeling and represen-
tation, minimax analysis, robustness analysis, learning theory,
statistical pattern recognition and pattern matching, image com-
pression, inference from compressed image data, and funda-
mental performance bounds on estimation, detection, classifica-
tion, and compression. In the second category are topics such as
approximation theory for multidimensional objects, multireso-
lution data analysis, content-based indexing of image databases,
projection pursuit methods, and image reconstruction from in-
complete and noisy data, for example, from magnitude-only
Fourier data or tomographic projections.

The first goal of this Special Issue is to publish papers
addressing fundamental theoretical and computational aspects
of such problems and at the same time to raise the awareness
for such research within the information theory community.
Our long-term goal, beyond this Special Issue, is to encourage
a broad, high-quality forum for addressing imaging problems
of fundamental information-theoretic significance and to help
bridge the current significant gap between emerging, advanced
theoretical concepts and image processing practice.

The topic of information-theoretic imaging, interpreted
broadly, includes all aspects of imaging system modeling,
design, and analysis in which information theory plays a role.
A more narrow interpretation would focus on the traditional do-
main of information theory in the development of performance
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bounds, the design of systems based on data likelihoods, and
image compression. As editors we adopted the broader view.

The design and analysis of many imaging systems starts
with a model for the available data based on the physics of the
sensing modality and an underlying scene, image, or function.
Images are usually functions of two variables, but can be multi-
dimensional as in hyperspectral imaging and three-dimensional
image reconstruction. These models are quantitative, including
statistical uncertainties in the measurements. Such models are
required in order to quantify the amount of information about an
underlying function that the measurements give. A goal of this
Special Issue was to present new models and application areas
to the readers of this TRANSACTIONS. Doerschuk and Johnson
describe an estimation-theoretic approach to cryo electron
microscopy, including a detailed physical model and the unique
symmetry properties that constrain solutions. They derive
an expectation-maximization algorithm and do experiment
design based on a Cramér–Rao bound. Radio-astronomical
imaging is an application where traditional and novel imaging
algorithms may be used, as discussed by Leshem and van der
Veen. These images must be estimated while simultaneously
suppressing interfering radio signals. Tsihrintzis and Devaney
give a detailed description of models for data in diffraction
tomography. The model is in the form of a nonlinear Rytov
series, and they present methods for solving the resulting
inverse problem. Other papers in this issue include applications
in Poisson imaging (Nowak and Kolaczyk, Chrétien and
Hero), radar imaging (Chiang, Moses, and Potter, and Caprari),
hyperspectral imaging (Schweizer and Moura, and Chang), and
optical imaging (Cooper and Miller, Shusterman, Miller, and
Rimoldi, and Permuter and Francos).

Given a model of an imaging system, image formation prob-
lems are often stated as inverse problems. An inherent challenge
in such problems is dealing with ill-posedness which, arises in
most image formation problems. Most often, the image to be re-
constructed takes values in an infinite-dimensional space. If the
measurements are finite-dimensional, then in the absence of a
prior distribution on the image, the problem is ill-posed. More
rigorous definitions of ill-posedness are available in the litera-
ture and in papers in this Special Issue, including the paper by
Solo. Some form of regularization is required for such problems.
Complexity regularization methods are discussed in the paper
by Hansen and Yu and by Moulin and Liu. Hierarchical image
models provide a framework for image representation that is
often exploited in imaging problems. Li, Gray, and Olshen ad-
dress classification problems using hierarchical, multiresolution
Markov models. They use an expectation-maximization algo-
rithm to estimate model parameters. Hansen and Yu apply Ris-
sanen’s minimum description length principle to wavelet coeffi-
cients of images. They show that this method also provides good
image compression. Moulin and Liu apply complexity regular-
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ization to several data models and bound performance using an
index of resolvability. They also study the relationship to image
compression by an analogy between minimizing the expected
index of resolvability and rate-distortion theory. Nowak and Ko-
laczyk use a novel multiscale, conjugate prior distribution on
Poisson intensities. Solo presents regularization issues for sto-
chastic inverse problems, defines the modulus of continuity as
a measure of the difficulty of a problem, and obtains minimax
performance bounds in terms of this measure.

Characterizations of scenes may be more sophisticated if
more information is known. This information may be included
in prior distributions on the scenes or in deterministic con-
straints. In object recognition problems, the possible objects
may be completely or partially known. For rigid objects, the
position and orientation (pose) constitute the only uncertainty
in the characterization of the object, and likelihoods for obser-
vations are specified conditioned on the object and its position
and orientation. Shusterman, Miller, and Rimoldi take this view
of object recognition and describe a methodology for optimal
object model (or codebook) design using rate-distortion theory;
the distortion function is on the estimated orientation of the
object. If the objects are not from a known finite set, but
are constrained in some other way, then inference over that
constraint set is appropriate. Permuter and Francos derive a
model for the perspective projection of periodic patterns on
flat surfaces, and estimate parameters within this framework.
Traditionally, nonparametric models have been used for many
imaging problems. The model of Nowak and Kolaczyk is of
this type. Schweizer and Moura present a Markov random field
model for hyperspectral images, give estimation algorithms for
the model parameters, and present performance analyses for
applications to detection problems.

Given models for or prior distributions on scenes, and models
for the sensors, the derivation of algorithms often has a strong
information- theoretic background. Nowak and Kolaczyk de-
rive an alternating minimization algorithm for Poisson inverse
problems. Their multiscale model uses conjugate priors for the
Poisson rates, yielding closed-form expressions for their algo-
rithms; these priors have hyperparameters that are selected in
problem-specific ways. Chrétien and Hero derive new iterative
algorithms for maximum-likelihood estimation that converge
faster than expectation-maximization algorithms. They add a
Kullback penalty, scaled by a relaxation parameter, to the like-
lihood function and incorporate a trust region approach.

The performance of estimation problems is often quantified
using Fisher information and Cramér–Rao bounds. Several pa-
pers refer to such bounds, including Permuter and Francos. Per-
muter and Francos estimate the orientation of planar surfaces
that have periodic patterns on them and compare the perfor-
mance to Cramér–Rao bounds. A new class of bounds for shape
estimation is presented by Ye, Bresler, and Moulin. They find
confidence regions for the true shape around estimated shapes.
The probability that the true shape is in the confidence region is
bounded using level-crossing statistics. Cooper and Miller de-
scribe a framework for using mutual information to quantify
the information about target orientation obtained by a sensor,

and apply their results to infrared and video imaging. As men-
tioned above, Solo derives limits on estimation performance in
ill-posed, stochastic, inverse problems.

Image data sets are often very large, motivating the use of
compression methods for storage and transmission. Wee Sun
Lee develops a universal source coding approach to image com-
pression by optimally tiling subbands and selecting a probability
model for each tile from a finite class of models. As mentioned
above, Hansen and Yu and Moulin and Liu discuss the connec-
tion between complexity regularization and compression.

Images are used for many purposes. An important application
is classification. Li, Gray, and Olshen use nonparametric models
based on a multiscale Markov mesh for classification. Chiang,
Moses, and Potter tackle the difficult problem of classification
using radar data. For many objects of interest, a scattering center
model for radar data is appropriate. They describe such a model
for radar data, derive likelihood-based classification algorithms
based on their model, and present simulation results showing
feasability of the approach.

Detection problems often must be solved using image data.
For Schweizer and Moura, their estimation problem is a step in
the process of solving a detection problem. Chang is also inter-
ested in detection using hyperspectral imaging data, and com-
pares the use of discrepancy measures based on squared error
and relative entropy (discrimination). Caprari derives a novel
approach for target detection using a generalized matched filter
followed by an optimal detector for the output of that filter; the
approach is applied to both synthetic-aperture radar and infrared
data, using parameters and distributions estimated from training
sets.

As Guest Editors for this Special Issue, we wish to thank all
those who submitted manuscripts for consideration. Thanks also
to the many individuals who served as referees of the submitted
manuscripts. Priority has been given to manuscripts that reflect
in some way the influence of information theory and which we
hope will motivate those with interests in information theory to
apply their skills to imaging science.
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