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Abstract

The work is concerned with the location of submerged objects when a bilinear approximation to the propagation velocity profile in the ocean is used. Contrasting with isovelocity profiles, there are available multiple refracted as well as reflected rays which when resolved provide the required information to determine the range and depth source parameters. The paper establishes the Cramer–Rao bounds for the errors associated with depth and range in positioning systems for a particular configuration, considering observations in a single sensor, for a multipath channel with a bilinear velocity profile.

1. Introduction

In [9], we derived performance bounds for the localization problem for the simple channel with a single direct path between the source and the receiver. In practice, however, the propagation structure is much more complex. Under certain geometric conditions, also related to the frequency contents of the signals, the propagated field is approximated by ray theory, which predicts the existence of multiple rays between the object and the receiver. Herein, we use this approximation to model the ocean’s effect on the radiated signal. Alternative methods, using mode propagation [5], [2], or matched field processing [1], [4] have also been considered for performance analysis in location problems. By restricting attention to ray theory, we focus on relevant issues of multipath while still being able to pursue analytical and quantitative results that seem to defy other competing approaches.

Bounds for the error in delay estimation when two or three paths are present are studied in [6] and [3]. The latter work also discusses bounds for range and depth for an isovelocity propagation channel with two pathes – a direct path and either a surface or bottom bounce. This is rather unrealistic in underwater when the source/receiver pair are separated by more than a few nautical miles.

We derive bounds for the errors in range and depth estimation using a bilinear approximation to the velocity profile. We use the propagation parameterization and algorithm in [7]. Figure 1 sketches the velocity profile and the basic ray structure: refracted rays, surface and/or bottom reflected rays. The type and number of rays present depend on the specific geometry considered.

Besides the actual structure of the estimation algorithm, relevant questions regard the performance and sensitivity of the technique, namely (i) what is the associated ambiguity structure, i.e., the probability of large or decision errors; (ii) what is the “best” one can do in a mean square sense when no decision errors are made; (iii) what is the sensitivity of the technique to prior modeling assumptions.

A preliminary study of the implications of item (i) is in [8]. We will tackle here item (ii) by deriving Cramer-Rao bounds. The dependence of the bounds on geometry and environmental parameters is derived for particular configurations. This is insightful not being readily available with other approaches. It will be clear from the results that the parameterization developed here allows the consideration in a quantitative as well as qualitative way of sensitivity issues. This will be more fully explored elsewhere.
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Section 2 describes the propagation model and the algorithm presented in [7]. Section 3 applies this algorithm to a particular configuration for which we can find analytical parameterizations for the delays and derivatives of the delays with respect to range and depth. These expressions are used in section 4 to derive the Cramer-Rao bound for the range/depth variables. Section 5 summarizes the results.

2. Bilinear Velocity Profile

We assume that the ocean is a linear medium, that there is horizontal homogeneity, namely the velocity profile is a function of depth only, that there are no random fluctuations in the channel propagation, and that the medium boundaries are plane.

Using ray acoustics, and not taking into account the dispersive character of the medium, the ocean is equivalent to a parallel of delay/attenuation all pass linear filters each one corresponding to a ray between the emitting and receiving points. To preserve the analytical tractability of the problem, we consider here a bilinear profile (see Figure 1). For mediums with this type of refractive index variation, the energy is trapped about the depth of the minimum propagation velocity due to the continuous refraction of the “acoustic rays.” Contrasting with the predictions of the simple constant speed models, multiple rays are allowed to exist between given points. We group them into purely refracted rays (SOARF), surface reflected rays (SR), surface/bottom reflected rays (SBR), and bottom reflected rays (BR).

In this study, we ignore the availability of bottom reflected rays (SBR and BR). This is appropriate whenever the power loss at the ocean/bottom interface is large. The algorithm of [7] can be used in the general case that includes SBR and BR rays.

The rays are parameterized according to the number \( K \) of complete bounces about the duct’s axis. We present below several analytical expressions relating geometric parameters describing the source/receiver configuration and the installed rays. For simplicity, the expressions assume that both source and receiver are above the duct’s axis. Expressions for the general case can be found in [7].

SOARF rays:

\[
R = \frac{v_s}{g_0} \tan(\theta_s) + A_1 v_0 \left| \tan(\theta_0) \right| - \frac{v_r}{g_0} \tan(\theta_r) \tag{1}
\]

SR rays:

\[
R = \frac{v_s}{g_0} \tan(\theta_s) + A_1 v_0 \left| \tan(\theta_0) \right| - \frac{v_r}{g_0} \tan(\theta_r) \tag{2}
\]

where \( v_s, v_r, v_0, v_{sur} \) are, respectively, the velocities at the source, receiver, duct (minimum velocity), and surface levels; \( \theta_s, \theta_r, \theta_0, \theta_{sur} \) are the ray angles at the source (launching), at the receiver, at the duct, and at the surface, respectively; \( g_0, g_1 \) are the velocity gradients above and below the duct — note \( g_0 < 0 \), while \( g_1 > 0 \); \( g \) is an equivalent gradient given by the parallel combination of the two, i.e.,

\[
\frac{1}{g} = \frac{1}{g_0} + \frac{1}{g_1};
\]

\( K \) is the number of complete bounces; \( \delta \) is the sign of the receiving angle; \( A_1 \) and \( A_2 \) are

\[
A_1 = 2(K + 1) \frac{1}{g}
\]

\[
A_2 = \begin{cases} 
2K & \theta_s > 0, \theta_r < 0 \\
2(K + 1) & \theta_s, \theta_r > 0 \\
2(K + 2) & \theta_s < 0, \theta_r > 0.
\end{cases}
\]

All angles are measured clockwise with respect to the horizontal. For rays not crossing the duct, both equations have to be modified. Details are omitted.

Using Snell’s law to relate the several angles in equation (1) yields a 4th degree equation in \( \tan(\theta_s) \) from which the SOARF rays with a given value for \( K \) are determined. Proceeding similarly with equation (2), an 8th degree polynomial equation in \( \tan(\theta_s) \) is obtained. We point out that the dependence of \( A_2 \) on the signs of the emitter and receiving angles leads to separate equations for a single value of \( K \), in contrast to what happens with the SOARF rays for which the mentioned 4th degree polynomial’s roots give all the possible SOARF rays for a given \( K \).

The number of eigenrays between any two given points is a complex function of their particular location, but it varies between 0 and 4 for SOARF rays, and 0 and 8 for surface-reflected rays.

Finally, the propagation parameters are easily parameterized in terms of the launching angle. Here, we will not consider the variation of the attenuation parameter, so that of concern is only the path delay. The complete treatment will be provided elsewhere.

For SOARF rays,

\[
\tau(\theta_s) = \tau_s + 2(K + 1)(\tau_0 + \tau_1) + \tau_r \tag{5}
\]

where

\[
\tau_s = \frac{\tau}{g_0} F(c_s), \quad \tau_1 = \frac{1}{|g_1|} F(c_0), \quad \tau_r = -\frac{\tau}{g_0} F(c_r)
\]

where we used the short-hand notations

\[
c_s = \cos(\theta_s), \quad F(x) = \ln \left| \frac{1 + \sqrt{1 - x^2}}{x} \right|
\]
For SR rays the delays are determined in a similar manner. The general expression (for rays that cross the duct) is:

$$\tau(\theta_s) = \tau_s + 2(K + 1)(\tau_0 + \tau_1) - A_2\tau_{sur} + \tau_r \tag{8}$$

where

$$\tau_{sur} = \frac{1}{V_0}\mathcal{F}(c_{sur}). \tag{9}$$

3. Equal Source/Receiver Depth

There are configurations for which the results are particularly simple. We discuss in this section one of these, namely when source and receiver are located at the same depth. Other configurations for which analytical results can be obtained include those where either source or receiver are at the surface, and those where either one is at the duct axis. Lack of space prevents us from pursuing these here.

For equal depth, $v_s = v_r$, which implies $|\theta_s| = |\theta_r|$. Substituting in equation (1), we get for the SOFAR direct ray:

$$R = \frac{2v_s}{g_0}(1 + \epsilon) \tan(\theta_s) \tag{10}$$

and for the other SOFAR rays,

$$R = \frac{v_s}{g_0}(1 + \epsilon) \tan(\theta_s) + v_0 A_1 |\tan(\theta_0)|. \tag{11}$$

Working with (2), leads for the surface reflected rays

$$R = \frac{v_s}{g_0}(1 + \epsilon) \tan(\theta_s) + v_0 A_1 |\tan(\theta_0)| + \frac{v_{sur}}{g_0} A_2 |\tan(\theta_{sur})| \tag{12}$$

while for the “direct” surface ray

$$R = \frac{2v_s}{g_0} \tan(\theta_s) + 2 \frac{v_{sur}}{g_0} |\tan(\theta_{sur})|. \tag{13}$$

In the above equations, the parameter $\epsilon$ stands for

$$\epsilon = \begin{cases} 
1 & \theta_s, \theta_r < 0 \\
-1 & \theta_s, \theta_r > 0.
\end{cases} \tag{14}$$

After algebraic manipulations, we obtain the parameterizations for the angles and delays in Tables I and II. Table III shows the derivatives of the SOFAR launching angles. Lack of space precludes the presentation here of the equations for the derivatives of the launching angles of the SR rays. The derivatives of the delays with respect to range $R$ and depth $Y$ are in Table IV. In Tables I ~ IV symbol * signals the direct rays (those that do not cross the duct), and $\gamma$ stands for the signal of the launching angle.

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>Angle $(\frac{\delta}{\delta R} \tan(\theta_s))$</th>
</tr>
</thead>
<tbody>
<tr>
<td>*</td>
<td>$\theta_s = \tan^{-1}\left(\frac{A_2}{A_1}\right)$</td>
</tr>
<tr>
<td>-1</td>
<td>$\theta_s = \cos^{-1}\left(\frac{A_1 v_{sur}}{(R^2 + v_{sur}^2)^{1/2}}\right)$</td>
</tr>
<tr>
<td>1</td>
<td>$a_0 + a_1 z + a_2 z^2 = 0$</td>
</tr>
<tr>
<td></td>
<td>$a_0 = R^2 - A_1^2(v_{sur}^2 - v_0^2)$</td>
</tr>
<tr>
<td></td>
<td>$a_1 = -4R^2 v_{sur}$</td>
</tr>
<tr>
<td></td>
<td>$a_2 = v_{sur}^2(A_1^2 - A_2^2)$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>Angle $(\frac{\delta}{\delta R} \tan(\theta_s))$</th>
</tr>
</thead>
<tbody>
<tr>
<td>*</td>
<td>$\theta_s = \tan^{-1}\left(\frac{R^2 + A_1^2(v_{sur}^2 - v_0^2)}{4 R^2 g_0}\right)$</td>
</tr>
<tr>
<td>-1</td>
<td>$a_0 + a_1 z + a_2 z^2 = 0$</td>
</tr>
<tr>
<td></td>
<td>$a_0 = X^2 - 4A_1^2(R^2 v_{sur}^2 - v_0^2)$</td>
</tr>
<tr>
<td></td>
<td>$a_1 = 8 R^4 g_0^2[2A_1^2(v_{sur}^2 - v_0^2) - X]$</td>
</tr>
<tr>
<td></td>
<td>$a_2 = 16 R^4 g_0^2[2R^2 v_{sur}^2 - Y] + 2XY - 4A_1^2 R^2 v_{sur}^2$</td>
</tr>
<tr>
<td></td>
<td>$a_3 = 8 R^4 g_0^2(2A_1^2 v_{sur}^2 - Y)$</td>
</tr>
<tr>
<td></td>
<td>$a_4 = Y^2 - 16A_1^2 R^2 v_{sur}^2$</td>
</tr>
<tr>
<td></td>
<td>$X = R^2 + A_1^2(v_{sur}^2 - v_0^2) - A_2^2(v_{sur}^2 - v_0^2)$</td>
</tr>
<tr>
<td></td>
<td>$Y = v_{sur}^2[A_1^2 + \frac{1}{g_0^2}(4 - A_2^2)]$</td>
</tr>
</tbody>
</table>

### Table II.A — SOFAR Delays.

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>$\tau$</th>
</tr>
</thead>
<tbody>
<tr>
<td>*</td>
<td>$-\frac{g_0}{2Y} \mathcal{F}(c_s)$</td>
</tr>
<tr>
<td>-1</td>
<td>$A_1 \ln\left(\frac{R^2 + v_0 A_1}{R - v_0 A_1}\right)$</td>
</tr>
<tr>
<td>1</td>
<td>$\frac{g_0}{2Y} \mathcal{F}(c_s) + A_1 \mathcal{F}(c_0)$</td>
</tr>
</tbody>
</table>

### Table II.B — SR Delays.

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>$\tau$</th>
</tr>
</thead>
<tbody>
<tr>
<td>*</td>
<td>$-\frac{g_0}{2Y} \mathcal{F}(c_s) + A_2 \mathcal{F}(c_{sur})$</td>
</tr>
<tr>
<td>-1</td>
<td>$A_1 \mathcal{F}(c_0) + A_2 \mathcal{F}(c_{sur})$</td>
</tr>
<tr>
<td>1</td>
<td>$\frac{g_0}{2Y} \mathcal{F}(c_s) + A_1 \mathcal{F}(c_0) + A_2 \mathcal{F}(c_{sur})$</td>
</tr>
</tbody>
</table>

### Table III — SOFAR Angle Derivatives.

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>SOFAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>*</td>
<td>$\frac{\delta \theta_s}{\delta R} = \frac{a_1}{2Z_0}$</td>
</tr>
<tr>
<td></td>
<td>$\frac{\delta \theta_s}{\delta Y} = \frac{R Z_0}{2Z_0^2}$</td>
</tr>
<tr>
<td>-1</td>
<td>$\frac{\delta \theta_s}{\delta R} = \gamma(R^2 + v_{sur}^2 A_1)/(R^2 - A_1^2(v_{sur}^2 - v_0^2))^{1/2}$</td>
</tr>
<tr>
<td></td>
<td>$\frac{\delta \theta_s}{\delta Y} = -\gamma(R^2 + v_{sur}^2 A_1)/(R^2 - A_1^2(v_{sur}^2 - v_0^2))^{1/2}$</td>
</tr>
<tr>
<td>1</td>
<td>$\frac{\delta \theta_s}{\delta R} = -\frac{4 R^2 v_{sur} + 2X Y}{2 Z_0^2 R^2}$</td>
</tr>
<tr>
<td></td>
<td>$\frac{\delta \theta_s}{\delta Y} = -\frac{Z_0^2 R^2}{2 Z_0^2 R^2 + 2 X Y}$</td>
</tr>
</tbody>
</table>
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Table IV.A — SOFAR Delay derivatives.

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>SOFAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\ast$</td>
<td>$\frac{\partial \tau}{\partial R} = -\tan(\theta_s) \frac{\partial \theta_t}{\partial R} \frac{A_1}{\sin(\theta_s)}$</td>
</tr>
<tr>
<td></td>
<td>$\frac{\partial \tau}{\partial Y} = -\tan(\theta_s) \frac{\partial \theta_t}{\partial Y} \frac{2}{\sin(\theta_s)}$</td>
</tr>
<tr>
<td>$-1$</td>
<td>$\frac{\partial \tau}{\partial R} = \left( R^2 + \frac{A_1^2}{2} \right)^{1/2} \frac{A_1}{\sin(\theta_s)}$</td>
</tr>
<tr>
<td>1</td>
<td>$\frac{\partial \tau}{\partial R} = \tan(\theta_s) \frac{\partial \theta_t}{\partial R} \left[ - \frac{2}{\sin(\theta_s)} \frac{\sin(\theta_s)}{\sin(\theta_s)} \right] + \frac{A_1}{\sin(\theta_s)}$</td>
</tr>
<tr>
<td></td>
<td>$\frac{\partial \tau}{\partial Y} = \tan(\theta_s) \frac{\partial \theta_t}{\partial Y} \left[ - \frac{2}{\sin(\theta_s)} \frac{\sin(\theta_s)}{\sin(\theta_s)} \right] + \frac{A_1}{\sin(\theta_s)}$</td>
</tr>
</tbody>
</table>

Table IV.B — SR Delay derivatives.

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>SR</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\ast$</td>
<td>$\frac{\partial \tau}{\partial R} = \tan(\theta_s) \frac{\partial \theta_t}{\partial R} \left[ - \frac{2}{\sin(\theta_s)} \frac{\sin(\theta_s)}{\sin(\theta_s)} \right] + \frac{A_1}{\sin(\theta_s)}$</td>
</tr>
<tr>
<td></td>
<td>$\frac{\partial \tau}{\partial Y} = \tan(\theta_s) \frac{\partial \theta_t}{\partial Y} \left[ - \frac{2}{\sin(\theta_s)} \frac{\sin(\theta_s)}{\sin(\theta_s)} \right] + \frac{A_1}{\sin(\theta_s)}$</td>
</tr>
<tr>
<td>$-1$</td>
<td>$\frac{\partial \tau}{\partial R} = \tan(\theta_s) \frac{\partial \theta_t}{\partial R} \left[ - \frac{2}{\sin(\theta_s)} \frac{\sin(\theta_s)}{\sin(\theta_s)} \right] + \frac{A_1}{\sin(\theta_s)}$</td>
</tr>
<tr>
<td>1</td>
<td>$\frac{\partial \tau}{\partial R} = \tan(\theta_s) \frac{\partial \theta_t}{\partial R} \left[ - \frac{2}{\sin(\theta_s)} \frac{\sin(\theta_s)}{\sin(\theta_s)} \right] + \frac{A_1}{\sin(\theta_s)}$</td>
</tr>
<tr>
<td></td>
<td>$\frac{\partial \tau}{\partial Y} = \tan(\theta_s) \frac{\partial \theta_t}{\partial Y} \left[ - \frac{2}{\sin(\theta_s)} \frac{\sin(\theta_s)}{\sin(\theta_s)} \right] + \frac{A_1}{\sin(\theta_s)}$</td>
</tr>
</tbody>
</table>

To use these results, we determine the values of $K$ that occur for a given source/receiver configuration. For a given value of $K$ and for fixed depth $Y$ of the source and receiver, there is an interval of $R$ where either SOFAR or SR rays with the given value of $K$ exist. Figure 2 shows a plot of $R$ as a function of $\theta_s$. This plot, parameterized by $\epsilon$, indicates the ranges and types of rays that can exist with a given launching angle $\theta_s$. As mentioned earlier, at a given range there exists in between 0 and 4 rays. For a given $K$, the interval of $R$, $R_{\text{int}}(K)$, for which at least one ray exists, is determined from the above equations. Figure 3 shows a plot of the number of SOFAR rays, the horizontal axis is horizontal distance while the vertical axis is the depth common to both receiver and emitter. One should note that although there may be up to 4 SOFAR rays and up to 8 surface rays, these do not always correspond to distinct time delays and consequently to the parameter $P$ in the propagation model of section 2. Namely, the time delay for the two rays with $\epsilon = -1$ is independent of the sign of the launching angle so that they are seen as the same arrival. These rays are not counted twice in plot 3.

4. Cramer Rao Bound

The Cramer-Rao bound (CRB) is presented for the configuration of section 3. Note that the bound is developed for a single sensor, so that range and depth information is recovered from the interpath delays, not from the wavefront curvature. The bounds for the latter case and using a single direct path propagation model were developed in [9]. The signal received at the sensor of known localization is

$$r(t) = z(t) + n(t), \quad t \in T$$

$$z(t) = \sum_{p=1}^{P} a_p s(t - \tau_p)$$

where the propagation parameters $a_p$, $\tau_p$, and $P$ all depend on the source location vector $\Theta = [R, Y]$. Differences in attenuation coefficients are neglected except for a surface reflection coefficient whose magnitude may be taken smaller than 1. The CRB is [10]

$$\text{CRB}(\Theta) = J(\Theta)^{-1}$$

where $J(\Theta)$ is the Fisher Information matrix (FIM). For sampled observations, $J(\Theta)$ is given asymptotically by [11], [3]

$$[J(\Theta)]_{ij} = N \frac{4}{\pi} \int_{0}^{2\pi} \left[ \frac{\partial \delta R(\omega)}{\partial \theta_i} \frac{\partial \delta R(\omega)}{\partial \theta_j} \right] d\omega.$$  

Note that $\delta R(\omega)$ is the power spectral density (psd) of the received signal which is a discrete time signal; $N$ is the number of samples, related to the time bandwidth product by $N = 2BT$, $B$ being the single-side bandwidth in Hz. It is easy to see that

$$\text{CRB}(\Theta) = \frac{\partial D^T}{\partial \Theta} \text{CRB}(D)^{-1} \frac{\partial D}{\partial \Theta}$$  
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where CRB(D) is the CRB for the estimation of the delays \( \{\tau_p\}_{p=1}^P \), and \( \frac{\partial D}{\partial \Theta} \) is the Jacobian matrix:

\[
\frac{\partial D}{\partial \Theta} \triangleq \begin{bmatrix}
\frac{\delta \tau_1}{\delta R} & \frac{\delta \tau_1}{\delta Y} \\
\vdots & \vdots \\
\frac{\delta \tau_P}{\delta R} & \frac{\delta \tau_P}{\delta Y}
\end{bmatrix}
\]

(19)

For additive noise, uncorrelated with the transmitted signal, \( S_s(\omega) = S_x(\omega) + S_n(\omega) \), where \( S_n(\omega) \) is the psd of the noise and

\[
S_x(\omega) = \sum_{i=1}^P a_i a^T E(\omega)
\]

where \( a = [a_1, \ldots, a_P] \), and

\[
[E(\omega)]_{ij} = e^{j\omega(\tau_i - \tau_j)}, \quad i, j = 1, \ldots, P.
\]

(21)

In (20), \( S_s(\omega) \) is the psd of \( s(t) \). Differentiating with respect to \( \tau_i \) yields the following expression for the FIM of the delays:

\[
J(D) = \text{diag}\{a_i\} K \text{diag}\{a_i\}
\]

(22)

where

\[
[K]_{ij} = \sum_{p=1}^P \tau_p^2 \int \frac{\omega^2 S_n(\omega)^2}{S_x(\omega)} \sin(\omega(\tau_p - \tau_i)) \sin(\omega(\tau_p - \tau_j)) d\omega.
\]

(23)

The CRB for the range and depth are shown in figures 4 to 7, for signal and noise with flat spectrum in a bandwidth \( B \),

\[
S_s(\omega) = S_0, \quad S_n(\omega) = N_0, \quad |\omega| < 2\pi B.
\]

(24)

The following nominal values, that may correspond to a deep ocean situation, were used: velocity profile \( v_0 = 1480 \text{ m/s}, g_0 = -0.35 \text{ s}^{-1}, g_1 = 0.16 \text{ s}^{-1} \); duct depth \( Y_{\text{duct}} = 914 \text{ m} \); bottom depth \( Y_{\text{bottom}} = 5000 \text{ m} \). Tables V and VI give the geometries for which the CRB's were computed and the resulting values for the delays (s), attenuations, and delays' derivatives (s/m).
The plots show the normalized variances

\[
\text{var}(R) = 10 \log \left( \frac{N \text{ CRB}(R)}{R^2} \right) \\
\text{var}(Y) = 10 \log \left( \frac{N \text{ CRB}(Y)}{Y^2} \right)
\]

(25)

as functions of the signal to noise ratio $\text{SNR} \triangleq S_0/N_0$. We emphasize that due to the normalization by the (square of the) value of the parameters the plots display (the square of) relative errors. For a given value of the time – bandwidth product, i.e., of the number of data points, $N$, the values of the Cramer-Rao bounds $\text{CRB}(\Theta)$ are given by the numerical values shown in the graphics translated by minus 10 log($N$)dB. Useful estimates correspond to values of the normalized CRB below 0 dB – which for $N \sim 100$ would correspond to relative errors in the order of 10%.

Since similar values for the normalized CRB’s are obtained for range and depth, we chose to represent only the range CRB plots.

6. The isovelocity model with a reflected and a refracted pathes predicts a monotonic improvement of the CRB’s with depth, while that is not at all clear with the bilinear profile.

This work is a step in the direction of analyzing the impact on localization performance of depth inhomogeneity. It remains as a topic of further study the implications of range dependency of the velocity profile on the performance of localization systems.
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