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Abstract than the general processor. An ASIP can be far more
customized to an application or small set of applica-

Power consumption is an increasingly important conions but yet be programmable.

sideration in the design of mixed hardware/software Behavioral Description
systems. This work defines the notion of instruction
subsetting and explores its use as a means of reducing
power consumption from the system level of design
Instruction subsetting is defined as creating an applica
tion specific instruction set processor from a more ger
eral processor, such as a DSP. Although not as effectiye

ASIC ASIP

as an ASIC solution, instruction subsetting provides Most < > Least
much of the power savings while maintaining some Customized Customizeg
level of programmability. Instruction set choice Figure 1. The Range of Implementation Styles

strongly affects the savings. We synthesized 5 ASIPS ™ This paper explores the design space available
through place and route and found that a poorly choseetween the general purpose processor and ASIC

instruction set may consume more than 4 times th@esign styles mainly with the goal of power reduction.
energy of an ASIP with a proper instruction set choicep pehavioral description of a processor includes

This finding will allow designers to consider anotherdescriptions of all of its instructions. We could use an
set of trade-offs in their hardware/software desigroff-the-shelf version of the processor, or synthesize it
space exploration. using behavioral synthesis techniques. Alternately, we
d . could determine a suitable subset of the instructions

Introduction for the application at hand, and synthesize an ASIP that

_ ~only implements that subset. This process, called
The performance of a fully customized ASIC designjnstruction subsettingtypically reduces the area, criti-

can be optimized in terms of a variety of parameterga| path, and power dissipation of the implementation,
such as critical path, execution speed, area, or poWgphile partially retaining its programmability.
dissipation. Programmable implementations may not |nstruction subsetting is an aspect of hardware
be optimized for any of the performance parametergoftware codesign in that it provides for performance
but can be reprogrammed for a variety of applicationsyrade-offs between the software application to be exe-
This work defines the notion a@fistruction subsetting cyted and the underlying hardware architecture specifi-
and uses it as a technique to trade-off performance arga”y designed to execute it.
programmability. Key to this approach is the use of behavioral intel-
Consider the range of implementation stylesiectual property (IP), specifically that of a general or
shown in Figure 1. If we have a behavioral descriptionpsp processor. Given such behavioral IP, new tech-
or a software program, that is to be implemented, th@jques for creating of a range of ASIPs for custom low
system can be designed as software running on a gefower system design can be developed. Not only will
eral purpose processor (GP), as software on a DSP prye power dissipation be reduced, but the ASIP will
cessor, as an application specific instruction sektjl| be programmable (although with a more limited
processor (ASIP), or as an application specific inteinstruction set). Thus we can trade off the reduced
grated circuit (ASIC). These alternate implementation%ower of an ASIC with the programmability of an
represent a trade-off of the level of customization anghs|p. Unlike [Ing94], we will begin with a defined
programmability of the implementation. Clearly, aninstruction set and simply remove unneeded instruc-
ASIC implementation has fully customized datapathgjons rather than synthesizing a new instruction set
and control logic, but it is not programmable. At thepased specifically on the needs of the target applica-
other end of the scale, a GP has little or no customizegyn.
logic for the application at hand. For signal processing  This paper describes the results of an experiment
applications, a DSP is a more customized architecturgy characterize the design space and trade-offs avail-
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able when using the instruction subsetting technique. while the datapath portions are synthesized with Cas-
cade Design Automation’s Epoch [Cas97]. The designs

Approach were mapped to 0.5 micron CMOS technology. Epoch
is also used to place and route the entire design. Power

Research in computer-aided design techniques far Scheduled Behavioral Verilog
mixed hardware/software systems has begun to focus
on reducing the power consumption of the systems
being produced. Attention has been focused on redug- Dasys’ Hardware
ing transition counts in the logic hardware using Rapidpath Allocation
behavioral synthesis techniques [Rag94][Meh96]
reducing memory accesses [Cat97], code generatign / \ Logic and
[Tiw94][Sri96], and shutting down unused parts of a S_ynopsys’_ Cascade’s Dé?tapath
system [Mon96]. Our goal is to examine power trade; | DesignCompiler Epoch S :
. . . ynthesis

offs that can be made in the exploration of the design \_/
space.

Consider the design of a 4-tap finite impulse Cascade’s Plg%itaend
response (FIR) filter. The most customized implement Epoch
tation of it is an ASIC that only executes this FIR filter.
The least customized, as illustrated on the right of Gate Level Verilog with Back-annotated
Figure 1, is with a general processor. For our experi- Delay and Capacitance
ments, the GP design is a partial implementation of the Figure 2. High-level design flow
Motorola M68HC11 8-bit microcontroller [Mot91]

that will execute 77 different instructions. Between®Stimates were obtained from the gate level Verilog

those extremes, we have implemented three instructioffith timing and capacitance data back-annotated from
subsets of the Motorola DSP56000 [Mot90] 24-bit dig-t€ Placed and routed design. An in-house simulation-
ital signal processor (executing 36, 19, and 11 instruc?@sed power estimation tool [Pur96] was used.

tions). These designs can be thought of as a DSP and ©Ur FIR filter is a baseline design; the ASIC and
two increasingly customized ASIPs. A second versiorf’€ smallest DSP and GP ASIPs were designed specifi-
of the M68HC11 was also created (executing only 24:al_ly to execute this filter aIgonthm_. Fuller implemen-
instructions). This corresponds to an ASIP version ofations of the DSP and GP architectures, where we

the M68HC11. Each design and the environment usefave implemented larger subsets of their instructions,
to synthesize each design is described below. allow us to measure the incremental changes in power

The smaller M68HC11 design implemented omydissipation_ Wh_en using larger ASIPs. Although several
the 24 instructions used in a hand-designed FIR prg?ther applications were programmed on the proces-
gram, while the larger design (77 instructions) imple-SOrS: the FIR filter remains the only application compa-

mented the instructions needed for an FFT prograrfi@Ple with the ASIC.
[Wil94]. Note that care must be taken in comparing the :
raw results of these designs with the other designs, Results and AnaIySIS
since the datapath for these is 8-bits wide while the Table 1 presents the physica| characteristics for
others have 24-bit datapaths. each design used in our experiments. The design
The smallest DSP56000 design (11 instructionshames appear in the first column of the table. The sec-
corresponded to the instructions used in a handond column shows the size of the design, placed and
designed FIR program. The second design (19 instrugouted in a 0.5 micron static CMOS process. The tran-
tions) implemented the instructions necessary for agistor counts presented in the third column are divided
FFT algorithm[Mot92]. The third design (36 instruc- petween logic transistors and memory. Like the 56K,
tions) implemented the instructions needed to impleg|| the DSP designs contain 9KB of memory, divided
ment a portion of the SPHINX-III speech recognitionequa”y among an instruction memory and two data
front-end [Wei97] as determined by compiling the memories. The ASIC design contains only 6KB of
original C code. memory, as it does not require an instruction memory.
All six designs were implemented with the design  The critical path of the design, shown in the fourth
flow shown in Figure 2. Scheduled behavioral |eve|co|umn, represents the minimum clock period for the
Verilog is input to DASYS’ RapidPath [Das97], which design as determined by Cascade's TACTIC static tim-
allocates hardware for the design. The controller of thehg analyzer. The fifth column, time per datum, shows
register-transfer level Verilog is passed through Synopthe amount of time needed to complete one FIR itera-
sys’ Design Compiler [Syn97] for logic synthesis, tion. The HC designs do not directly support signed
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multiplication, and therefore have significantly longer Table 2 shows the energy consumption for all our
time per datum. The sixth and seventh columns showlesigns running the 4 tap FIR filter (fir4). Both normal
the number of instructions supported by each desigand voltage scaled energy results are presented. From
and the percentage of the total instruction set this contolumn two, we can see that the DSP36 design con-
prises, respectively. sumes 44.6 nJ per iteration, while the DSP19 design
consumes only 34.3 nJ for the same amount of work. If

Table 1: Physical Design Characteristics the DSP19 design is voltage scaled to operate at the

same speed as the DSP36 design, energy consumption
Chip # of Critical Time/ % of .
Design | Area | Trans- | Path | Datum I:S?rf Total | drops to 29.8 nJ. Clearly, there is a trade-off to be
(mm2) | istors (ns) (ns) “| Instr made here. If we only want to run 4-tap FIR filter,
there is a significant benefit to using the smallest
ASIC 17.76 174,692| 38 152 N/A N/A . . .
+6KB implementation available.
SRAM
Table 3: Energy Consumption for DSP Designs
DSP11 30.8 179,099 66 464.1 11 17.74%
+9KB
SRAM Ener Scaled Ener Scaled Ener Scaled
pergy Energy pergy Energy pergy Energy
DSP19 | 80.91 | 355821 90 630 19 30.65%| | pesign | Datwm | P& | patum | P | patwm | _Pe'
+ 9KB Datum Datum Datum
SRAM My | 0 ey | 0D
@) 1 diy | @D @iay | @D (hid)
DSP36 | 85 411,865| 102 714 36 58.06%
+9KB DSP11 79.24 46.58 N/A N/A N/A N/A
SRAM
DSP19 142.61 124.23 640.1] 557.66 449.63 39165
HCc24 | 1.6 16,905 | 26 6,732 | 24 7.74%
DSP36 | 205.23| 20523 61854 61854 48298  482[98
HC77 | 4.25 33483 | 28 7219 | 77 24.84%

Whil Id t that th itical path d Table 3 shows similar data for other applications
lie we would expect that the critical paihs an running on the DSP ASIPs. The other applications

transistor counts would increase at a steady rate 33sted were: a 64 tap FIR filter (fir64), a 64 point FFT

more instructions are added, we see a jump in the crit e ; :
. (fft), and a 64 tap adaptive least mean square filter
cal path for the DSP designs at the DSP19 ASIP. Th'gms). The N/As in the DSP11 row under the fft and

is accounted for by the significantly larger amount of, ms columns are present because the ASIP did not con-

E?Ft,rfé !{(r)]gic _int_rotduged dbe;vvteen thteh Dgspéig aNGain all of the instructions needed to run the ffit and Ims
an 1s introduced between the an rograms as implemented. The program could of

DSP36 designs as a result of the two additiona ourse be rewritten to run on the smaller ASIP, but

required by the fft application. The majority of the enerav overall
changes made between the DSP19 and DSP36 designs ?5)_/00 :
are additional datapath items. This is also reflected in
the transistor count. As expected, implementing more

40.00

35.00

instructions in a design increases physical characteris- =
tics like design and critical path. g 0%
E 25.00
Table 2: Energy Consumption per Datum for fir4 § 20.00
—56k
3 15.00 Energy/Datum
\oltage Scaled %
Design Energ)gil?%tum (n9) Energy/Datum (nJ) S 10.00
(fir4) -8-56k Scaled
5.00 Energy/Datum
AsIC 6.11 1.33 (@ 1.4V) 0.00
0.00% 20.00% 40.00% 60.00%
DSP11 20.07 11.80 (@2.3V) Percent of Instuction Set Implemented
DSP19 34.30 29.88 (@ 2.8V)
Figure 3. Energy and Voltage Scaled Energy of
DSP36 44.64 44.64(@3V) 56k Based ASIPs running fir4.
HC-Fir subset 62.36 58.27 (@2.9V) The cost of programmability, as determined by
p— 15316 153.16 (@ 3V) energy consumption, can be measured by looking at
' ' the energy consumed over the entire design space. The

trade-off in energy consumption as compared to the
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percentage of the instruction set implemented for thelominated by multiply-accumulate instructions, while
DSP designs running fir4 is shown in Figure 3. Boththe fft and Ims programs contain large numbers of
voltage scaled and unscaled measurements are pnaove and loop control instructions.

sented. The point at 0% of the instruction represents Beginning with the DSP36 ASIP, the power sav-
the ASIC. Moving from the ASIC to the minimum FIR ings for the FIR applications increases an average 17%
implementation more than triples the amount of energyhen scaling to the 19 instruction design. Moving to
consumed in this architecture. The slope then increaseése DSP11 design yields an additional 22% gain in the
moving from the DSP11 to DSP19 designs, meaningon-voltage scaled case. For the 6811 based designs, a
the cost of adding this additional programmability is58% improvement in energy consumption was seen
higher than that experienced by moving away from thenoving to the smaller ASIP in the non-voltage scaled
customized design. This can be attributed to the addase. Voltage scaling increases the improvement in the
tional datapath and control logic needed to support th&ér4 program to 73% in the DSP designs and 60% in the
additional addressing modes required by the fft, andHC designs. Again, we see a strong benefit from using
accounts for the knee in the curves. Beyond this pointhe minimum instruction set as required by the applica-

the curve increases at a much lower rate, as much abn.
the complicated control logic and datapath elements °”
are present in the design. The shape of the curves will
of course be highly dependent on the particular
instructions present in the design. By creating our o
ASIPs moving from simple to more complex DSP pro-

grams, we attempt to add instructions in the order ofg "
general application usefulness. < .

0.06

=—w—56k Energy/Datum (fir

—@—b6k Scaled Energy/Dat
(fird)
=gr=6811 Energy/Datum (fi

6811 Scaled
Energy/Datum (fir4)

=56k Energy/Datum (fi

—s—56k Scaled Energy/Dat
(fir64)

—a— 56k Energy/Datum ~-2~~56k Energy/Datum (ff
007 (fira) oo
—e—56k Scaled ~—56k Scaled Energy/Dat
Energy/Datum (fi  f (ffy
46811 Energy/Datu 001 ==—56k Energy/Datum (Ims
(fir4) —e—b6k Scaled Energy/Dat
—a—6811 Scaled ) 000 ‘ ‘ ‘ ‘ ‘ ‘ ‘ (Ims)
Energy/Datum (fl U 20% 30% 40% 50% 60% 70% 80% 90% 100%
5 —+-56k Energy/Datum Instruction Set Util i
2 (fir64)
<]
So “_Ef]‘;;;‘féfadmm (f Figure 5. Power per datum.compa.lr'ed to percentage
w56k Energy/Datum of ASIP instructions utilized.
. ;g‘ksCa,ed Power consumption seems to track linearly with
Energy/Datum (ff  t the instruction set utilization of the ASIPs, higher utili-
gD zations tend to lower power consumption. Instruction
o e wam, —-—gsksaciﬂDedt | set utilization is defined to be the number of instruc-
% Instruction negyPaum (% tions used in a program divided by the number of
Figure 4. Power consumed per datum across all instructions in the ASIP. The fir4 application uses all
designs and applications 11 instructions in the DSP11 processor, and therefore

The rate of increase in power consumption willhas a utilization of 100%. Running the same program
vary based on the types of instructions used in the pran the DSP36 design would have a utilization of 31%.
grams. The energy results can be normalized by dividthis effect is plotted in Figure 5. For applications
ing by the amount of time needed to produce an outputeavily dominated by calculations (fir4 and fir64),
for the particular application, giving the amount of increasing utilization is accompanied by decreasing
power consumed per datum. This information is prepower consumption. As we move from simple applica-
sented in Figure 4. For the FIR implementations (fir4ions to more complex ones, the slope of the power
and fir64) there is a substantial increase in power coreconsumption line tends to increase, and reverses direc-
sumed per datum as the number of instructions impletion for the fft and Ims applications in the unscaled
mented increases. This holds for both the 56K andneasurements. This again appears to be due to the bet-
6811 based designs. The fft and Ims applications shover layout achieved by the DSP36 design, and we
a different trend, with the power consumption perwould not expect this trend to continue if a larger ASIP
datum dropping when moving from the 19 to the 36was created. Computationally intense applications
instruction ASIP. This trend appears to arise from theexperience significant power savings if the ASIPs they
DSP36's better layout, as compared to the DSP1%re run on can be created in such a manner that the uti-
which reduces the driven capacitance. Still, the trend is
significantly different than that of the FIRs which are
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lization of available instructions is high. during hardware/software codesign.

Table 4: Energy Consumption by Design Element ACkhOWledg ments
. Datapath Control E Clock E This work was supported by the Defense
Design E?rfjr)gy ontr&J)nergy OC(nJ)n o Advanced Research Projects Agency under Order No.
A564, the National Science Foundation under Grant
AsIC 5.9 0.1 0.1 No. MIP9408457, and the Semiconductor Research
o 161 17 b3 Corporation under Task IDs 068-063 and 068-064. The
' : : United States Government has certain rights to this
DSP19 27.1 4.4 2.8 material.
DSP36 37.1 4.4 3.1 Refel‘ences
HC24 375 15.1 9.8
[Cas97] Cascade Design Automation Corporation,
HC77 89.3 514 124 Epoch User's Manual, February, 1997.

[Cat97] F. Catthoor, L. Nachtergaele and S. Wuytack,
Looking at the breakdown of energy consumption‘Optimizing Data Transfers and Memory for Low Power,’
from datapath, control, and clock elements in eacH\SIC & EDA MagazineSpring 1997.
design shows why the cost of programmability ~ [Das97] Dasys, Inc.RapidPackage User's Manual
increases as the designs become more flexible. Thfgctober 1997. o .
data, presented in Table 4 for the fir4 application, [In994] H. Ing-Jer and AM. Despain, Ge.ner‘".“t'ng,,
_ .Instruction Sets and Microarchitectures from Applications,
shows thgt the majority of the energy consurr_1ed iTbroc. of ICCAD 94p391-6.
each design is from the datapath functional units. AS ~ |\viehge] R. Mehra and J. Rabaey, “Exploiting Regular-
the ASIPs become more general purpose in nature, th§ for Low-Power Design,Proc. of ICCAD ‘96
control and clock energy become increasingly more  [Mon96] J. Monteiro, S. Devadas, P. Ashar and A.
significant, growing at a rate of 70% from the HC24Mauskar, “Scheduling Techniques to Enable Power Manage-
design to the HC77 design when running the fird proment,”Proc. of DAC ‘96 pp. 349-356, June 1996.
gram. A 60% increase occurred moving from the [Mot90] Motorola, Inc.DSP56000/56001 Digital Signal
DSP11 to DSP19 design, but stayed at about the sanfrcessor User's Manuall990.
level moving to the DSP36 design for the same appli- [Mot91] Motorola, Inc. M6BHC11 Reference Manuyal
cation. Still, control logic never makes up more than '

0 ; 0 [Mot92] Motorola, Inc. “Archive containing DSP56000-
13/9 of the DSP design space and 35% of the Hcrelated files,” http://www.mot.com/pub/SPS/DSP/software/
design space. The datapath energy consumptiof}. |, 1b/56000 zipJanuary 1992
increased by up to 40% in the same design space,” [pyroe] D.J. Pursley, “A gate level simulator for power

largely due to increased capacitance and spurious trapnsumption analysis,” M.S. Thesis, Carnegie Mellon Uni-

sitioning. versity, May 1996.
[Rag94] A. Raghunathan and N.K. Jha, “Behavioral
Summary Synthesis for Low PowerProc. of ICCD ‘94 pp. 318-322,

. . . October 1994.
We found that instruction subsetting can be used  [gyige] M. Srivastava and M. Potkonjak, “Power Opti-

as an effective means of power reduction. However, itgization in Programmable Processors and ASIC Implemen-
effectiveness is dependent on the utilization of instructations of Linear Systems: Transformation-based Approach,”
tions available in the ASIP. Analyzing our five placedProc. of DAC ‘96 pp. 434-348, June 1996.

and routed designs, we determined the logic required [Syn97] Synopsys, Inc.DesignWare User Guide

to implement additional instructions is prohibitively August 1997.

wasteful if the instructions are not used. This effect is  [Tw94] V. Tiwari, S. Malik and A. Wolfe, “Compilation
more prominent when executing ComputationallyTeChn'q‘_JeS for Low Energy: An OyerweW?roc. of 1994
intense algorithms (such a FIRs), than algorithms dom=YMPOsium on LOV_V'Eower Electroni@ctober 1994.

inated more by control and data movements (such as Mﬁlgi?]]RN .VV\\//iT;ir;n?Srg:‘f?trlg/f;e_clg;nsrpggfﬁgf r‘:"ransform
FFT_S)' For .the FIR appllcgtlons, Iarger_ mstrucpon Seﬁ‘or the MC68HC11,"http://www.mcu.motsps. com/freeweb/
designs (with correspondingly lower instruction setyh/mcu11/fithc11.asmarch, 1994.

utilizations) saw an average of almost 60% increases in

the power per datum and as much as a 400% increase

in energy consumption over the entire design space.

These results suggest that instruction set subsetting can

be a valuable technique for architecture exploration
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