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Abstract

We propose the grand challenge problem of
dependability benchmarking and prediction for real-time
mission-critical systems (RTMCSs). Evaluating
dependability would quantify the degree of reliance that
could justifiably be placed on a critical system, evenin the
face of partial failures or exceptional conditions. A
comprehensive result would require an inter-disciplinary
approach embracing the entire product lifecycle. While
there are significant technical hurdlesto both assessing the
dependability of individual elements and combining
resultant measures, a viable approach must be found to
ensure that the computing systems our society is coming to
depend upon will be reliable, available, safe, and secure.
The participation of several communities, including the
Real Time Computing community, is vital to successfully
address this challenge.

1. The challenge: quantifying dependability

Our society isat aturning point in the history of technol-
ogy adoption. Up to now, most computer applicationshave
been non-critical, and merely provided improved conve-
nienceor efficiency. But now, computer systems are creep-
ing into the very fabric of everyday life. We are in the
process of seeing real-time mission-critical systems
(RTMCSs) changing from being few, expensive, and care-
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fully regulated to being numerous, inexpensive, and
loosely regulated. Thetechnical community may not desire
such achange, becauseitisnot known how to assurethe de-
pendability of huge numbersof systems manufactured with
stringent cost controls congtraints and few or no govern-
mental certification requirements. But, eager adoption of
less-than-dependable technology in effectively critical
roles will happen regardless of the opinion of researchers
(and, in fact, isaready happening as regular readers of the
comp.risks Internet newsgroup can attest).

Even though it isobviousthat RTM CSsmust be depend-
able, thereisno general way to quantify or characterizethe
overall dependability of a newly designed system. While
some elements of such an approach are available (e.g.,
component-based hardware reliability calculations), there
is no overall framework for measuring many elements of
dependability, much less combining them into a sys
tem-level metric for comparison or prediction purposes.

Therefore, we propose the grand challenge of depend-
ability benchmarking and prediction. The chalenge is
two-fold. Thefirst goal isto be able to compare the de-
pendability of differ ent systems, both similar and dissimi-
lar, to for the purpose of evaluatinge relative strengths and
weaknesses. Thiswill enablethe assessment of therelative
merits of different architectures, alternate design ap-

Definitions:
¢ Dependability: Trustworthiness of a computer system such that reliance can jugtifiably be placed on the service it

delivers.

* Reliability: Measure of continuous correct service delivery (dependability with respect to continuity of service).
¢ Availability: Measure of correct service delivery with respect to the alternation of correct and incorrect service

(dependability with respect to readiness for usage).

e Safety: Measure of continuous delivery of either correct service or incorrect service after benign failure
(dependability with respect to the non-occurrence of catastrophic failures).

* Security: Dependability with respect to the prevention of unauthorized access and/or handling of information.

¢ Robustness: The degreeto which a system or component can function correctly in the presence of invalid inputs or

stressful environment conditions. [IEEE9Q]

Precise use of terminology remains an ongoing debate among different communities; the above is drawn from

[Laprie92] except as noted.




proaches, and proposed methods to improve dependability.
Because comparing systems might be done with relative
rather than absol ute measures, the second goal isto be able
topredict thefield dependability of a system in aquanti-
fied way before it is actually deployed.

2. Problem Scope

The issue of dependability of an RTMCS is multi-fac-
eted. The attributes of dependability are generally agreed
tobereliahility, availability, safety, and security (seebox on
previous page for terminology definitions). Within these
attributes, an RTMCSmust ensure not only correctness, but
also appropriate timeliness of itsresults. Beyond that, de-
pendability further deals with whether the system delivers
some level of acceptable service under adverse conditions,
or at least fails safely rather than failing in a dangerous
manner.

It isimportant to note that the context for dependability
isnot merely atheoretical design measured against a (pos-
sibly imperfect) specification. Instead, to be useful, notions
of dependability must encompass the messiness of thereal
world. Thus, dependability also includes robustness, in-
cluding operation in situations that are unspecified, excep-
tional, theresult of partial systemfailure, or even theresult
of malicious attacks. Even in adverse situations, a depend-
able system must maintain areasonablelevel of correctness
and timeliness.

Given thedifferent aspects of dependability that must be
considered, it isalsoimportant to realize that there are mul-
tiple different technical areas within systems that must be
assessed when examining dependability. These include
multiple areas within three different dimensions of system
design:

* Implementation technology: hardware, software,
control agorithms, user interface, mechanical safety
backups

* Operational life cycle  specification,
deployment, maintenance, operation, disposal

¢ Product deployment scale: capital equipment, consumer
products, disposable goods

In each of thesethree dimensions, dependability consid-
erations manifest in different ways, and must be measured
within somewhat differing contexts.

Whileit would beno surpriseif early attempts had care-
fully set, but modest, goal's, the ultimate scope of our vision
istofind waysto create highly dependabl e systemsthat can
be depl oyed in huge numbersfor use by everyday people at
an affordable price. Thisis essentia to supporting a safe,
orderly transition from current RTMCSs that are in
small-scale production to the widespread commodity
RTMCSsthat areinevitable in the future. Thisgrand chal-
lenge proposes creating the most basi ¢ scientific ingredient

design,

needed for such a change — the ability to measure the
desired property of dependability. Then, the challenge pro-
posestaking the next logical step of achieving standard, re-
peatable, scalable, easy to use, and generally accepted ways
of measuring and comparing dependability properties, in
the form of benchmarks.

3. Elements of an Approach

IFIP Working Group 10.4 has created a Special Interest
Group (SIG) to establish a framework for dependability
benchmarking (the authors of this paper are the chair and
co-chair of this SIG). The benefits of such a framework
would be a clear understanding and articulation of the fun-
damental reasonsfor undependability across multiple disci-
plines, a perspective on available tools and techniques for
measuring/predicting dependability, and an enumeration of
the fundamental issues that make this a grand challenge
problem area.

A preiminary vison of the Dependability
Benchmarking SIG isto create a dependability benchmark,
which might bedefined as: atest suitetomeasur ethe be-
havior of a computer system in the presence of faults
(e.g., failure modes, error detection coverage, error la-
tency, diagnosis efficiency, recovery time, recovery
losses), supporting the evaluation of dependability at-
tributes (riability, availability, safety, security). This
approach would increase the emphasis of using direct de-
pendability metrics for focus on the evaluation of system
designs, as a way to augment using direct dependability
metricsrather than existing approachesbased on retrospec-
tive field data studies andor indirect metrics based on de-
sign attributes such as complexity measures.

There would probably be many elements to a depend-
ability benchmark suite, including:

¢ Specifications of expected system behavior in different
fault situations, including in all likelihood an approach
to specifying graceful degradation properties.

* Measureshased on instrumentation that summarize and
create a quantified eval uation of a system under test.

* A workload, used to create a reasonable operating
scenario for testing.

¢ A faultload, used to inject system faults, exceptional
dtuations, component overloads, operator mistakes,
maintenance errors, component failures, and other
eventsthat could lead to undependability if not properly
handled by the system.

* Instrumentation to record the workload, faultload, and
performance of the system, including levels of
degradation or failures of various operating components
aswell asoverall system performance.



* Proceduresand rulesfor benchmarking activities. Itis
well known that any benchmark can be "gamed" to
produce optimistic results. A dependability benchmark
would have to include standards for conducting
measurement to ensure uniform conditions for
measurement. In addition to the obvious items such as
system configuration disclosures for performance
metrics, dependability metrics might also include
requirements or disclosures involving everything from
maintenance procedures to operator training,
considering all factors that affect dependability.

The results of the possible measures bear specific dis-
cussion. In general they arenot likely (at least at first) to be
a number so tidy as estimated Mean Time To Failure
(MTTF). Morelikely, theresultswill bein theform of aset
of valuesthat characterize system behavior. Possible met-
rics include error detection coverage, error detection la-
tency, error location (diagnosis) effectiveness, error
location latency, recovery time, system statelosses after re-
covery, and degree of degradation as a function of fault
load. Itisimportant to notethat the resultant metrics should
giveaclear indication of dependability at the system level,
not merely at the component level; for it is the system de-
pendability which ultimately mattersto users.

4. Technical Hurdles

The previous design and deployment culture for
RTMCSs has been to attain perfection (or a very close ap-
proximation thereof), and thereby avoid the need to quan-
tify dependability in advance of deployment beyond
traditional component-failure-based reliability and avail -
ability calculations. Thisthinking iscommon in both mili-
tary and commercial systems. However, the approach of
expending a huge amount of resources to ensure near-per-
fection doesn’'t scale from current systems to commodity
product RTMCS domains. First, no real system is free of
design defects, nor will one ever be in the foreseeable fu-
ture. Thus, when multiplied by alarge number of deployed
units, any RTMCS can be expected to fail in usage even
when designed and manufactured with best-known prac-
tices. Second, the reality of limited resources and limited
devel opment/testing time results in causes there to be de-
fects remaining even in even carefully designed, low-vol -
ume mission critical systems. Third, consumer product
development time and resource budgets cannot support
even the limited techniques used on traditional RTMCSs,
boding poorly for the future. Thus, creating new develop-
ment approaches and training designers hanging develop-
ment team mindset to deal with therealities of new domains
rather than traditional RTMCS domains might well be the

first (non-technical) hurdle to achieving highly dependable
designs.

Thereare, of course, technical hurdiesaswell. The state
of the art in dependability measurement varies consider-
ably across different technology areas. Hardware reliabil-
ity measurement is mature for failures stemming from
physical defects. However, both hardware and softwarede-
sign dependability are essentially unquantifiable at the
present time (techniques exist for estimating defect rates of
released software, but these are primarily aimed at estab-
lishing correctness rather than dependability, despite the
term “software reliability” being used for this area). User
interface dependability has been studied in the areas of hu-
man factors (now known as Human/Computer Interfaces),
but is not yet a mature science. And, while mechanical
safety dependability is understood from a hardware reli-
ability point of view, issues such as mechanical/software
safety tradeoffs arelargely an unexplored area. Finally, the
sub-issue of assuring security is extremely difficult (and is
arguably a grand challenge problem in its own right). In
terms of tool support, there arein fact many different mea-
surement tools, and in particular avariety of fault injection
toolsthat arethe product of a decade of research. However,
thetoolsarefor themost part niche-oriented, and thereisno
generally agreed upon framework for fault injection experi-
mentation and interpretation of measurements.

It is possible that setting a goal of an outright depend-
ability benchmark in the usual sense is overly ambitious.
However, attempting to make progress in this direction
could also bring to light viable aternatives for the nearer
term. Possible alternativesinclude documenting best prac-
tices, measuring the effectivness of design processes, cer-
tification-based approaches of either processes or systems,
and using measurements of low-level system properties to
estimate overall system dependability.

5. Potential I mpact

What if instead of vainly hoping that a system was per-
fect, one could instead know just how dependable (or unde-
pendable) it wasgoing to be beforeit was deployed? While
this prospect might raise someinteresting (and critical) le-
gal and ethical issues, consumer-oriented RTMCSs are un-
likely to be so dependable that they can be considered
essentially perfect. And, even if they were as near-perfect
asthe best current RTMCSs, the huge number of deployed
units would mean that, for example, what were “impraoba-
ble’ eventsin an aircraft fleet would be everyday eventsin
an automotive fleet orders of magnitude larger. Quite
likely, many systemswill be far less dependable than that.
Thus, quantifying dependability is not simply a nicety for
futureRTMCSs—itisavital necessity. Performing thisfeat
will require close cooperation among the various technical



groups that deal with RTMCSs, including the fault toler-
ance community, the real time system community, and the
mission-critical software community.

Any RTMCS that is developed on a tight budget, that
does not admit to best-possibl e software quality assurance
practices, that cannot afford stringently screened compo-
nents, that uses off-the-shelf technology instead of special
safety-critical components, that isdeployed in hugevolume
(hundreds of millionsof unitsinstead of hundreds of units),
or that is used by consumers who are not professionally
trained operatorsisapotential beneficiary of dependability
benchmarking. Those who have much to gain include not
only end-users of systems, but al so devel operswho wish to
cost-justify increasing the dependability of components
they produce, and system integrators who wish to under-
stand the dependability of off-the-shelf components they

acquireaswell asthe dependability of the finished systems
they create.
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