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Abstract—In this paper, we employ several subspace representations (PCA, UDP, KCFA, and KDA) on our proposed discrete transform encoded local binary patterns (DT-LBP) to match periocular region on a large data set such as NIST’s Face Recognition Grand Challenge (FRGC) ver2.0 database. We strictly follow FRGC EXPERIMENT 4 protocol which involves 1-to-1 matching of 8,014 uncontrolled probe periocular images to 16,028 controlled target periocular images (≈128 million pair-wise face match comparisons). The performance of the periocular region is compared with that of full face with different illumination preprocessing schemes. The verification results on periocular region show that subspace representation on DT-LBP outperforms LBP significantly and gains a giant leap from traditional subspace representation on raw pixel intensity. Additionally, our proposed approach using only the periocular region is almost as good as full face with only 2.5% reduction in verification rate at 0.1% false accept rate, yet we gain tolerance to expression, occlusion and capability of matching partial faces in crowds. In addition, we have compared the best stand-alone DT-LBP descriptor with eight other state-of-the-art descriptors for facial recognition and achieved the best performance. The two general frameworks are our major contribution: (1) a general framework that employs various generative and discriminative subspace modeling techniques for DT-LBP representation, and (2) a general framework that encodes discrete transforms with local binary patterns for the creation of robust descriptors.

Index Terms—Periocular, FRGC, discrete transform, local binary patterns (LBP).

I. INTRODUCTION

OVER the past few years, biometric identification using facial features has gained a lot of prominence. Several papers have suggested novel features and classification techniques that can be used in the case of these modalities in order to improve their performance. Most of these approaches work under the implicit assumption that we are able to capture the entire face of the subject with decent quality. However, there are many real-world scenarios where only a partial face is captured or instances when only the eye region of a face is visible, especially for the cases of uncooperative and non-cooperative subjects. Additionally, matching subjects using only the periocular region has great potential in solving “matching faces in the crowd” problem.

In such cases, it is critical to investigate how well facial sub-regions can perform in robust biometric verification. Specifically, we consider the periocular region of the face, which is rich in texture information - eyebrows, eye folds, eyelid contours, etc. which could all vary in shape, size and color. Biologically and genetically speaking, more complex structure means more “coding processing” going on with fetal development, and therefore more proteins and genes involved in the determination of appearance. One can speculate that this is why the periocular region should be the most important facial area for distinguishing people.

Robust periocular based biometric recognition can lead to very useful applications, for example, identifying criminals wearing masks, where only the eye region is exposed, or in videos where there are many occluded faces, but the eye region is un-occluded and can be processed for feature extraction, as shown in Figure 3. Another scenario where our periocular recognition would be highly desirable is when we want to identify a person in spite of his/her attempts to spoof their iris pattern as in [2]. Using iris patterns alone in these cases can lead to unauthorized access or detection avoidance. Such
a situation can be avoided by using periocular region based recognition in tandem with iris spoof detection techniques.

In this paper, we employ several subspace representations such as principal component analysis (PCA) [3], unsupervised discriminant projection (UDP) [4], kernel class-dependence feature analysis (KCFA) [5, 6], and kernel discriminant analysis (KDA) [7] on our proposed discrete transform encoded local binary patterns (DT-LBP) including WHT-LBP, DCT-LBP, DFT-LBP, DHT-LBP, Legendre-LBP, Chebyshev-LBP, Hermite-LBP and Laguerre-LBP to match the periocular region on a large data set such as NIST’s Face Recognition Grand Challenge (FRGC) ver2.0 database. We strictly follow FRGC EXPERIMENT 4 protocol which involves 1-to-1 matching of 8,014 uncontrolled probe periocular images to 16,028 controlled target periocular images (~128 million pairwise face match comparisons). The performance of periocular region is compared with that of full face with and without different illumination preprocessing scheme. The verification results show that subspace representation on DT-LBP outperforms LBP significantly on periocular region and gains a giant leap from traditional subspace representation on raw pixel intensity.

To the best of our knowledge, the prior work discussed in Section II lack the following: no one has (1) studied large-scale subspace based periocular matching, (2) compared the performance of periocular region under different illumination conditions with full face on large-scale challenging database, (3) created a general framework such as discrete transform encoded local binary patterns (DT-LBP) to make standard LBP a much better feature descriptor with much higher discriminative power, and (4) modeled the subspace representations using the DT-LBP features to boost the recognition performance over subspace modeling on raw pixel intensities. We focus on the aforementioned 4 major issues that previous works are absent of.

The two general frameworks are our major contribution: (1) a general framework that employs various generative and discriminative subspace modeling techniques for DT-LBP representation, and (2) a general framework that encodes discrete transforms with local binary patterns for the creation of robust descriptors. Rest of this paper is organized as follows: Section II lists several prior work on periocular region recognition. Section III gives a brief description of the database we use for our experiments as well as the preprocessing and normalization schemes. In Section IV, various feature extraction techniques are described which may be employed to extract relevant discriminating information from a given periocular image. Section VI details the experimental setup for the verification experiments and reports results from the experiments. Section VII compares the proposed DT-LBP descriptor with eight other state-of-the-art descriptors for face recognition. Finally we present some conclusions of our work in Section VIII.

II. RELATED WORK

The earliest study on periocular for biometrics identification can be traced back to Park et al. [8] in 2009. They studied the feasibility of using periocular images of an individual as a biometric trait. Both global and local features were extracted and fusion of these two was conducted. They showed 77% rank-1 identification rate on a rather small database (958 images from 30 subjects). In the following year, more studies were carried out on periocular region. Juefei-Xu et al. [9] were the first to evaluate the performance of periocular biometrics on a big database as the FRGC ver2.0. They proposed various local feature sets for extracting local features in periocular regions and conducted their experiments following FRGC EXPERIMENT 4 protocol, the most harsh experiment on the FRGC ver2.0 database. Their results showed that even without any subspace training, periocular region with their proposed feature sets can still outperform NIST’s baseline using PCA on full face. More detailed analysis were shown in [1]. Also the discriminative power of the eyebrows was also studied [10]. Merkow et al. [11] explored gender identification using only the periocular region, they showed that at least an 85% classification rate is still obtainable using only the periocular region with a database of 936 low resolution images collected from the internet. Similarly, Lyle et al. [12] also studied gender and ethnicity classification using periocular region features. They used a subset of FRGC and obtained a classification accuracy of 93% and 91% for gender and ethnicity respectively. Miller et al. [13] studied the effect of the quality of the periocular images on recognition performance, the uniqueness of texture between different color channels, and texture information present in different color channels. Woodard et al. [14] utilized periocular region appearance cues for biometric identification both on images captured in visible and NIR spectrum while Park et al. [15] studied periocular biometrics in the visible spectrum. Hollingsworth et al. [16] used near-infrared periocular images to identify useful features for recognition, while others fused periocular with iris images for recognition [17]. Some more recent work using the periocular region include expression tolerance [18] and age invariant face recognition [19], and twin identification using the periocular region [20]. Researcher also tackled the problem of hallucinating the entire face using only the periocular region which showed the effectiveness of using the periocular region when the face is occluded [21].

III. DATABASE AND PREPROCESSING

In this section, we detail the components of NIST’s FRGC ver2.0 database as well as the preprocessing and normalization steps before the evaluation experiments.

A. Database

NIST’s Face Recognition Grand Challenge (FRGC) ver2.0 database [22] is collected at the University of Notre Dame. Each subject session consists of controlled and uncontrolled still images. The controlled full frontal facial images were taken under two lighting conditions under studio setting with two facial expressions. The uncontrolled images were taken in various locations such as hallways, atria, or outdoors under varying illumination settings also with two expressions, smiling and neutral.
The FRGC ver2.0 database has three components: First, the generic training set is typically used in the training phase to extract features. It contains both controlled and uncontrolled images of 222 subjects, and a total of 12,776 images. Second, the target set represents the people that we want to find. It has 466 different subjects, and a total of 16,028 images. Last, the probe set represents the unknown images that we need to match against the target set. It contains the same 466 subjects as in target set, with half as many images for each person as in the target set, bringing the total number of probe images to 8,014. All the probe subjects that we are trying to identify are present in the target set. The harsh illumination variation mentioned earlier heavily affects the performance of all recognition algorithms and cannot be overlooked. Thus, the need for illumination preprocessing to compensate for the illumination effects emerges, as shown in Section III-B.

**FRGC Experiment 4** is the hardest experiment in the FRGC protocol where face images captured in controlled indoor setting are matched against face images captured in uncontrolled outdoor conditions, where harsh lighting conditions considerably alter the appearance of the face image, as shown in Figure 1.

Figure 2 shows non-ideal eye-region variations in the FRGC database. Even though images are taken under the same lighting conditions (controlled or uncontrolled), the intra-class variation is still a challenging problem.

One of the latest trends in face recognition community seems to be working on unconstrained dataset such as the LFW [23], with pose variations, occlusions, expression variations, and illumination variations. Though many algorithms have been proposed that can perform fairly well on such datasets, given the complexity of many of these algorithms, it remains unclear as to what underlying objective each of them aim to achieve in the context of unconstrained face matching. Although success on the LFW framework has been very encouraging, there has been a paradigm shift towards the role of such large unconstrained datasets. It has been suggested that the unconstrained face recognition problems can be decoupled into subtasks where one such factor is tackled at a time [24]. Therefore in this work, we focus on a more constrained face recognition paradigm where many such unconstrained factors have been marginalized out already. The findings of this paper can be easily ported towards unconstrained cases where the proposed feature descriptors can further improve the performance of unconstrained face recognition.

### B. Illumination Preprocessing

Illumination is the most significant factor that affects facial appearance besides pose variation. In the FRGC ver2.0 database, the target portion contains controlled images and probe portion contains uncontrolled images. So matching uncontrolled probe images to controlled target images is a challenging task. One common way to tackle this problem is to apply some illumination normalization/preprocessing techniques to compensate for the different lighting conditions.

In order to choose an appropriate illumination normalization scheme among so many studies on illumination invariant face recognition, we start by looking at 22 prevailing illumination normalization techniques: (1) single scale retinex (SSR) [25], (2) multi scale retinex (MSR) [26], (3) adaptive single scale retinex (ASR) [27], (4) homomorphic filtering (HOMO) [28], (5) single scale self quotient image (SSQ) [29], (6) multi scale self quotient image (MSQ) [29], (7) discrete cosine transform (DCT) [30], (8) retina modeling (RET) [31], (9) wavelet (WA) [32], (10) wavelet denoising (WD) [33], (11) isotropic diffusion (IS) [28], (12) anisotropic diffusion (AS) [34], (13) steering filter (SF) [35], (14) non-local means (NLM) [36], (15) adaptive non-local means (ANL) [36], (16) modified anisotropic diffusion (MAS) [35], (17) gradientfaces (GRF) [37], (18) single scale Weberfaces (WEB) [38], (19) multi scale Weberfaces (MSW) [38], (20) large and small scale features (LSSF) [39], (21) Tan and Triggs (TT) [40], and (22) difference of Gaussian filtering (DOG) [35].

Examples of the 22 illumination normalization schemes are shown in Figure 4 on an input image with harsh illumination from YaleB [41] and YaleB+ database [42]. There are 3 main reasons to employ YaleB/YaleB+ database, rather than the FRGC ver2.0 database, to select the appropriate normalization scheme: (1) YaleB/YaleB+ database has harsher illumination conditions than the FRGC ver2.0, so testing on this database will push the normalization schemes to their limits; (2) images in YaleB/YaleB+ database are very well aligned because images are collected under a “dome camera” setting, while images in the FRGC are taken by different cameras at different times. This is important because we want the least physical shifts among images when computing the reconstruction error; and (3) we do not want to gain knowledge to improve our system on the unseen testing set. It can be seen from Figure 4 that some of the illumination normalization outputs are visually better than others. This leads a very important discussion on how to evaluate and eventually select one scheme out of many. There are 2 main criteria to evaluate
illumination normalization techniques, one is the performance improvement in face recognition tasks, and the other one is the normalization quality in terms of how close the normalized face image is to the neutrally/uniformly illuminated face in the database. There is a trade-off between the 2 criteria. Usually any normalization scheme is good at one, but not both. We choose the illumination normalization scheme that reconstructs the image best to neutral lighting one, because in this way, the local binary pattern representations will be least affected by the illumination preprocessing method.

Here, we adopt the peak signal-to-noise ratio (PSNR) as the measurement of illumination normalization quality:

\[
PSNR = 10 \log_{10} \left( \frac{255^2}{\sum_{i=0}^{m-1} \sum_{j=0}^{n-1} [I(i,j) - K(i,j)]^2} \right)
\]

(1)

Within each subject class, the PSNR is computed for each illumination normalized periocular image against the neutrally/uniformly illuminated periocular image in the class. The reported PSNR is the result of averaging over all the frontal images in the YaleB and YaleB+ database shown in Table I. In addition to PSNR, we also report the verification rate (VR) at 0.1% false accept rate (FAR) and equal error rate (EER) of various illumination normalization schemes on YaleB and YaleB+ database.

Based on the results generated from the 22 different illumination normalization schemes we tried, we found out that multi-scale retinex (MSR) yield the best reconstruction quality with the highest PSNR, as reported in Table I. Hence, we will employ MSR, with the highest PSNR, to compensate for the different lighting conditions. Examples of MSR illumination preprocessing schemes on FRGC ver2.0 database are demonstrated in Figure 1.

### C. Region of Interest Normalization

Rotation and eye coordinate normalization are performed to horizontally align left and right eyes with fixed eye coordinates for all full face frontal images from the target set, probe set as well as the generic training set so that eyes are registered. Then images are processed for illumination invariance. After the preprocessing, the full face is cropped in size of 128 × 128 and the periocular region containing both eyes is cropped in size of 50 × 128. Figure 1 shows periocular and full face crops.

### IV. Feature Extraction Using Signal Transforms

This section gives an overview of individual local feature extraction techniques used in our experiments. First the local binary patterns (LBP) [43] method is introduced with discussion and motivation on using LBP to encode discrete transform coefficients, and then the proposed 8 discrete transform encoded LBP (DT-LBP) such as (1) Walsh-Hadamard transform [44] encoded LBP (WHT-LBP), (2) discrete cosine transform [45] encoded LBP (DCT-LBP), (3) discrete Fourier transform [46] encoded LBP (DFT-LBP), (4) discrete Hartley transform [47] encoded LBP (DHT-LBP), (5) discrete Legendre polynomial [48, 49, 50] transform encoded LBP (Legendre-LBP), (6) discrete Chebyshev polynomial [50, 51, 52] transform encoded LBP (Chebyshev-LBP), (7) discrete Hermite polynomial [50, 51, 52] transform encoded LBP (Hermite-LBP), and (8) discrete Laguerre polynomial [50, 51, 52] transform encoded LBP (Laguerre-LBP) are also discussed. Implementation details can be found in corresponding subsections. Also, the last four discrete polynomial transform encoded LBP are described in the Appendix for the sake of compactness.

#### A. Local Binary Patterns

We start by formulating the traditional LBP operator first introduced by Ojala et al. [43]. Ever since then it has been widely used in biometrics for face recognition [53], face detection [54], facial expression recognition [55], gender classification [56], and iris recognition [57]. Recently, Pietikäinen et al. [58] have summarized the state-of-the-art LBP in the field of computer vision.

The basic idea of this approach is demonstrated in Figure 5. All neighbors that have values higher than the value of the center pixel are given value 1 and 0 otherwise. The

---

**Table I**

<table>
<thead>
<tr>
<th>No.</th>
<th>Algorithm</th>
<th>VR</th>
<th>EER</th>
<th>PSNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Original</td>
<td>0.068</td>
<td>0.484</td>
<td>N/A</td>
</tr>
<tr>
<td>1</td>
<td>SSR [25]</td>
<td>0.090</td>
<td>0.351</td>
<td>12.0013</td>
</tr>
<tr>
<td>2</td>
<td>MSR [26]</td>
<td>0.079</td>
<td>0.346</td>
<td><strong>13.8595</strong></td>
</tr>
<tr>
<td>3</td>
<td>ASR [27]</td>
<td>0.210</td>
<td>0.189</td>
<td>5.1167</td>
</tr>
<tr>
<td>4</td>
<td>HOMO [28]</td>
<td>0.084</td>
<td>0.432</td>
<td>7.8569</td>
</tr>
<tr>
<td>5</td>
<td>SSQ [29]</td>
<td>0.173</td>
<td>0.201</td>
<td>7.7658</td>
</tr>
<tr>
<td>6</td>
<td>MSQ [29]</td>
<td>0.158</td>
<td>0.245</td>
<td>8.9509</td>
</tr>
<tr>
<td>7</td>
<td>DCT [30]</td>
<td>0.124</td>
<td>0.281</td>
<td>11.9226</td>
</tr>
<tr>
<td>8</td>
<td>RET [31]</td>
<td>0.225</td>
<td>0.144</td>
<td>13.1433</td>
</tr>
<tr>
<td>9</td>
<td>WA [32]</td>
<td>0.093</td>
<td>0.445</td>
<td>11.3446</td>
</tr>
<tr>
<td>10</td>
<td>WD [33]</td>
<td>0.219</td>
<td>0.216</td>
<td>12.6259</td>
</tr>
<tr>
<td>11</td>
<td>IS [28]</td>
<td>0.118</td>
<td>0.336</td>
<td>12.5829</td>
</tr>
<tr>
<td>12</td>
<td>AS [34]</td>
<td>0.106</td>
<td>0.395</td>
<td>12.9736</td>
</tr>
<tr>
<td>13</td>
<td>SF [35]</td>
<td>0.168</td>
<td>0.241</td>
<td>11.4709</td>
</tr>
<tr>
<td>14</td>
<td>NLM [36]</td>
<td>0.095</td>
<td>0.331</td>
<td>10.5667</td>
</tr>
<tr>
<td>15</td>
<td>ANL [36]</td>
<td>0.095</td>
<td>0.330</td>
<td>11.1804</td>
</tr>
<tr>
<td>16</td>
<td>MAS [35]</td>
<td>0.092</td>
<td>0.379</td>
<td>7.9148</td>
</tr>
<tr>
<td>17</td>
<td>GFR [37]</td>
<td>0.162</td>
<td>0.303</td>
<td>9.6642</td>
</tr>
<tr>
<td>18</td>
<td>WEB [38]</td>
<td>0.156</td>
<td>0.254</td>
<td>11.4052</td>
</tr>
<tr>
<td>19</td>
<td>MSW [38]</td>
<td>0.144</td>
<td>0.261</td>
<td>10.9918</td>
</tr>
<tr>
<td>20</td>
<td>LSSF [39]</td>
<td>0.100</td>
<td>0.390</td>
<td>12.8664</td>
</tr>
<tr>
<td>21</td>
<td>TT [40]</td>
<td>0.226</td>
<td>0.148</td>
<td>13.0195</td>
</tr>
<tr>
<td>22</td>
<td>DOG [35]</td>
<td>0.151</td>
<td>0.252</td>
<td>12.8976</td>
</tr>
</tbody>
</table>

**Fig. 4.** Comparison of the 22 illumination normalization algorithms on one example face image (top left) with harsh illumination condition from YaleB and YaleB+ Database. Neutrally illuminated face of the same subject is shown in the bottom right. Please zoom in for details.
binary numbers associate with the neighbors are then read sequentially to form an binary bit string. The equivalent of this binary number (usually converted to decimal) may be assigned to the center pixel and it may be used to characterize the local texture.

LBP texture for center point \((x_c, y_c)\) can be represented as:

\[
LBP(x_c, y_c) = \sum_{n=0}^{L-1} s(i_n - i_d)2^n,
\]

where \(i_n\) denotes the intensity of the \(n^{th}\) surrounding pixel, \(i_d\) denotes the intensity of the center pixel, \(L\) is the length of the sequence, and \(s = 1\) if \(i_n \geq i_d\), otherwise, \(s = 0\). In the case of a \(N \times N\) neighborhood, there are \(N^2 - 1\) surrounding pixels, so the bit string is of length \(N^2 - 1\).

1) **Using LBP to Encode Discrete Transform:** In addition to using LBP on pixel intensity for feature extraction, we propose the use of LBP to encode discrete transform coefficients, which is both intuitively reasonable and applicable. The earliest idea of using LBP to encode various discrete transforms can be found in [9].

For example, LBP can be post-applied to encode the DCT coefficients. When DCT is conducted on an image patch, DCT coefficients are obtained. One can directly use all the coefficients as a feature vector, thus representing this image patch in the frequency domain or the transform domain. But from our experience and preliminary results, using these discrete transform coefficients as feature does not yield satisfactory face recognition performance and can easily be beaten by the simplest LBP feature. This is partially due to the fact that the discrete transform coefficients may have a large dynamic range, e.g., in DCT, coefficients associated with lower frequencies tend to have larger values than those associated with higher frequencies. If the dynamic range is not well regulated, the formulation of such features is far from good. Also, directly using discrete transform coefficients as feature is redundant.

Is there some way to remove the redundancy representation of directly using the coefficients while maintaining high discriminative power? The answer is yes. We have discovered that the relative quantities among discrete transform coefficients are more important than their absolute values. So we decided to use LBP to capture the intrinsic spatial characteristics of these coefficients and form an encoding scheme. After the image patch \((3 \times 3, 5 \times 5, 7 \times 7)\) is transformed, we apply LBP to encode the discrete transform coefficients using only one decimal number. By doing so, we not only remove the redundancy (using only 1 number to represent the whole \(N \times N\) image patch), but also maintain much higher discriminative power.

What’s more, the DT-LBP are expected to greatly outperform standard LBP because what DT-LBP encode is already the second-level feature (coefficients from signal transforms) in frequency domain while LBP encodes the first-level feature (raw pixel intensities) in spatial domain. The frequency-domain representation has much richer and more discriminative information than spatial-domain representation, enabling DT-LBP to be a very robust descriptor. Juefei-Xu et al. have shown that discrete transform encoded local binary patterns (DT-LBP) significantly outperform LBP with no subspace modeling [59, 9]. In Section VI-A, we will continue to explore the performance of DT-LBP and LBP using generative subspace representation and discriminative subspaces.

In addition to normal discrete transforms, we propose to include discrete polynomial transforms such as discrete Legendre polynomial transform, discrete Chebyshev polynomial transform, discrete Hermite polynomial transform, and discrete Laguerre polynomial transform. We first calculate polynomials from low to high orders and then compute its moments in image patches. These polynomials are served as basis and the moments are the projections onto these basis. This is novel way to view the discrete polynomials and they will be included in our discrete transform family for experiments later on.

2) **Why to Not Use Uniform LBP:** The discrete transform coefficient space is not as smooth as the image intensity space. Uniform LBP constrains that the bit transition happens at most twice in the binary pattern. Ojala et al. claim that most of the LBP in natural images are uniform, but this is not true in discrete transform domain. Moreover, frequent transition is considered as an asset when it comes to encoding because given a pivot/center point, more transitions occurred in the binary code means the pivot is chosen such that coefficients greater than and less than the pivot value are more balanced.

3) **Varying Radius:** We can extend the methodology to circular or square neighborhoods of increasing radii as demonstrated in Figure 5. This leads to a multi-resolution representation of the local texture pattern. As the radius of the neighborhood increases, the number of neighbors increases and this may lead to large value when the bit string is converted into a decimal number. To avoid getting such a large decimal value, one can choose fixed number of active neighbors among all the neighbors according to some selection scheme, e.g., choose neighbors only at certain angles and at certain radii [58], or one can vary the base forming the decimal number.

4) **Varying Base:** We propose to vary the base used for forming the decimal number from the bit string. Instead of using base 2 for conversion as is universally adopted [58], we
can use fractional bases (e.g., 1.5, 0.87) or other integer bases (e.g., 3, 4). Unleashing the restriction of using only base 2 for decimal conversion, we can achieve much more diversity when it comes to LBP encoding.

5) Varying Pivot/Center: In the case of the $3 \times 3$ neighborhood, the center pixel for thresholding neighbors is usually the physical center of the neighborhood. We propose to vary the center in a larger neighborhood as shown in Figure 5. Each pivot (thresholding center) gives different bit string, so varying the center will also provide much more diversity.

6) Varying Ordering: If the neighborhood size and the thresholding center are both fixed, different ordering of the neighbors (or the weighting of each bit) gives different decimal outputs. We propose to vary the ordering of the neighbors as shown in Figure 5 and eventually select an optimal ordering.

In order to achieve the optimal local binary pattern with specific ordering, we propose to borrow the idea from genetic algorithm (GA) [60]. Instead of crossover and mutation in GA, we perform permutation for each new generation. For example, when the neighborhood is $3 \times 3$, there are 8 neighbors, and thus the length of bit string is 8. The corresponding weight $w = [2^0 2^1 2^2 2^3 2^4 2^5 2^6 2^7] = [1 2 4 8 16 32 64 128]$ when base is 2. We permute the weight in each generation and the fitness function is simply the cross validation performance on a subset of the CMU Multi-PIE database [61]. There is limitation of course. When the bit string is short, brute force search is still manageable (total weight permutations for 8-bit string from $3 \times 3$ neighborhood is $(3^2 - 1)! = 8! = 40,320$), but when the bit string is long, brute force search becomes impossible (total weight permutations for 48-bit string from $7 \times 7$ neighborhood is $(7^2 - 1)! = 48! \approx 1.24 \times 10^{41}$), so we adopt random selection under this circumstance. After certain generations (we have iterated for 10,000 generations), an optimal ordering can be achieved that gives the best performance.

7) Use Histogram Features?: Most of the implementations in [58] utilize the histogram of the LBP image as the feature. We choose not to use the histogram, because histogram quantization does not work when neighborhood sizes increase. Imagine the neighborhood is of size $7 \times 7$, and this will lead to a decimal number as large as $2^{49}$. In this case, histogram binning is no longer applicable. Additionally, histograms do not exploit the spatial layout of the proposed features. This is why we instead use the LBP/DT-LBP feature as shown in Figure 8 for subspace modeling to be discussed in Section VI-A.

8) Bit String or Decimal Number?: If the bit string is kept as the feature, the ordering or weights would not be needed. The conversion to decimal number dramatically reduce the feature dimensionality, e.g., when neighborhood size is $7 \times 7$, each thresholding center pixel (may not be the physical center) is assigned 48-bit feature and after decimal conversion, the LBP featured image is of the same size as original image, shown in Figure 8.

9) Circular or Square Neighbors?: The earliest LBP [43] uses circular neighborhood, and the pixel values are bilinearly interpolated whenever the sampling point is not in the center of a pixel. Many implementations in [58] also follow this scheme. Bilinear interpolation make sense when used upon pixel values where intensity of pixel changes continuously. But in our experiments, LBP will be applied to encode the coefficients from discrete transforms, where bilinear interpolation on transform coefficients will bring unnecessary noise. So we choose to adopt square neighborhood.

10) Elite Local Binary Pattern: So far, we have seen many variabilities in formulating the DT-LBP feature such as selection of pivot point, ordering, base, and so forth. We have determined that among these variables, selection of pivot point is the most crucial one and greatly affects the recognition performance, while ordering and base variation does not play an important role (from 10,000 evolutions of the genetic algorithm). This is somehow expected because ordering and base variation are by-product from converting the bit-string to decimal number, while selection of pivot is the fundamental in both bit-string and decimal representations.

We carried out preliminary experiments on the CMU Multi-PIE database [61] for evaluating how the selection of pivot will affect the recognition performance. Images are chosen from session 1 with 249 subjects. We use 2 frontal images per subject (1 neutral expression and 1 smiling) under uniform lighting conditions, a total of 498 images, to build our small database. We intentionally choose to use a database other than the FRGC database for model selection and parameter tuning because we do not want to gain knowledge to improve our system on the testing set.

We shown in Figure 6 the verification rate at 0.1% false accept rate on the small database from the CMU Multi-PIE choosing each of the location as the pivot point on $3 \times 3$, $5 \times 5$, and $7 \times 7$ neighborhood sizes. For each LBP/DT-LBP to be used for the remainder of this paper will follow the pivot selection as shown in Figure 6.

From Figure 6, we can see that some coefficients of the DT-LBP always yields low VR when selected as the pivot point. This is because in discrete transforms, some frequency components usually have large values, and when selected as pivot point, the bit string would be less informative (e.g., all 0s). It’s also very interesting to see that for LBP, the pivot point that yields the highest VR is not the geometric center of the neighborhood.
possible patterns using 5 would produce the following vectors for size 5:

\[ W_j = \begin{pmatrix} w_{j0} & w_{j1} & w_{j2} & w_{j3} & w_{j4} \end{pmatrix} \]

We then sample each function at the integer points only, so

\[ g = WfW^T, \]

where the transformation matrix \( W \), the input image neighborhood \( f \) and the output transform \( g \) are all of the same size, \( N \times N \) (\( N \) is even). An even size transformation matrix constructed from Walsh functions is orthogonal thus its inverse is its transpose.

As shown in previous computation, odd-sized Walsh vectors yield an odd-sized Walsh transformation matrix. Such a matrix is no longer orthogonal. In order to invert Equation 4, we make use of the inverse of \( W \). Then we shall have [62]:

\[ W^{-1}g(W^T)^{-1} = f. \]

So, we may use the inverse of matrix \( W \) to process the image. Then we have:

\[ q = (W^{-1})^T f W^{-1}. \]

After Walsh-Hadamard transform, we use LBP to encode the coefficients to form WHT-LBP, and the feature dimensionality can be reduced to be the same as the size of input image as shown in Figure 8.

C. Discrete Cosine Transform Encoded LBP

In this subsection, we introduce the discrete cosine transform encoded local binary patterns (DCT-LBP) which uses the LBP to encode discrete cosine transform coefficients.

A discrete cosine transform (DCT) [45] is applied on each \( N \times N \) neighborhood in the original image and the \( N^2 \) coefficients are treated as the features assigning to the center pixel. The source neighborhood is transformed to a linear combination of these \( N^2 \) frequency squares which are the combination of horizontal and vertical frequencies as follows:

\[ X_{k_1,k_2} = \sum_{m_1=0}^{M-1} \sum_{m_2=0}^{M-1} x_{m_1,m_2} \cos \left[ \frac{\pi}{M_1} (m_1 + \frac{1}{2}) k_1 \right] \cos \left[ \frac{\pi}{M_2} (m_2 + \frac{1}{2}) k_2 \right]. \]

Once we have the DCT coefficients, we apply LBP to encode them to formulate DCT-LBP.

D. Discrete Fourier Transform Encoded LBP

In this subsection, we introduce the discrete Fourier transform encoded local binary patterns (DFT-LBP) which uses the LBP to encode discrete Fourier transform coefficients.

A 2D discrete Fourier transform (DFT) [46][44] of an input image \( f(x,y) \) of size \( M \times N \) is commonly defined as:

\[ F(u,v) = \frac{1}{\sqrt{MN}} \sum_{x=0}^{M-1} \sum_{y=0}^{N-1} f(x,y)e^{-j2\pi(ux/M + vy/N)}, \]

\[ u = 0, 1, \ldots, M - 1, v = 0, 1, \ldots, N - 1. \]

Image processing using 2D DFT would result in complex coefficients, both magnitude and phase of the coefficients are important for image reconstruction. Since magnitude determines the contribution of each component while phase determines which components are present [46], we have reason to believe that phase is more important when it comes to image reconstruction using inverse DFT. But, our experiments found out that, the phase components do not have the spatial characteristics as we expected, on the contrary, the magnitude components satisfy the desired intra-coefficient spatial characteristics. So we use LBP to encode the magnitude components of the DFT coefficients to formulate DFT-LBP.
E. Discrete Hartley Transform Encoded LBP

In this subsection, we introduce the discrete Hartley transform encoded local binary patterns (DHT-LBP) which uses the LBP to encode discrete Hartley transform coefficients.

Discrete Hartley transform (DHT) [47] is a real valued transform which produces real output for a real input and possesses same formula for its own inverse. We employ the rounded Hartley transform (RHT) [63], a transform with zero multiplicative complexity. The RHT therefore has computational advantages over the DHT. The spectrum derived from RHT is a good estimation of the (true) Hartley spectrum and therefore it is used to estimate for DHT [63].

The definition and the philosophy behind the RHT can be explained in such way: let \( \mathbf{v} \) be an \( n \)-dimensional vector with real elements. The DHT establishes a pair of signal vectors \( \mathbf{v} \rightarrow \mathbf{V} \), where the elements of \( \mathbf{V} \) are defined by:

\[
V_k \triangleq \sum_{i=0}^{n-1} v_i \cos \left( \frac{2\pi ik}{n} \right), \quad k = 0, 1, \ldots, n-1,
\]

where \( \cos(\theta) \triangleq \cos(\theta) + \sin(\theta) \), an abbreviation adopted from Hartley. This transform leads to the definition of Hartley matrix \( \mathbf{H} \), whose elements are of the form \( h_{i,k} = \cos(\frac{2\pi ik}{n}) \).

The rounded Hartley matrix is obtained by rounding off elements of Hartley matrix. Thus the rounded Hartley matrix elements \( \tilde{h}_{i,k} \) are defined by

\[
\tilde{h}_{i,k} \triangleq \left[ \cos \left( \frac{2\pi ik}{n} \right) \right]_{h_{i,k}}, \quad i, k = 0, 1, \ldots, N-1,
\]

where \( [\cdot] \) denotes the roundoff function. For the sake of notation, rounded Hartley matrix is represented by \( \mathbf{H}_r \).

The definition and effects of 2D RHT on standard classical images are also investigated [63]. Original 2D DHT of an \( n \times n \) image is defined by:

\[
b_{u,v} = \sum_{i=0}^{n-1} \sum_{j=0}^{n-1} a_{i,j} \cos \left( \frac{ui + vj}{n} \right),
\]

where \( a_{i,j} \) are the elements of an image \( \mathbf{A} \) and \( b_{u,v} \) are the elements of the Hartley transform of \( \mathbf{A} \).

Consider \( \mathbf{A} \) as the \( n \times n \) image matrix. Let us proceed by calculating a temporary matrix \( \mathbf{T} \) as follows:

\[
\mathbf{T} = \mathbf{H}_r \cdot \mathbf{A} \cdot \mathbf{H}_r,
\]

where \( \mathbf{H}_r \) is the rounded Hartley matrix of order \( n \). This is equivalent to taking 1D DHT of the rows, and then transform the columns [64].

Establishing that the elements of \( \mathbf{T} \) are represented on the form \( t_{i,j} \) \( (i, j = 0, 1, \ldots, n - 1) \), we can consider three new matrices build from the temporary matrix \( \mathbf{T} \): \( \mathbf{T}^{(c)} \), \( \mathbf{T}^{(r)} \) and \( \mathbf{T}^{(cr)} \) whose elements are \( t_{i-n-j, i} \), \( t_{n-i, n-j} \), \( t_{-i, n-j} \), respectively. Then the RHT of and \( n \times n \) image \( \mathbf{A} \) is given by:

\[
\text{RHT} \triangleq \mathbf{T} + \mathbf{T}^{(c)} + \mathbf{T}^{(r)} - \mathbf{T}^{(cr)}.
\]

After the DHT coefficients are acquired, we apply LBP to encode those coefficients to formulate DHT-LBP.

V. DISCRIMINATIVE SUBSPACE MODELING

A. With No Subspace Modeling

For FRGC EXPERIMENT 4, we perform our feature extraction techniques, on probe set (8,014 uncontrolled images from 466 subjects), and on target set (16,028 controlled images from 466 subjects). This experimental setup is pure 1-to-1 comparison in the strictest sense without using the generic data set at all. In total there are \( \sim 128 \) million comparisons.

B. With Subspace Modeling

In our experiments, we use principal component analysis (PCA) [3], unsupervised discriminant analysis (UDP) [4], kernel class-dependence feature analysis (KCFA) [5][6], and kernel discriminant analysis (KDA) [7] as subspace modeling techniques. Among these models, PCA and UDP are unsupervised, and based on our extensive experiments on the FRGC database, unsupervised methods are usually outperformed by supervised methods. That is why we only kernelize supervised methods (KCFA, KDA) and nonlinear subspace methods also outperform linear subspace methods. Moreover, linear subspace models such as linear discriminant analysis (LDA), independent component analysis (ICA) [65], and locality preserving projection (LPP) [66] are also evaluated in our preliminary experiments. But they do not work well with our proposed LBP/DT-LBP features. Some of the reasons are discussed below.

As shown in Figure 9, the histograms of the LBP/DT-LBP features are heavily skewed towards both ends and highly non-Gaussian. When the neighborhood size is \( 5 \times 5 \) and \( 7 \times 7 \), the dynamic range of the feature descriptor is fairly large. In order to make LDA work, where data clusters are modeled using only the mean and class-dependent scatter (covariance) matrices, the assumptions of Gaussianity and homeoscedasticity of the data has to be satisfied. Apparently, such assumptions are hardly found in the LBP/DT-LBP features. ICA attempts to decompose a multivariate signal into independent non-Gaussian signals. In other word, the level of non-Gaussianity for the separated signals is actually an optimization criterion.
for ICA. However, since the LBP/DT-LBP features are already highly non-Gaussian, the signal separation capability from ICA is impeded compared to raw pixel features. Also, the statistical independence assumptions of the data is hard to be satisfied. For LPP, during the adjacency graph forming stages, the distances between pair of data points are computed via the Euclidean norm, and the pair is considered to be neighbors if the distance is less than some pre-determined threshold $\epsilon$. However, the Euclidean norm does not normalize for each dimension of the signal. Thus, it will be dominated by dimensions with very large numbers, leading to a much sparser adjacency graph for a fixed $\epsilon$ for the LBP/DT-LBP features, which will hinder the graph embedding procedure in LPP. For the aforementioned reasons, we do not report results on LDA, ICA, and LPP for the sake of brevity.

![Fig. 9. Histograms of LBP/DT-LBP features versus raw pixel on periocular and full face region.](image)

VI. LARGE-SCALE EXPERIMENTS ON NIST’S FRGC

A. Experimental Setup

In our experiments, we strictly follow NIST’s FRGC EXPERIMENT 4 protocol which involves 1-to-1 matching of 8,014 uncontrolled probe images to 16,028 controlled target images (~128 million pair-wise face match comparisons). All the raw images go through different illumination preprocessing as mentioned in Section III-B and are aligned and cropped into full face and periocular images as mentioned in Section III-C. We apply each feature extraction technique discussed in Section IV on periocular images as well as on full face images in probe, target, and generic training set accordingly.

Firstly, we carry out our experiments without any subspace training. Secondly, we apply principal component analysis (PCA) method. Thirdly, unsupervised discriminant projection (UDP) method is utilized to model the subspace. Fourthly, we invoke kernel class-dependence feature analysis (KCFA) method. Lastly, kernel discriminant analysis (KDA) is employed as a subspace representation.

Totally, we utilize 5 subspace representation techniques (with no training, PCA, UDP, KCFA, and KDA) to model 10 features (pixel, LBP, WHT-LBP, DCT-LBP, DFT-LBP, DHT-LBP, Legendre-LBP, Chebyshev-LBP, Hermite-LBP and Laguerre-LBP) of 3 different neighborhood sizes on both the periocular and full face images under 2 different illumination preprocessing schemes (uses no illumination preprocessing and MSR).

For PCA, UDP, KCFA, and KDA method, we propose to build subspace on featured (LBP and DT-LBP) images rather than on raw pixel intensity. In testing phase, we project featured (LBP and DT-LBP) testing images onto those subspaces. We will explore whether LBP still perform better than raw pixel, and whether DT-LBP perform better than LBP after subspace modeling.

For all the experiments we carried out, the normalized cosine distance (NCD) measurement is adopted to compute similarity matrix between target and probe images:

$$d(x, y) = \frac{-x \cdot y}{||x|| ||y||}.$$  

Compared to other commonly used distance measurement such as $l_1$-norm, $l_2$-norm, and the Mahalanobis distance, NCD exhibits the best result.

The result of each algorithm is a similarity matrix with the size of 8,014 × 16,028 whose entry $SimM_{ij}$ is the NCD between the feature vector of probe image $i$ and target image $j$. The performance of each feature extraction technique in each experimental setup under each illumination preprocessing method is analyzed using verification rate (VR) at 0.1% false accept rate (FAR) and the performance of best DT-LBP against LBP on periocular region is compared using receiver operating characteristic (ROC) curves.

B. Experimental Results

In this section, experimental results are reported and followed by quantitative analysis and discussions.

Raw images go through different illumination preprocessing schemes and then are aligned and cropped into full face images with size of 128 × 128 and periocular images with size of 50 × 128 as shown in Figure 1. Proposed feature extraction techniques such as LBP and DT-LBP are applied on both periocular region and full face.

We propose several subspace representations (PCA, UDP, KCFA, and KDA) on LBP/DT-LBP featured images and compare their verification performance with traditional subspace representation on raw pixel intensity. Performance of periocular region from each algorithm is compared with that of corresponding full face.

Table II and Table III show the verification rate (VR) (or equivalently true accept rate) at 0.1% false accept rate (FAR) for FRGC EXPERIMENT 4. Experimental results with no illumination preprocessing are listed in Table II and experimental results under MSR illumination preprocessing scheme are shown in Table III. The left 5 columns of the tables show experiments on periocular region and the right 5 columns shows that of full face.

The experiments employ 5 subspace representations (no training (NT), principal component analysis (PCA), unsupervised discriminant projection (UDP), kernel class-dependence feature analysis (KCFA), and kernel discriminant analysis (KDA)), to model 10 feature types (raw pixel, LBP, WHT-LBP, DCT-LBP, DFT-LBP, DHT-LBP, Legendre-LBP, Chebyshev-LBP, Hermite-LBP and Laguerre-LBP) of 3 different neighborhood sizes on both the periocular and full face images.
### TABLE II

**VR at 0.1% FAR for FRGC Experiment 4 on Periocular Region and Full Face with No Illumination Preprocessing.**

<table>
<thead>
<tr>
<th></th>
<th>PERIOCULAR REGION</th>
<th>FULL FACE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NT</td>
<td>PCA</td>
</tr>
<tr>
<td></td>
<td>0.008</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>0.021</td>
<td>0.058</td>
</tr>
<tr>
<td></td>
<td>0.047</td>
<td>0.085</td>
</tr>
<tr>
<td></td>
<td>0.052**</td>
<td>0.090**</td>
</tr>
<tr>
<td></td>
<td>0.021</td>
<td>0.058</td>
</tr>
<tr>
<td></td>
<td>0.047</td>
<td>0.085</td>
</tr>
<tr>
<td></td>
<td>0.052**</td>
<td>0.090**</td>
</tr>
<tr>
<td></td>
<td>0.050</td>
<td>0.083</td>
</tr>
<tr>
<td></td>
<td>0.137</td>
<td>0.162</td>
</tr>
<tr>
<td></td>
<td>0.123</td>
<td>0.166**</td>
</tr>
<tr>
<td></td>
<td>0.062</td>
<td>0.128</td>
</tr>
<tr>
<td></td>
<td>0.141*</td>
<td>0.181**</td>
</tr>
<tr>
<td></td>
<td>0.100</td>
<td>0.144</td>
</tr>
<tr>
<td></td>
<td>0.047</td>
<td>0.089</td>
</tr>
<tr>
<td></td>
<td>0.131*</td>
<td>0.150</td>
</tr>
<tr>
<td></td>
<td>0.123</td>
<td>0.164*</td>
</tr>
<tr>
<td></td>
<td>0.055</td>
<td>0.097</td>
</tr>
<tr>
<td></td>
<td>0.096*</td>
<td>0.096</td>
</tr>
<tr>
<td></td>
<td>0.063</td>
<td>0.109**</td>
</tr>
<tr>
<td></td>
<td>0.044</td>
<td>0.075</td>
</tr>
<tr>
<td></td>
<td>0.151**</td>
<td>0.162</td>
</tr>
<tr>
<td></td>
<td>0.136</td>
<td>0.164*</td>
</tr>
<tr>
<td></td>
<td>0.056</td>
<td>0.103</td>
</tr>
<tr>
<td></td>
<td>0.149*</td>
<td>0.176*</td>
</tr>
<tr>
<td></td>
<td>0.110</td>
<td>0.143</td>
</tr>
<tr>
<td></td>
<td>0.083</td>
<td>0.125</td>
</tr>
<tr>
<td></td>
<td>0.116</td>
<td>0.126</td>
</tr>
<tr>
<td></td>
<td>0.145*</td>
<td>0.168*</td>
</tr>
<tr>
<td></td>
<td>0.046</td>
<td>0.073</td>
</tr>
<tr>
<td></td>
<td>0.096*</td>
<td>0.095</td>
</tr>
<tr>
<td></td>
<td>0.066</td>
<td>0.109*</td>
</tr>
</tbody>
</table>

### TABLE III

**VR at 0.1% FAR for FRGC Experiment 4 on Periocular Region and Full Face with Multi-Scale Retinex (MSR) Illumination Preprocessing.**

<table>
<thead>
<tr>
<th></th>
<th>PERIOCULAR REGION</th>
<th>FULL FACE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NT</td>
<td>PCA</td>
</tr>
<tr>
<td></td>
<td>0.013</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>0.016</td>
<td>0.044</td>
</tr>
<tr>
<td></td>
<td>0.038</td>
<td>0.071**</td>
</tr>
<tr>
<td></td>
<td>0.043**</td>
<td>0.063</td>
</tr>
<tr>
<td></td>
<td>0.041</td>
<td>0.070</td>
</tr>
<tr>
<td></td>
<td>0.150*</td>
<td>0.163</td>
</tr>
<tr>
<td></td>
<td>0.134</td>
<td>0.165*</td>
</tr>
<tr>
<td></td>
<td>0.058</td>
<td>0.099</td>
</tr>
<tr>
<td></td>
<td>0.148*</td>
<td>0.175*</td>
</tr>
<tr>
<td></td>
<td>0.108</td>
<td>0.143</td>
</tr>
<tr>
<td></td>
<td>0.035</td>
<td>0.064</td>
</tr>
<tr>
<td></td>
<td>0.132</td>
<td>0.148</td>
</tr>
<tr>
<td></td>
<td>0.127</td>
<td>0.161*</td>
</tr>
<tr>
<td></td>
<td>0.045</td>
<td>0.070</td>
</tr>
<tr>
<td></td>
<td>0.095*</td>
<td>0.094</td>
</tr>
<tr>
<td></td>
<td>0.067</td>
<td>0.104*</td>
</tr>
<tr>
<td></td>
<td>0.102</td>
<td>0.127</td>
</tr>
<tr>
<td></td>
<td>0.122</td>
<td>0.134</td>
</tr>
<tr>
<td></td>
<td>0.167**</td>
<td>0.186**</td>
</tr>
<tr>
<td></td>
<td>0.058</td>
<td>0.103</td>
</tr>
<tr>
<td></td>
<td>0.150*</td>
<td>0.175*</td>
</tr>
<tr>
<td></td>
<td>0.111</td>
<td>0.144</td>
</tr>
<tr>
<td></td>
<td>0.083</td>
<td>0.126</td>
</tr>
<tr>
<td></td>
<td>0.118</td>
<td>0.143</td>
</tr>
<tr>
<td></td>
<td>0.145*</td>
<td>0.165*</td>
</tr>
<tr>
<td></td>
<td>0.044</td>
<td>0.076</td>
</tr>
<tr>
<td></td>
<td>0.096*</td>
<td>0.096</td>
</tr>
<tr>
<td></td>
<td>0.068</td>
<td>0.111*</td>
</tr>
</tbody>
</table>

Best Features Combined

<table>
<thead>
<tr>
<th></th>
<th>0.242</th>
<th>0.261</th>
<th>0.279</th>
<th>0.733</th>
<th>0.747</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.252</td>
<td>0.279</td>
<td>0.289</td>
<td>0.769</td>
<td>0.777</td>
</tr>
</tbody>
</table>
different neighborhood sizes \((3 \times 3, 5 \times 5,\) and \(7 \times 7\)\) are evaluated and reported individually with \(*\) showing the best among 3 neighborhood sizes. Scores labeled with \(*\) are the best performing LBP and DT-LBP for pericocular region and will be used to plot the ROC curves in Figure 10.

From Table II and Table III, we can see that:

1) Neighborhood size does affect the verification performance. For LBP and each type of the proposed DT-LBP, the best performing neighborhood size may not be consistent across various subspace representations, but usually larger neighborhood size gives better performance.

2) The best verification rate of LBP and DT-LBP (WHT-LBP, Legendre-LBP, Chebyshev-LBP, and Legendre-LBP) is significantly better than that of pixel, across all the subspace representations except for KDA which assumes the input data to be Gaussian. Since LBP/DT-LBP images are no longer Gaussian, KDA on raw pixel sometimes performs better than on LBP/DT-LBP.

3) With less than 40% the size of a full face \((\frac{50 \times 128}{128 \times 128} = 0.3906)\), pericocular region still perform outstandingly. Under certain circumstances, pericocular region performs even better than full face. Table IV shows the average drop in VR at 0.1% FAR on pericocular region from full face using each subspace representation. We find that pericocular region, on average, has only 2.5% drop in VR at 0.1% FAR compared to full face, yet we gain tolerance to expression, occlusion and capability of matching partial faces in crowds.

4) The best DT-LBP is always better than the best LBP on pericocular region with and without illumination preprocessing.

5) The best DT-LBP are WHT-LBP, Legendre-LBP, DCT-LBP and Chebyshev-LBP across various subspace representations.

6) When best DT-LBP features are combined, a remarkable 75.1% VR drop at 0.1% FAR is achievable using only the pericocular region on the FRGC database.

7) The total genuine matches in the FRGC ver2.0 database is 407,352, so 0.01 (1%) improvement in VR at 0.1% FAR means 4,073 more entries are being correctly verified, which is significant. Table V shows the improvement of the best DT-LBP over the best LBP on pericocular region for all subspace representations. From the results in Table V, we can achieve as high as 15.3% improvement in VR at 0.1% FAR using DT-LBP feature, a giant leap over standard LBP feature.

8) Table V also shows the cross-illumination preprocessing comparisons in VR on the best LBP and the best DT-LBP. We can see that when shifting from no illumination preprocessing to MSR, the best LBP always drops in performance and the best DT-LBP only drops at certain subspace representations. It is important to notice that DT-LBP has 66.86% lower standard deviation in VR across illumination preprocessing schemes than LBP. This leads to a significant finding that DT-LBP feature on average is much less affected by different illumination normalization schemes, thus more robust than LBP feature.

Figure 10 shows the receiver operating characteristics (ROC) curves of the best LBP and the best DT-LBP for each subspace representation under the two illumination preprocessing schemes.
TABLE V
VR AT 0.1% FAR FOR FRGC EXPERIMENT 4 ON PERIOCULAR REGION FROM THE BEST LBP AND THE BEST DT-LBP FEATURES.

<table>
<thead>
<tr>
<th></th>
<th>NT</th>
<th>PCA</th>
<th>UDP</th>
<th>KCFA</th>
<th>KDA</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Best LBP</strong></td>
<td>0.052</td>
<td>0.090</td>
<td>0.178</td>
<td>0.552</td>
<td>0.478</td>
</tr>
<tr>
<td><strong>Best DT-LBP</strong></td>
<td>0.151</td>
<td>0.181</td>
<td>0.186</td>
<td>0.566</td>
<td>0.548</td>
</tr>
<tr>
<td><strong>Improvement</strong></td>
<td>0.099</td>
<td>0.091</td>
<td>0.008</td>
<td>0.014</td>
<td>0.070</td>
</tr>
</tbody>
</table>

TABLE VI
VR AT 0.1% FAR FOR FRGC EXPERIMENT 4 ON PERIOCULAR REGION FROM THE LEGENDRE-LBP5 AND EIGHT STATE-OF-THE-ART DESCRIPTORS.

<table>
<thead>
<tr>
<th></th>
<th>VR at 0.1% FAR</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Legendre-LBP5</strong></td>
<td>0.151</td>
</tr>
</tbody>
</table>

VII. COMPARISON TO THE STATE-OF-THE-ART DESCRIPTORS FOR FACE RECOGNITION

In this section, we compare the proposed DT-LBP descriptors to several state-of-the-art descriptors for face recognition. They are: (1) Gabor [67], (2) SIFT [68], (3) HOG [69], (4) GLOH [70], (5) SURF [71], (6) BRIEF [72], (7) DAISY [73], and (8) BRISK [74]. We have seen that a majority of the latest efforts on unconstrained face recognition (usually on the Labeled Faces in the Wild (LFW) database) greatly rely on locating accurate and dense facial landmarks. High dimensional descriptors are then extracted from each of the landmarks to achieve good performances such as in [75, 76, 77, 78, 79]. The need for accurate facial landmarks is due to the fact that off-angle faces are being matched to each other under unconstrained scenarios. In this work, since we are focusing on facial descriptors, we will constrain ourselves on frontal or near-frontal facial images. Thus, we can ignore facial landmarks because the facial image are very well aligned already.

In the following experiments, we will again utilize the FRGC EXPERIMENT 4 for the evaluation of various state-of-the-art descriptors. Without any training stage, we want to match the probe set (8,014 images) directly to the target set (16,028 images). For each periocular image, we extract the best stand-alone DT-LBP feature: Legendre-LBP5, as well as the other eight facial descriptors mentioned above. In this evaluation, no dimensionality reduction is involved, and therefore for the sake of fair comparison, we will keep equivalent dimensions among all descriptors. For example, the DT-LBP descriptors have the same dimension as the input image, and we can keep all 6,400 dimensions (the periocular image is $50 \times 128 = 6400$). However, for SIFT descriptor, at each keypoint, a 128-dim feature vector is extracted. Therefore, we uniformly sample the image for 50 keypoint locations and perform SIFT at each keypoint. The resulting feature vector is the concatenation of the feature vectors at all keypoints ($50 \times 128 = 6400$). This applies to many other descriptors.

Table VI shows the VR at 0.1% FAR for this comparative evaluation. The proposed Legendre-LBP5 solidly outperforms other facial descriptors. Figure 11 shows the ROC curves for this evaluation. Many descriptors that are performing well for the tasks such as scene matching, and object classification may not be best suited for face recognition. This can be attributed to the lack of strong edge gradients and corners on human faces.

VIII. CONCLUSIONS

The two general frameworks are our major contribution: (1) a general framework that employs various generative and discriminative subspace modeling techniques for DT-LBP representation, and (2) a general framework that encodes discrete transforms with local binary patterns for the creation of robust descriptors.

To be more specific, we have shown that the subspace representation (PCA, UDP, KCFA, and KDA) on both local binary patterns (LBP) and our proposed discrete transform encoded local binary patterns (DT-LBP) features significantly outperform traditional subspace representations on raw pixel intensities. Additionally, experimental results show that subspace representations on the best DT-LBP feature significantly outperforms the best standard LBP with 15.3% improvement in VR at 0.1% FAR on periocular region and full face with different illumination preprocessing schemes. We also find out that with less than 40% the size of a full face, periocular region performs amazingly well compared to full face, with only 2.5% drop in VR at 0.1% FAR. Yet, we are able to gain tolerance to illumination, expression, occlusion, and
capability of matching partial faces in crowds. Under certain conditions, periocular region is even better than full face in terms of verification performance under non-ideal scenarios. In addition, we have compared the best stand-alone DT-LBP descriptor with eight other state-of-the-art descriptors for facial recognition and achieved the best performance, which reconfirmed the robustness and efficacy of the proposed DT-LBP feature for face recognition.

APPENDIX A
DISCRETE POLYNOMIAL TRANSFORM ENCODED LBP

In this section, we visit various polynomial families that we harnessed in coining the discrete polynomial transform encoded LBP. Specifically, they are Legendre polynomial, Chebyshev polynomial, Hermite polynomial, and Laguerre polynomial.

A. Discrete Legendre Polynomial Transform Encoded LBP

In this subsection, we introduce the discrete Legendre polynomial transform encoded local binary patterns (Legendre-LBP) which uses the LBP to encode discrete Legendre polynomial transform coefficients.

Legendre polynomials [48, 49, 50], also called Legendre functions are solutions of Legendre differential equations:

$$\frac{d}{dx} \left[(1-x^2) \frac{d}{dx} P_n(x) \right] + n(n+1)P_n(x) = 0 \quad (12)$$

The Legendre differential equation can be solved using standard power series method. The solutions form a polynomial sequence, the Legendre polynomials. Using Rodrigues’s formula, each $n$th-degree Legendre polynomial $P_n(x)$ can be expressed as:

$$P_n(x) = \frac{1}{2^n n!} \frac{d^n}{dx^n} [(x^2 - 1)^n] \quad (13)$$

By applying the general Leibniz rule for repeated differentiation, the $P_n(x)$ can also be defined as the coefficients in a Taylor series expansion:

$$\frac{1}{\sqrt{1-2xt+t^2}} = \sum_{n=0}^{\infty} P_n(x)t^n \quad (14)$$

In order to obtain the recursive relationship for Legendre polynomials, Equation 14 is differentiated on both sides with respect to $t$, and we have:

$$\frac{x-t}{\sqrt{1-2xt+t^2}} = (1-2xt+t^2) \sum_{n=1}^{\infty} nP_n(x)t^{n-1} \quad (15)$$

Combining with Equation 14, and equating the coefficients of power of $t$ gives Bonnet’s recursion formula:

$$(n+1)P_{n+1}(x) = (2n+1)xP_n(x) - nP_{n-1}(x) \quad (16)$$

with first two terms being $P_0(x) = 1$ and $P_1(x) = x$ pursuant to Taylor series expansion.

We can also obtain the explicit representation of Legendre polynomials by induction from Bonnet’s recursion formula:

$$P_n(x) = \sum_{k=0}^{n} \frac{n!}{k!(n-k)!} \left( \frac{1+x}{2} \right)^{n-k} \left( \frac{1-x}{2} \right)^k \quad (17)$$

Legendre polynomials are orthogonal on the $x \in [-1,1]$ interval:

$$\int_{-1}^{1} P_m(x)P_n(x)dx = \frac{2}{2m+1} \delta_{mn} \quad (18)$$

where $\delta_{mn}$ denotes the Kronecker delta.

The 2D Legendre polynomial transform (Legendre moments) [80, 81, 82] of an image intensity function $f(x, y)$ is defined as:

$$\lambda_{mn} = \frac{(2m+1)(2n+1)}{4MN} \int_{-1}^{1} \int_{-1}^{1} P_m(x)P_n(y)f(x, y)dxdy \quad (19)$$

The region of definition of a Legendre polynomial is the interior of the unit circle, so any rectangle image will have to be scaled to the region $-1 < x, y < 1$. For a rectangle image of size $M \times N$, we have the following discrete Legendre polynomial transform:

$$\lambda_{mn} = \frac{(2m+1)(2n+1)}{4MN} \times \sum_{x=0}^{M-1} \sum_{y=0}^{N-1} P_m(-1 + \frac{2x}{M-1})P_n(-1 + \frac{2y}{N-1})f(x, y) \quad (20)$$

After discrete Legendre polynomial transform, we apply LBP to encode discrete Legendre polynomial transform coefficients and form Legendre-LBP. Example is demonstrated in Figure 8.

B. Discrete Chebyshev Polynomial Transform Encoded LBP

In this subsection, we introduce the discrete Chebyshev polynomial transform encoded local binary patterns (Chebyshev-LBP) which uses the LBP to encode discrete Chebyshev polynomial transform coefficients.

Chebyshev polynomials [50, 51, 52] are solutions to the Chebyshev differential equations:

$$\left(1-x^2\right)\frac{d^2y}{dx^2} - x \frac{dy}{dx} + n^2 y = 0 \quad (21)$$

and

$$\left(1-x^2\right)\frac{d^2y}{dx^2} - 3x \frac{dy}{dx} + n(n+2)y = 0 \quad (22)$$

for the polynomials of the first and second kind respectively. Chebyshev polynomials of the first kind are more important in image processing, so in our implementation we will use the first kind.

We can obtain the explicit representation of Chebyshev polynomials by:

$$T_n(x) = \sum_{k=0}^{\lfloor n/2 \rfloor} (-1)^k \frac{n!}{k!(n-2k)!} (2x)^{n-2k} \quad (23)$$

Similar to the Legendre polynomials, the Chebyshev polynomials can be expressed using recursive relationship:

$$T_{n+1}(x) = 2xT_n(x) - T_{n-1}(x) \quad (24)$$

with $T_0(x) = 1$ and $T_1(x) = x$. 

Chebyshev polynomials are orthogonal with respect to the weight \( \frac{1}{\sqrt{1-x^2}} \) on the \( x \in (-1,1) \) interval:

\[
\int_{-1}^{1} T_n(x) T_m(x) \frac{dx}{\sqrt{1-x^2}} = \begin{cases} 
0 & n \neq m, \\
\frac{\pi}{2} & n = m = 0, \\
\pi/2 & n = m \neq 0.
\end{cases}
\]

The discrete Chebyshev polynomials can be written as:

\[
T_n(x) = n! \sum_{k=0}^{n} (-1)^{n-k} \binom{n}{k} \binom{x}{n} \binom{y}{k}
\]

which satisfy the orthogonality relation:

\[
\sum_{x=0}^{N-1} T_n(x) T_m(x) = \varrho(n,N) \delta_{mn}
\]

with the normalizing factor:

\[
\varrho(n,N) = \frac{N(N^2 - 1^2)(N^2 - 2^2) \cdots (N^2 - n^2)}{2n+1} = (2n)! \binom{N+n}{2n+1}, n = 0, 1, \ldots, N-1
\]

The recurrence formula for discrete Chebyshev polynomials is:

\[
T_{n+1}(x) = \frac{(2n+1)(2x-N+1)}{n+1} T_n(x) - \frac{n(N^2 - n^2)}{n+1} T_{n-1}(x)
\]

Then the discrete Chebyshev polynomial transform [83, 84, 82] for rectangle images of size \( M \times N \) is:

\[
\tau_{pq} = \frac{1}{\varrho(p,M) \varrho(q,N)} \sum_{x=0}^{M-1} \sum_{y=0}^{N-1} T_m(x) T_n(y) f(x,y)
\]

Finally, we utilize LBP to encode discrete Chebyshev polynomial transform coefficients and formulate Chebyshev-LBP. Example is shown in Figure 8.

**C. Discrete Hermite Polynomial Transform Encoded LBP**

In this subsection, we introduce the discrete Hermite polynomial transform encoded local binary patterns (Hermite-LBP) which uses the LBP to encode discrete Hermite polynomial transform coefficients.

The probabilists’ Hermite polynomials [50, 51, 52] are solutions to the differential equation:

\[
\frac{d}{dx} \left( e^{-x^2} \frac{du}{dx} \right) + \lambda e^{-x^2} u = 0
\]

where \( \lambda \) is a constant with the boundary conditions that \( u \) to be bounded polynomially at infinity. This differential equation can be rewritten as an eigenvalue problem (Hermite equation):

\[
u'' - nu' = -\lambda u,
\]

and both will lead to:

\[
H_n(x) = (-1)^n e^{-x^2/2} \frac{d^n}{dx^n} e^{-x^2/2}
\]

Hermite polynomials can be explicitly represented as:

\[
H_n(x) = n! \left( \frac{1}{\sqrt{2}} \right)^n \sum_{\ell=0}^{n/2} \frac{(-1)^{n/2-\ell}}{(2\ell)!((n/2-\ell)! \sqrt{2}x)^{2\ell}}
\]

for odd values of \( n \), and for even values the representation follows:

\[
H_n(x) = n! \left( \frac{1}{\sqrt{2}} \right)^n \sum_{\ell=0}^{(n-1)/2} \frac{(-1)^{(n-1)/2-\ell}}{(2\ell+1)!((n/2-\ell)! \sqrt{2}x)^{2\ell+1}}
\]

(33)

We can also use the following recurrence relationship to express Hermite Polynomials:

\[
H_{n+1}(x) = xH_n(x) - nH_{n-1}(x)
\]

with \( H_0(x) = 1 \) and \( H_1(x) = 2x \).

The \( \alpha \)th degree Hermite polynomials are orthogonal with respect to the weight function \( e^{-x^2} \):

\[
\int_{-\infty}^{\infty} H_m(x) H_n(x) e^{-x^2/2} dx = \sqrt{2\pi} n! \delta_{nm}
\]

(35)

Then the discrete Hermite polynomial transform [85, 86, 87] for rectangle images of size \( M \times N \) is:

\[
\hat{r}_{pq} = \sum_{x=0}^{M-1} \sum_{y=0}^{N-1} H_p(x) H_q(y) f(x,y)
\]

(36)

where \( \sigma \) is the standard deviation of the Gaussian function.

We can obtain the Hermite-LBP by post-applying LBP encoding scheme on discrete Hermite polynomial transform coefficients. Example is shown in Figure 8.

**D. Discrete Laguerre Polynomial Transform Encoded LBP**

In this subsection, we introduce the discrete Laguerre polynomial transform encoded local binary patterns (Laguerre-LBP) which uses the LBP to encode discrete Laguerre polynomial transform coefficients.

The generalized Laguerre polynomials [50, 51, 52] are solutions of generalized Laguerre’s equation:

\[
x \frac{d^2 y}{dx^2} + (\alpha + 1 - x) \frac{dy}{dx} + ny = 0
\]

(37)

and can also be expressed by the Rodrigues’ formula:

\[
L_n^{(\alpha)}(x) = \frac{x^{-\alpha} e^{x} }{n!} \frac{d^{n}}{dx^n} (e^{-x} x^{n+\alpha})
\]

(38)

Simple Laguerre polynomials are recovered by setting \( \alpha = 0 \).

The explicit representation of generalized Laguerre polynomials of degree \( n \) using Leibniz’s theorem for differentiation of a product\(^1\) to Rodrigues’ formula is:

\[
L_n^{(\alpha)}(x) = \sum_{i=0}^{n} (-1)^i \binom{n+\alpha}{n-i} x^i
\]

(39)

Laguerre polynomials can be expressed using the following recurrence relationship:

\[
L_n^{(\alpha)}(x) = \left( 2 + \frac{\alpha - 1 - x}{n} \right) L_{n-1}^{(\alpha)}(x) - \left( 1 + \frac{\alpha - 1}{n} \right) L_{n-2}^{(\alpha)}(x)
\]

(40)

with \( L_0^{(\alpha)}(x) = 1 \) and \( L_1^{(\alpha)}(x) = -x + \alpha + 1 \)

\(^1\)The generalized Leibniz rule states that if function \( f \) and \( g \) are \( n \)-times differentiable, then the \( n \)th derivative of the product \( fg \) is given by \( (f \cdot g)^{(n)} = \sum_{k=0}^{n} \binom{n}{k} f^{(k)} g^{(n-k)} \).
Laguerre polynomials are orthogonal over \([0, \infty)\) with respect to the measure with the weighting function \(x^a e^{-x}\),
\[
\int_0^\infty x^a e^{-x} L_n^{(a)}(x) L_m^{(a)}(x) \, dx = \Gamma(n + a + 1) \delta_{nm} \quad (41)
\]

Then we can obtain the discrete Laguerre polynomial transform \([88, 89]\) for rectangle images of size \(M \times N\) as follows:
\[
P_{pq} = \frac{1}{\rho(p, M) \rho(q, N)} \sum_{x=0}^{M-1} \sum_{y=0}^{N-1} e^{-x^2 x^2} L_p^a(x) L_q^a(y) f(x, y), \quad (42)
\]
where \(\rho(p, M) = \sum_{p=0}^{M-1} e^{-x_p^2 x^2}\). Following the same manner as other discrete polynomial transforms, we can achieve Laguerre-LBP by encoding the discrete Laguerre polynomial transform coefficients with LBP. Example is illustrated in Figure 8.
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