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Abstract—Many real-world graphs, such as those that arise from the web, biology and transportation, appear random and without a structure that can be exploited for performance on modern computer architectures. However, these graphs have a scale-free graph topology that can be leveraged for locality. Existing sparse data formats are not designed to take advantage of this structure. They focus primarily on reducing storage requirements and improving the cost of certain matrix operations for these large data sets. Therefore, we propose a data structure for storing real-world scale-free graphs in a sparse and hierarchical fashion. By maintaining the structure of the graph, we preserve locality in the graph and in the cache. For synthetic scale-free graph data we outperform the state of the art for graphs with up to $10^7$ non-zero edges.

I. INTRODUCTION

The goal of this work is to provide an efficient data structure for storing and computing on real-world scale-free graphs. We target scale-free graphs because many real-world networks share that topology [1], [2]. In these graphs, there are a small number of nodes with many edges and many nodes with only a few edges. The nodes with many connections are referred to as hub nodes and they connect many neighboring nodes within their cluster. If we zoom into one of these neighborhoods we would see this behavior repeat, as illustrated by Figure 1. In this paper, we leverage the characteristics of scale-free graphs in order to create an efficient data structure that provides fast access to clusters of nodes in a hierarchical fashion.

Our data structure uses a hierarchical sparse data format to efficiently map scale-free graphs to modern computer architectures. This format captures the structure of the graph at multiple levels of resolution. By varying the resolution at a given level, we can fit that sub-graphs to the caches of the target system. This allows us to maximize cache reuse and minimize bandwidth requirements for Sparse Matrix-Vector (SPMV) like operations. Additionally, by using a sparse encoding at each level of the hierarchy, we can reduce the storage requirements of our format.

We recognize that the domain expert has extremely valuable knowledge on the structure of their graph and the details underlying the problem from which it came. In order to capture this structure, we rely on the domain expert to provide a mapping function between the structure of the graph and our data structure.

A. Our Contribution

This work can be broken into three key pieces.

- We provide a hierarchical sparse format called Recursive Matrix and Vector (RMV). This hierarchical format captures the structure of the graph using a tree of specialized containers.
- We provide an Application Programming Interface (API) that allows the domain expert to construct these RMV objects from domain knowledge. The expert can pass the structural information of the graph to our data structure.
- Lastly, we perform a performance analysis of our format using synthetic scale-free graphs.

II. RELATED WORK

The purpose of our structure is to preserve the locality of the graph in the memory hierarchy. This is motivated by the ideas in [3]. The authors suggest that when distributing a matrix on a parallel machine, it is more important to distribute a matrix based on the elements of the vector rather than on the structure of the matrix. For example, if we discretize the body of an airplane for a simulation, we would want to keep the vertices from the wings near each other, the vertices on the fuselage clustered together and the vertices on the engine close to each other, because these neighboring vertices are more likely to interact with one another. Clustering these neighboring vertices in memory would insure that these interactions occur in cache.

In [4] the authors leveraged this idea of preserving the structure of the problem in memory for hp-FEM. They did this by using the original structure of the problem to guide its
assembly in a hierarchical dense matrix storage format [5]. By utilizing both domain knowledge and a data structure that is amenable to hierarchical storage, the authors bypass the need for a graph partitioner. This is possible because they can insure that physical elements neighbor each other in memory.

In a similar vein, we want to use the structure to partition and store real-world graphs in a hierarchical fashion. Our work provides a hierarchical data structure and a mechanism that allows the expert to pass structural knowledge. This knowledge the user provides – using our API – guides the construction of the hierarchical data structure.

In the airplane example, we partitioned the vertices based on the mechanical component that contained them. Those vertices that exist in the same component are more likely to communicate with each other than with distant neighbors. Like the mechanical components, the neighboring vertices around a well connected vertex hub form a well connected clusters in a scale-free graph. We would like to preserve this graph structure in the memory hierarchy, such that a cluster would take advantage of cache locality. To achieve this we would want to partition our graph about those hubs. The domain expert would need to provide our framework with a mapping function that captures this partitioning.

a) Existing Frameworks: If the user can provide us with domain knowledge of the graph’s structure, then we need a data format that can mirror this structure. In this section, we discuss existing sparse data formats and how they compare and contrast to our format.

This simplest of the sparse formats is the coordinate storage format (COO). This format is composed of a list of edges, described as a tuple of: the starting vertex, the ending vertex and the weight. This format provides compression over a dense matrix by only storing the nonzero elements. The Compressed Sparse Row (CSR) and Compressed Sparse Column (CSC) format provide additional compression over the COO format. They do this by compressing all of the edges in the same row (or column) into a pair of lists containing the column (or row) element and the edge weight. While COO, CSC, and CSR provide compression over dense storage, they do not allow for blocking for locality. Thus, we cannot use these formats for hierarchical storage of our graph.

Hierarchically Tiled Arrays (HTA) [6] are a set of C++ objects for storing dense arrays in a hierarchical fashion. The goal of this project is to concisely describe parallelism using these hierarchical objects. Similarly, FLASH [5] provides a hierarchical representation for dense matrices. This API abstracts away the complex indexing associated with hierarchical matrices and allows the user to implement dense linear algebra routines over matrices that are stored as blocks. Both of these libraries provide an API for describing matrices hierarchically. A user can optimize their matrix operations for their target hardware by varying the depth of this hierarchy and by varying the dimensions of the blocks at each level. However, both formats target dense data, and we want to preserve sparsity at every depth of the hierarchy.

The Recursive Sparse Blocks (RSB) [7] store sparse matrices hierarchically. It does this by sub-dividing the matrix in a quad-tree fashion. It continues to sub-divide all blocks until each block only contains a small number of elements. These blocks are then small enough to fit in the cache of the target system. Their work imposes a specific partitioning of the matrix. Additionally, it fixes the access pattern for SPMV to a Z-Morton ordering. Our work differs in that the partitioning is determined by user knowledge, and the access pattern is also determined by the user.

The Optimized Sparse Kernel Interface (OSKI) [8] is a program generation system for implementing high performance SPMV kernels on a specialized data format. This specialized format can be viewed as a sparse collection of dense blocks. Their interface allows the user to embed domain knowledge as hints that affect the block size of their format. Compressed Sparse Block (CSB) [9] can be viewed as a dense collection of sparse blocks. This format gives no preference over computing on rows versus columns. In this way, one can consider it as a blocked version of the COO format. Their library provides efficient implementations of transposed and non-transposed SPMV. Their existing format only provides one level of tiling, whereas we want many levels of tiling. Both of these works show that tuned kernels are necessary for the data format being used. Our work leverages their ideas, to provide a hierarchical sparse collection of sparse blocks.

Lastly, the Spatio-Temporal Interaction Network and Graph Extensible Representation (STINGER) [10] is a graph library and data format for performing analytics on time varying graphs. They use a specialized data structure to accommodate frequent updates to the graph, and to facilitate parallel operations over the graph. Their interface allows the user to provide a mapping function between physical vertex ID in the graph and their logical ID in memory. Our interface also provides the user with the ability to define this mapping function. This allows the user to provide structural information to the constructor of our data format. In the following section we describe our format.

III. PROPOSED MECHANISM

In this section, we describe our hierarchical sparse data format and its constructor function. If the user provides our framework with domain knowledge about the structure of the graph, then our framework can construct both a sparse matrix and dense vector in our format that preserves this structure in memory.

b) Data format: The key component to our storage scheme is the hierarchical Recursive Matrix or Vector (RMV) element. The graph is stored recursively by blocks inside this container. The graph is represented at multiple granularities (Figure 2). At the very top this block contains the entire graph below it and at the very bottom the blocks contain pointers to the weights of the edges or values of the vertices.

```c
struct recursive_dense_vector{
    type; size;
    values; }
```
Fig. 2. In this figure, we show how the incidence matrix of the graph is stored hierarchically using our format. At the depth $d_5$, we have a view of what the original incidence matrix. We store the graph hierarchically, so as we move up this pyramid, the graph is coarsened. Each element in the levels above $d_5$ is a pointer to the elements in the level below it.

Fig. 3. This figure represents an instantiated Recursive Sparse Matrix. It contains the shape of a sparse graph as a bit matrix and the corresponding values stored as a dense list. Note that the bit matrix can be treated as an integer, which can be used to select a kernel specialized to that specific shape.

\[
\text{struct recursive_sparse_matrix}\{
\text{type; size;}
\text{bitmask_matrix;}
\text{values; }
\};
\]

In each Recursive Matrix or Vector container, there is a field that determines if its elements point to containers at a finer level of the graph, or if they point to the actual values. Next, it contains the number of rows and columns of blocks that it can access. Additionally, there is a bit matrix that describes the pattern of the non-zero elements. Lastly, there is an array that either contains pointers to the next level of blocks or values if we are the final level. In Figure 3 we show an instantiation of this object. We then show in Figure 4 a fully constructed Recursive Sparse Matrix of height 2. The top level provides a coarse view of the matrix, and each of its elements point to a Recursive Sparse Matrix on the bottom level.

c) Construction: The user provides the structural information of the graph to our framework. In order to enable the assembly of these RMV objects based on the user’s knowledge, we provide a tree based descriptor. This tree captures the recursive partitioning of the vertices in the graph as a nesting of partitionings. The nodes of this tree are shape descriptors and they are generated by a user provided get_child function.

\[
\text{struct shape_desc}\{
\text{depth; nnz; rows; cols;}
\text{void *user_data}
\text{void *get_child;}
\};
\]

Each of these descriptors represents the shape of the graph at its assigned depth. The first four parameters give the coarse structure of the sub-graph being viewed. The user data field allows the user to pass bookkeeping information to the get_child function during the formation of this tree.

\[
desc_child = \text{get_child}(i,j, \text{desc_parent})
\]

Using these descriptors and functions, we can assemble a RMV object according to a user defined partitioning. We have used this tree based approach for assembling the Recursive Matrix object from synthetic data, as well as, from COO formatted sparse matrix data.

\[
\text{assemble_recursive_matrix(}
\text{recursive_sparse_matrix }*\text{head},
\text{shape_desc }*\text{parent })
\]

\[
\text{head->values } = \text{malloc( parent-> nnz )}
\]

\[
\text{for } i,j \text{ in parent->rows,cols}
\text{if child } = \text{parent->get_child}(i,j,\text{parent})
\text{!= NULL}
\text{mark_bit_mask}(i,j, \text{head})
\text{assemble_recursive_matrix}
\text{( head->values[p++], child )}
\]
In the pseudo code snippet listed above, we capture the essence of how a Recursive Matrix is constructed recursively from the shape tree. In the snippet we show that at each descent into the recursive matrix we simultaneously descend into the user provided shape tree that describes the graph. The construction of the Recursive Vector follows a similar approach based on these tree shape descriptors.

d) Computation: Computing a Sparse Matrix-Vector Multiply (spmv) using the RMV object is equivalent to performing a blocked Matrix-Vector Multiply. Functionally, it entails a recursively blocked spmv, that descends down the matrix and vector objects until it reaches the actual data values. This is illustrated in Figure 5. Note that the sub-vectors are reused across many elements in the matrix, so they are kept in the cache. The amount of reuse is dependent on how the user partitioned the vertices of the graph.

An additional feature of our structures is the ability to dispatch to specialized functions. In each container for the sparse matrices, there is a bit matrix which determines the shape at that level. This matrix can be treated as a single integral type and used to dispatch the children to a specialized version of that function. The specialized function can be optimized to include the indirect indexing directly in the code.

```c
spmv_dispatch( y, mat, x){
    switch(mat->bit_matrix)
    ...  
    case 65:
        spmv_65(y,mat->values, x)
    }
```

The corresponding spmv_65 function can be fully unrolled and optimized to avoid indirect address computation. As long as the size of the instruction cache permits, we can specialize to all potential matrix shapes for a given block size.

e) Data Structure Analysis:

\[
s_{rmv}(n) = s_{type}(n) + s_{size}(n) + s_{nnz}(n) + s_{mask}(n) + s_{ptr\_mask} + s_{ptr\_vals}
\]  

(1)

Where \( s_{type} \) is the block type, \( s_{size} \) are the dimensions of the block, \( s_{nnz} \) is the number of non zeros in this block, \( s_{mask} \) is the actual bit mask matrix, and \( s_{ptr\_mask} \) and \( s_{ptr\_vals} \) are the bit mask and value pointers, respectively.

These blocks only store a small local sub-graph, so the size of the data types used can be minimized to the number of bits needed to encode a block of that size. We can represent these sizes \( s \) as functions of \( n \), where \( n \) represents the size of an \( n \times n \) block that we would like to store in our RMV Structure. We can replace the size \( s \) terms with the following functions:

\[
\begin{align*}
    s_{type}(n) &= 8b \\
    s_{size}(n) &= 2\log_2(n) \\
    s_{nnz}(n) &= 2\log_2(n) \\
    s_{mask}(n) &= n^2 \\
    s_{ptr\_mask}(n) &= 64b \\
    s_{ptr\_vals}(n) &= 64b
\end{align*}
\]  

(2)

This overhead formula is only for a single block. If we assemble a graph in a hierarchical fashion using blocks of size \( b \) (fixed size blocks are not a requirement of our structure), then our overhead becomes:

\[
s(n, b) = \frac{1 - \frac{1}{r}}{1 - \frac{1}{r}} s_{rmv}(b)
\]  

(3)

Where \( k = \log_3 n \), \( r = db^2 \) and \( d \) is the average density of the graph in each block.

If we make \( n \) arbitrarily large, then \( s_{mask}(n) \) becomes the dominant factor. If we store a large graph as a single block in our storage scheme, then the overhead would be unnecessarily large compared to Coordinate Storage (COO). However, our scheme is designed to store a scale-free graph hierarchically such that the density of the leaves is greater.
than the entire graph. Thus, if the density of the blocks is sufficiently large, then this overhead is amortized over many elements. Otherwise, a COO list should be used for that block, a feature that our format allows. Thus, we need to balance the size of our blocks with the density of the sub-graph that they will store.

Achieving this desired density for larger block sizes may not be practical for real world scale-free graphs. Fortunately, we do not need a high density of the overall graph, only high densities in tightly clustered sub-graphs. Thus, the question becomes: given a sub-graph of size \( n \), what minimum density is needed to overcome the overhead of our storage format, RMV, compared to COO? In Figure 6 we compare necessary density to break even in overhead for a given block size. This is computed using by solving for density \( d \) in mask \( (n) = \text{coo}(n) \text{nnz} \), where \( \text{nnz} = dn^2 \). For a range of block sizes, this plot shows what density is needed to justify the use of the bit matrix over COO inside the RMV structure. In that plot, we also calculate the range of the overhead of our RMV mechanism for each block size.

IV. EXPERIMENTAL SETUP AND ANALYSIS

In this section, we evaluate the performance of our data format for synthetic scale-free graphs. We want to show that we can achieve reasonable \( \text{spmv} \) performance for a single threaded, scalar, and un-optimized implementation of our framework. Additionally, we show that we achieve competitive performance with the state of the art. We chose \( \text{spmv} \) as a proxy for graph operations for the following reasons: First, many graph operations can be represented in terms of iterative \( \text{spmv} \)-like operations. Second, this operation is typically expertly tuned, so it sets a high bar for performance.

**Synthetic Dataset:** For our datasets, we generate synthetic Discrete Kronecker Graphs [11] of various sizes. We chose these graphs because they approximate scale-free graphs. Using Kronecker graphs we can control the sparsity, number of non-zeros and graph size in a predictable fashion. The construction of the Kronecker Graphs used in our experiments is as follows:

We start with an initiator matrix \( B_i \), which in our case is the arrowhead pattern:

\[
B_1 = \begin{bmatrix}
1 & 1 & 1 & 1 \\
1 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 \\
1 & 0 & 0 & 1 \\
\end{bmatrix}
\]  

(4)

We construct larger Kronecker Graphs \( B_i \) for \( i > 1 \) using the Kronecker Tensor \( \otimes \) in this formula \( B_i = B_1 \otimes B_{i-1} \). The term on the left-hand side describes the coarse structure of the matrix, while the term on the right-hand side describes the fine grain structure. For our arrowhead initiator \( B_1 \), we can visualize this matrix as:

\[
B_{i+1} = \begin{bmatrix}
B_i & B_i & B_i & B_i \\
B_i & B_i & 0 & 0 \\
B_i & 0 & B_i & 0 \\
B_i & 0 & 0 & B_i \\
\end{bmatrix}
\]  

(5)

We selected these graphs because they represent the ideal case for our data format, because we can base our partitioning on the mathematical representation of the Kronecker Graph. However, our data format is not limited only to Kronecker Graphs. It can store arbitrary sparse graphs, but we only expect to see performance benefits if the user can map the structure of their graph to our Recursive Matrix data structure.

**Test Bench:** Our target systems include: an Intel Core i5-5200U running at 2.20 GHz with a memory bandwidth of 25.6 GB/s and an Intel Xeon E5-2667 v3 running at 3.2 GHz with 68 GB/s of memory bandwidth. The theoretical peak \( \text{spmv} \) performance on these machines are 6.4 GFLOP/s and 12.75 GFLOP/s respectively. This assumes that the vectors are resident in the cache and that for every 8B consumed, 2 FLOPs are performed.
Lastly, we use prefetching to load the next sub-graph in its respective cache. The application of these optimizations parallel the implementation of a high performance dense linear algebra routine.

For a single thread, our implementation outperforms the state of the art for synthetic scale-free graphs up to the size of $10^7$ non-zero edges. We suspect that for larger sizes our blocking dimensions are not optimal. Furthermore, we suspect that for those larger sizes our data layout does not efficiently use the memory subsystem. This could be addressed by using a layout that maximizes memory level parallelism. We leave these two adjustments for future work.

V. Summary

In this paper, we provide an API for a sparse and hierarchical data format for storing scale-free graphs. Additionally, we provide an API that allows the domain expert to pass the structural information of the graph to our framework. This structural information is represented as a vertex partitioning stored as a tree, and it determines the shape of our Recursive Matrix Vector (RMV) objects.

For graph problems that generate their own data, or when the topology of the graph is known, this allows the data structure to be constructed in a way that fits both the graph and the memory hierarchy. Thus, we can map real-world scale-free graphs to modern computer architectures. In future work, we will investigate the optimal construction of our data-structure from real-world graphs. Particularly, we will investigate how to automatically map the graph to the memory hierarchy of the target system.
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