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Department of Electrical and Computer Engineering

Carnegie Mellon University, Pittsburgh, PA 15213 USA
Email: {jderi,franzf,moura}@ece.cmu.edu

Abstract—We seek to extract and explore statistics that char-
acterize New York City traffic flows based on 700 million taxi
trips in the 2010-2013 New York City taxi data. This paper
presents a two-part solution for intensive computation: space
and time design considerations for estimating taxi trajectories
with Dijkstra’s algorithm, and job parallelization and schedul-
ing with HTCondor. Our contribution is to present a solution
that reduces execution time from 3,000 days to less than a day
with detailed analysis of the necessary design decisions.

Index Terms—New York City open data, design, performance,
high-throughput computing, HTCondor

I. INTRODUCTION

Understanding traffic flow in cities has significant ramifi-
cations, from optimizing daily commutes to facilitating evac-
uations in the case of emergencies and natural disasters [1],
[2]. In particular, the tempo and pattern of traffic flow need
to be known in order to implement policies that can handle
traffic congestion or unforeseen events. With the advent of
smart city initiatives such as New York City’s Open Data
project [3], traffic data such as camera data [4] and taxi
data [5] provide new ways of examining the movement of
city traffic, opening new research in areas such as big urban
data visualization and analytics [1], [2], [6], [7].

This paper focuses on designing software tools to extract
features from 2010–2013 New York City taxi data, which
consists of 700 million taxi trips for 13,000 medallions (taxi
cabs) with data fields including pick-up and drop-off GPS
coordinates and timestamps [5]. Since the raw data does
not include taxi trajectories, computation of the taxi paths
is essential to extract features that reflect taxi movement at
each node and edge of a road network. Other studies based
on tracking taxi GPS data over a road network include [8],
[9], [10], [11]. Some of these studies use GPS traces to dis-
cover anomalous trajectories; others use GPS data to model
and predict traffic and its evolution. In [12], betweenness
centrality measures that incorporate traffic levels inferred
from GPS data are computed over a transportation network
in order to determine optimal locations of traffic monitoring
units.

This work was partially supported by NSF grant CCF-1513936.

Figure 1. Dijkstra shortest path of a single taxi trip from Times Square
to the Rockefeller Center. Our problem requires computing 700 million
such paths and extracting relevant statistics with a low-latency, workable
solution. (Map data: Google [14])

Our objective is to leverage the entirety of the data to
extract taxi-based statistics over the Manhattan grid, such
as taxi concentrations at road intersections. Such intensive
data processing, which is necessary to learn and extract
knowledge from large data sets or historical repositories
such as the taxi data, requires solutions that are efficient in
both memory utilization and execution time so that the large
scale nature of the available data can be fully exploited [13].
In particular, we design a low-latency, memory-efficient
solution to compute statistics to describe New York City
taxi movement.

Dynamic representation. A dynamic representation of
the taxi trips is needed in order to represent taxi movement
in New York City. Since the available data provides only
static (start and end) information for each trip, taxi trajec-
tories along the road network are estimated. These trips are
approximated by shortest paths computed with Dijkstra’s
algorithm, as shown in Figure 1. These paths are used to
extract statistics of interest, such as the average number of
trips that pass through a given location at a given time of
day, the average number of passengers of these trips, and
the average tip paid. Figure 2 illustrates such statistics.



Figure 2. Examples of four-year average statistics computed at an inter-
section close to Rockefeller Center: average number of trips (top right),
average number of passengers (middle right), and average tip fraction
(bottom right). The hour index corresponds to an hour of the week with
index 0 corresponding to Sunday 12am, index 12 to Sunday 12pm, index
24 to Monday 12pm, etc.

Data discovery. The richness of the New York City taxi
data permits us to extract statistics that provide an in-depth
characterization of taxi trips. Since the statistic of interest
may vary with the research question, we desire an efficient
solution for feature extraction that enables interactive data
discovery.

Our goal is to design a feature extraction scheme for the
taxi data so that the time to solution is reasonable. On one
hand, real-time solutions are desirable, although they may
not be necessary for data discovery on a historical repository.
On the other hand, waiting weeks or months for statistics
is not practical. For our research application, a computation
that takes less than a day is acceptable and can be reduced
with more resources (e.g., more powerful cluster machines
or more cluster machines). Our solution design takes this
constraint into account.

For extracting features from the New York City taxi
data, the shortest path computation becomes a bottleneck. To
illustrate, a Python implementation on a 64-bit, 16-core, 16
GB RAM machine takes one hour to compute Dijkstra paths
for 10,000 taxi trips, which scales to 3,000 days to compute
all 700 million trips. The computation time can be reduced
to a few weeks by parallelizing with high-throughput com-
puting resources such as HTCondor [15], [16]. However, this
turnaround is not ideal for a data discovery problem such as
the one we aim to solve. Instead, we would like to have the
time to solution to be less than a day as discussed above. In
this paper, we present such a solution in the C programming
language and illustrate parallelization considerations on a
memory-constrained computer cluster of 32 16-core/16 GB
and 8-core/8 GB machines.

Contributions. This paper makes the following contri-
butions:

∙ We demonstrate a solution that reduces computation
from 3,000 days to less than a day.

∙ We recast the problem as a two-pass problem.
∙ We present our solution for a space-efficient,

portable C implementation.
∙ Our solution is parallelizable for HTCondor.

Related software tools and approaches are discussed
in Section II. The problem formulation and engineering
constraints are described in detail in Section III. Section IV
provides the implementation with experimental results in
Section V. Results that demonstrate fine-grained, localized
taxi trip descriptors as a function of spatial coordinates and
time are shown in Section VI.

II. BACKGROUND

This section provides background on computing plat-
forms and path planning algorithms related to efficient com-
putation of Dijkstra shortest paths.

Related frameworks. Scientific computing languages
such as Python [17] and MATLAB [18] as well as new
computing languages such as Julia [19] provide platforms
for modeling complex data structures such as graphs and
for computing statistics. One of our primary constraints
at runtime is memory, which requires an implementation
that eschews data structures in favor of simple array-based
representations. For this reason, we implement our solution
in the C programming language.

In addition, a low-latency, high-throughput platform
is desired in order to run many jobs in parallel. High-
throughput computing platforms for Big Data include
MapReduce [20], Hadoop [21], and Spark [22]. The GraphX
library in Spark can be used for parallel and distributed
graph processing [23]. The individual jobs are designed
to handle the required graph processing in order to use
HTCondor, an open-source software tool that provides a
high throughput computing environment on a cluster of
machines [15]. HTCondor works well when each job is
designed to have a low memory footprint.

Path planning algorithms. Dijkstra’s algorithm [24]
is related to shortest path algorithms such as breadth-first
search, the Bellman-Ford algorithm, and the Floyd-Warshall
algorithm [25], [26]. Breadth-first search can be used to
find a shortest path on an unweighted, directed graph. The
Bellman-Ford algorithm finds shortest paths from a single
source on graphs that are both weighted and directed, but
it computes distances to multiple destination nodes. The
Floyd-Warshall algorithm computes all-pairs shortest paths,
takes 𝑂(|𝑉 |3) time, and can be optimized as in [26]; it can
be modified to find a single path but is usually used for
dense graphs.

This paper focuses on Dijkstra’s algorithm [24],
[25], which performs single-source single-destination path-
finding on a sparse, directed network with distances as
(non-negative) edge weights. Dijkstra’s algorithm can run
in 𝑂(|𝐸| log |𝑉 |) time for sparse, strongly connected net-
works; more details are provided in Section III-B. Variations



on Dijkstra’s algorithm include the A* algorithm, which
partially computes a tree of paths to guide the search to
the destination node [27], [28], [29]. In addition, methods
such as pre-computing distance oracles [29], creating a hier-
archical representation of the road network with contraction
hierarchies [30], [31], or predicting subnetworks that contain
the desired path by pre-computing cluster distances [27]
have been shown to improve performance with a space
trade-off. Furthermore, Google Maps [14] can be queried
for trajectories that account for congestion and other param-
eters, although these queries would reflect current instead of
historical (2010-2013) traffic patterns.

We select Dijkstra’s algorithm [24], [25] to estimate taxi
trajectories because the benefits of storing pre-computed
paths to accelerate computation were outweighed by the
utility of implementing an algorithm with a low memory
footprint for the purpose of parallelizing on the available
cluster with HTCondor. While Dijkstra’s algorithm may not
reflect a true taxi trajectory, it provides an approximation
that demonstrates the challenges of intensive data process-
ing. Methods for improving the Dijkstra path computation
to reflect true trajectories are discussed in Section VI.
Related evaluations of Dijkstra’s algorithm include [32],
which provides a probabilistic analysis to compare priority
queue implementations, and [33], which compares serial and
parallel implementations of Dijkstra’s algorithm.

This paper focuses on the design considerations for
implementing Dijkstra’s algorithm in a high-throughput en-
vironment that requires a low memory footprint. The nec-
essary design decisions for the problem formulation are
provided in the next section.

III. PROBLEM FORMULATION

This section presents the problem of computing statis-
tics for New York City taxi data over a road network.
Section III-A discusses memory constraints and necessary
design decisions to make the problem memory-efficient.
The expected computation time and design decisions to
reduce latency are discussed in Section III-B. Section III-C
highlights the high-throughput nature of the problem.

Overall objective. Our goal is to extract features that
characterize taxi movement through New York City from
four years (2010-2013) of New York City taxi data [5].
However, since the path of each taxi trip is unknown, an
additional processing step to estimate taxi trajectories is
required before extracting statistics of interest. For example,
if a taxi picks up passengers at Times Square and drops them
off at the Rockefeller Center, the statistics of interest would
capture not only trip data at the landmarks, but also at the
intermediate locations as depicted in Figure 1.

Estimating tax trajectories requires overlaying the taxi
data on the New York City road network. The taxi data and
network are described next.

NYC taxi data. The 2010-2013 taxi data consists of
700 million trips for 13,000 medallions [5]. Each trip has

about 20 descriptors including pick-up and drop-off times-
tamps, latitude, and longitude, as well as the passenger
count, trip duration, trip distance, fare, tip, and tax paid.
The data is available as 16.7 GB of compressed CSV files.

Road network. The road network 𝐺 = (𝑉,𝐸) con-
sists of a set 𝑉 of |𝑉 | = 79, 234 nodes and a set 𝐸 of
|𝐸| = 223, 966 edges that can be represented as a |𝑉 |× |𝑉 |
adjacency matrix 𝐴. The nodes in 𝑉 represent intersections
and points along a road based on geo-data from [34]. Each
edge (𝑣𝑖, 𝑣𝑗) ∈ 𝐸, 𝑣𝑖, 𝑣𝑗 ∈ 𝑉 , corresponds to a road
segment on which traffic may flow from geo-location 𝑣𝑖
to geo-location 𝑣𝑗 as determined by Google Maps [14]. An
edge of length 𝑑𝑖𝑗 > 0 is represented by a nonzero entry
in the adjacency matrix so that [𝐴]𝑖𝑗 = 𝑑𝑖𝑗 . A zero entry
corresponds to the absence of an edge; i.e., no edges of
length zero are present in the network.

The network 𝐺 is directed since the allowed traffic
directions along a road segment may be asymmetric. In
addition, 𝐺 is strongly connected since a path (trajectory)
exists from any geo-location to any other geo-location.

Initially, computing statistics along each taxi trajectory
appears to be a single-pass problem. However, as this section
shows, performance can be improved by separating the
trajectory estimation and statistics computation. The rest of
the section discusses the reasons for such a workflow.

A. Memory-Efficient Design

The design choices are discussed for the backbone work-
flow, which consists of computing a taxi trajectory through
the road network and then computing statistics from the
path. A memory-efficient design is first demonstrated.

Road network. Methods such as creating a represen-
tation of the road network with contraction hierarchies or
pre-computing cluster distances to predict subnetworks that
contain the shortest path may be implemented so that the
entire network is not in memory for each computation [27],
[30]. On the other hand, for a machine cluster that does not
provide a shared memory space, parallelizing shortest path
computations requires the entire road network to be known
at runtime to compute shortest paths, or that hierarchies
or subnetworks are pre-computed and loaded at runtime.
For the purpose of this paper, we focus on the case when
the entire network is needed at runtime and discuss the
necessary steps to design memory-efficient solutions.

One key requirement of our method is a low memory
footprint in order to enable parallelization with HTCondor.
As a result, using data abstraction to represent the road net-
work is not ideal since it introduces unnecessary overhead.
Therefore, our implementation is developed in the C pro-
gramming language with memory-efficient representations
of the road network via C structs and arrays.

The road network can be represented as an adjacency list
instead of an adjacency matrix since the network is highly
sparse. An adjacency matrix takes 𝑂(|𝑉 |2) memory, while



(a) Array of linked lists. (b) Array of arrays.

Figure 3. Adjacency list implementations.

typedef struct point_t{
double lat,lon;

} point_t;
typedef struct edge_t{

int n1idx, n2idx;
double len;
double minlat,minlon, maxlat,maxlon;

} edge_t;
point_t nodearr[max_nodes];
edge_t edgearr[max_edges];
int degarr[max_nodes];
int adjlist[max_nodes][max_degree*2];

Figure 4. Road network representation. Variables max_nodes,
max_edges, and max_degree are set to |𝑉 |, |𝐸|, and the maximum
out-degree of the road network, respectively.

an adjacency list takes 𝑂(|𝑉 | + |𝐸|) memory [25]. Since
the adjacency matrix is highly sparse(|𝐸| << |𝑉 |2), an
adjacency list representation is preferable.

A common implementation of an adjacency list is an
array of linked lists as in Figure 3a. However, this imple-
mentation requires calling malloc for each node in the
array and storing pointers between the elements in the linked
lists, each of which is 8 bytes assuming IEEE 754 standard
double-precision floating point (64 bit). For our problem, the
maximum degree of the network can be computed a priori in
order to implement the adjacency list as a two-dimensional
C array as in Figure 3b. In this way, pointers are not needed
and memory is allocated only once.

The road network is defined by point_t and edge_t
structures shown in Figure 4. The full representation consists
of four elements: an array of point_t structs to store the
nodes, and an array of edge_t structs to store the edges,
an int array to store the out-degree of each node, and a
two-dimensional array to store the adjacency list. The node
and edge arrays allow for constant-time lookup of node and
road segment properties, which is necessary for both shortest
path computation and feature extraction.

In order to conserve memory, the second dimension of
the adjacency list array (the width of the array in Figure 3b,
e.g.) is extended by a factor of two. This enables encoding of
both the node index and the edge index for each neighbor so
that Dijkstra’s algorithm can traverse the road network with
constant-time lookup of node and road segment properties.
The number of neighbors of each node in the adjacency list
is encoded in the degree array.

Assuming double= 8B, int=4B, and 3B compiler

TABLE I: Memory required for road network representation.

Struct name Memory Array name Memory

point_t 19B nodearr 1.5MB
edge_t 51B edgearr 11MB

degarr 320KB
adjlist 6MB
Total 20MB

typedef struct node_t{
int taxicount, tripcount;
int taxicount_t[TIMERES];
int taxicountS_t[TIMERES];
int taxicountD_t[TIMERES];
int tripcount_t[TIMERES];
int tripcountS_t[TIMERES];
int tripcountD_t[TIMERES];
double tipfracsum_nt[TIMERES];
double tipfracsumS_nt[TIMERES];
double tipfracsumD_nt[TIMERES];
int passcount_nt[TIMERES];
int passcountS_nt[TIMERES];
int passcountD_nt[TIMERES];

} node_t;

Figure 5. Example C structure to extract taxi and trip counts, tips, and
number of passengers for pickups (“S”), dropoffs (“D”), and along the
Dijkstra paths. Variable TIMERES refers to the number of time points to
track, e.g., 168 for each hour of the week.

padding of C structs, a point_t struct takes 19 bytes while
an edge_t struct takes 51 bytes. As a result, the node array
takes 1.5 MB, the edge array is 11 MB, the degree array
is 320 KB, and the adjacency list is 6 MB as shown in
Table I, for a total of 20 MB. Although the network is too
large to be stored as a local variable, it is small enough to
be stored as a global variable.

Shortest path computation. The full road network
in Figure 4 as well as an additional fixed-length array
to store the current path is required for the shortest path
computation. The taxi data provides the pick-up and drop-
off coordinates to compute the paths. The data takes about
16.7 GB space, which is small enough to be stored on a
desktop hard drive but is infeasible to load it at runtime on
the available cluster machines, which have 8 GB or 16 GB
RAM. For this reason, the data is read line by line as a
filestream to compute each shortest path.

Feature extraction. In order to calculate statistics on
the taxi movement at each road network node over time,
the taxi data needs to be matched with its corresponding
shortest path data. This is accomplished by writing the
shortest paths to file, and then opening two filestreams to
compute statistics.

In addition, computing statistics requires storing coun-
ters that track the statistic at each location captured by the



NYC road network. For this purpose, a node_t struct is
defined as in Figure 5. Assuming double=8B and int=4B
as well as 3B padding, this struct takes 10 MB and the
full array takes about 800 MB to store. In practice, more
statistics can be tracked simultaneously so that the full array
is on the order of 2 or 3 GB. In this way, the statistics
computation has a much larger memory footprint than the
shortest path computation, which only has the 20 MB road
network as a major memory requirement. The difference in
memory footprints is one reason to separate the steps into
pre- and post-processing jobs to submit to HTCondor.

B. Algorithm Design

The algorithms used for the backbone workflow are
presented. The first step is to estimate the taxi trajectory,
which is approximated as the path between a trip’s start-
and end-coordinates that minimizes the distance traveled.
Then statistics along the trajectory are computed.

Shortest paths. As discussed in Section II, the mem-
ory constraints of the available cluster and the road net-
work properties (sparse and directed with non-negative edge
weights) lead to the choice of Dijkstra’s algorithm for the
implementation, with the Euclidean distance of road seg-
ments 𝑒 ∈ 𝐸 as the weights.

The min-priority queue implementation of Dijkstra’s
algorithm may be implemented in 𝑂(|𝑉 |2+ |𝐸|) = 𝑂(|𝑉 |2)
time [25]. Figure 6 shows the inner loop of the algorithm.
The runtime depends on the implementation of the min-
priority queue and has been shown to be faster with bi-
nary heaps or Fibonacci heaps [25], [32]. Since the road
network is sparse, binary heap implementations can run
in 𝑂(|𝐸| log |𝑉 |) time on a strongly connected graph, as-
suming |𝐸| = 𝑜(|𝑉 |2 /log(|𝑉 |)) [25]. A Fibonacci heap
implementation runs in 𝑂(|𝐸|+ |𝑉 | log |𝑉 |) time [25]. Our
implementation implements binary heaps since they have
been shown to perform better in practice [32], [35].

We analyze the computational requirement for the short-
est path algorithm in terms of floating point operations per
second (FLOPS). Since the NYC road network is sparse,
Dijkstra’s algorithm is expected to run in 𝑂(|𝐸| log |𝑉 |)
time, which then requires about 300K · log(79K) or 1.5M
floating-point operations. For a single core of an Intel Core
i5-6500T processor using x87 scalar code (2 flops per cycle
at 2.5 GHz, or 5 GFLOPS), the corresponding runtime is
about 300𝜇s. Running 700 million computations requires
about 1015 floating point operations for a runtime of about
57 hours or 2.4 days. Assuming 20% of peak performance
(1 GFLOPS), the 700 million computations would run in
about 290 hours, or 12 days.

Feature extraction. On the other hand, extracting statis-
tics from a taxi trajectory is approximately linear as 𝑂(|𝑉 |)
since the computation is, to first order, a constant-time
operation at each node of the shortest path. Scaling to the
700 million trips, the theoretical runtime on the same Core

for (i=0; i<degarr[v]; i++){
w = adjlist[v][i*2];
e = adjlist[v][i*2 + 1];
currdist = dist[v] + edgearr[e].len;
if (!visited[w] || currdist < dist[w]){

dist[w] = currdist;
endq = (endq + 1) % numnodes;
insert_by_priority(distQ,Q,currdist,w);
paths[w] = v;

}}

Figure 6. Dijkstra inner loop at node v showing min-priority queue imple-
mentation with arrays Q and distQ.

i5-6500T 2.5 GHz processor using x87 scalar code is about 3
hours, or 15 hours assuming 20% peak performance.

Compared to the 12 days needed to run the Dijkstra
algorithm, the computation time of the statistics is relatively
short. We expect to run Dijkstra’s algorithm once assuming
the underlying road network is stable over time, while the
post-processing step can be repeated many times as new
research questions necessitate further queries. In this way,
splitting the workflow into a pre-processing step consisting
of the Dijkstra computations and a post-processing step
for the statistics computations is appropriate for knowledge
discovery for the NYC taxi data.

To summarize, an analysis that justifies separating the
solution workflow into pre- and post-processing steps is
presented. Pre-processing requires loading the 20 MB road
network and computing Dijkstra’s algorithm with expected
runtime of 12 days for 700 million computations. The post-
processing requires loading a 2 or 3 GB struct array in
addition to the road network but can complete in 15 hours.

Section III-C next discusses how to shorten the 12-day
shortest path computation and 15-hour feature extraction by
exploiting the high-throughput nature of the problem.

C. High Throughput Computing

The path and feature computations fit a high-throughput
paradigm since they can be separated into independent jobs.
Sections III-B and III-A show that the Dijkstra implementa-
tion computes a single taxi path in 300𝜇s assuming reason-
able memory resources. Therefore, the path computations
can be run in parallel in order to shorten the 12-day expected
runtime.

Our parallelized computation utilizes HTCondor, an
open-source tool that provides a high throughput comput-
ing environment [15]. A user submits a series of jobs to
HTCondor, which waits until a machine on the dedicated
cluster is idle to start a job. The cluster we use has 32
machines that are either 16-core, 16 GB RAM or 8-core,
8 GB RAM. Assuming 8-core machines with the same Core
i5 processors in Section III-B, the 57 CPU-hour estimate
can be reduced to about 0.2 wall clock hours; at 20% peak
performance, an HTCondor implementation is expected to



reduce the runtime from 290 CPU-hours (12 days) to 1 or 2
wall clock hours. Note that these projections do not account
for overhead such as the time to load the road network into
RAM, which makes high-throughput computing even more
essential for reducing the time to solution. This analysis
shows the impact of exploiting the high-throughput nature
of the workflow.

The design decisions described in this section are crucial
to attain a workable solution because of the large scale of the
research problem. The primary design decisions for memory
efficiency have been discussed. The implementation choices
for Dijkstra’s algorithm and its expected runtime have been
described. In addition, the impact of implementing a high-
throughput solution for reducing the time to solution has
been analyzed. The next section provides the high-level steps
in the solution workflow.

IV. IMPLEMENTATION

We provide the implementation of the code workflow.
Section IV-A describes the parallelization of the Dijkstra
and statistics computations with HTCondor. Sections IV-B
and IV-C detail the steps and additional design decisions
for the shortest path computation and feature extraction
implementations.

A. Parallelization

The overall workflow of the solution is the following:
1: function MAIN
2: SHORTEST PATH COMPUTATION
3: FEATURE EXTRACTION
4: AVERAGING
5: end function

Lines 2 and 3 are separate high-throughput problems that
can be run in HTCondor. Here the steps to run the shortest
path computations and feature extraction as jobs on HT-
Condor are described. The job submission requirements, the
number of jobs to run per machine, and handling input and
output are described.

Shortest paths on HTCondor. The first step is to
determine the requirements of the cluster machines in an
HTCondor ClassAd. Since HTCondor writes the output as
a text file to the scheduled machine, machines with enough
physical memory to store uncompressed output are required.
Assuming that a job computes 500,000 shortest paths, the
output file requires at most 3 GB of physical memory. In
addition, machines that are either 32-bit or 64-bit with a
Linux operating system are requested. A sample ClassAd is
shown in Figure 7.

The cluster has 32 machines that are either 16-core,
16 GB RAM or 8-core, 8 GB RAM, so there are 300
to 500 available cores depending on the demand and the
machines that HTCondor chooses for scheduling. However,
since the HTCondor output is written to the submit machine,
the output needs to be compressed and transferred to a local

Requirements = (Arch == \"INTEL\"
|| Arch == \"X86_64\")
&& OpSys == \"LINUX\"

Request_Memory = 3G

Figure 7. Example HTCondor ClassAd for shortest path computation.

machine. The submit machine and local machine both have
limited physical memory, so it is not possible to compute
all 700 million shortest paths before compressing the data.
In addition, the machine cannot compress many files at
once since the process consumes RAM and slows down
the cluster. Since fewer shortest paths per job decreases
execution time per job but increases the number of jobs,
there is a trade-off between the paths computed per job and
the execution time on the high throughput platform.

To account for these issues, each job is assigned to
about 500,000 shortest paths, which takes about an hour
to complete (see Table II). The total computation for 700
million taxi trips requires 1,500 jobs. Since 30 CSV files of
size 3 GB can be compressed at a time without noticeably
slowing the cluster, 30 jobs are submitted at a time with
shell scripts that monitor the status of the HTCondor jobs
and start output compression once a job completes. After
half of the original jobs are complete, another set of 30
jobs is added to the batch queue.

Feature extraction on HTCondor. A node_t struct
for feature extraction as specified in Figure 5 takes
about 2 GB of memory assuming 64-bit (see Section III-A).
For this reason, the ClassAd of Figure 7 is modified to
account for this memory requirement.

The feature extraction runs over the shortest path results
so that each extraction job corresponds to one shortest
path file. As in the shortest path computation, 30 jobs are
submitted at a time. A new batch of 30 jobs is submitted
every 10 minutes since the each job runs in 10-15 minutes.

The design considerations for implementing Dijkstra’s
algorithm and feature extraction in C are detailed below.
Section IV-B presents the pre-processing solution. Sec-
tion IV-C presents the post-processing solution.

B. Pre-processing implementation

The pre-processing workflow is as follows:
1: function SHORTEST PATH COMPUTATION
2: Define NYC map.
3: Load NYC road network.
4: Open taxi data filestream.
5: for each line in taxi data do
6: Check for errors.
7: Match coordinates to map.
8: Compute shortest path.
9: Write path to file.

10: end for
11: end function



These steps are presented in detail below.

Defining the New York City map. The region of New
York City is modeled as a union of rectangular bounding
boxes that are defined by the top-left, top-right, bottom-left,
and bottom-right coordinates. Other geography representa-
tions include ESRI Shapefiles [36], which have the benefit of
providing more detailed models for geographic boundaries
such as coastlines and city boundaries. OpenStreetMaps [37]
represents geographical areas as points, lines and polygons
in Geographic Data Files. We choose to represent the geog-
raphy with the rough approximation provided by an array of
bounding boxes since it takes less time to load at runtime.

Loading the road network. As discussed in Sec-
tion III-A, the shortest path implementation loads the road
network at runtime. The network is represented in terms
of an adjacency list as described in Section III-A and
illustrated in Figures 3b and 4. Additional preprocessing of
the network such as sorting the array of nodes nodearr in
Figure 4 facilitates mapping the taxi data to the NYC map,
as discussed later in this section.

Reading the taxi data. A single line of the NYC taxi
data is parsed to obtain the start- and end-coordinates of a
taxi trip as input to the Dijkstra algorithm.

Handling data errors. One important issue is the pres-
ence of errors in the NYC taxi data. These errors appear
as invalid geo-coordinates and timestamps as well as in-
valid trip distances and durations. For example, certain geo-
coordinates lie in the middle of Hudson River or on top of
the Empire State building. We develop a set of criteria to
determine whether a trip is spurious or not.

Our error checking works as follows. The start- and
end-coordinates of a trip are first verified to be contained
in the New York City bounding boxes as defined above.
Trips with geo-locations that lie outside these boxes are
discarded. Other GPS errors include zero geo-coordinates
and trip distances that are reported as less than the Euclidean
distance between the start and end points. Trips of duration
less than a minute are discarded, as well as trips of distance
less than 0.2 miles since the road network resolution is such
that each road segment is at least 0.2 miles long.

If both coordinates of a taxi trip satisfy the error-
checking conditions, they are mapped to the road network.
The map-matching method is described next.

Map matching. The geo-coordinates in the taxi data are
mapped to the road network coordinates stored in nodearr
in Figure 4 with a map-matching technique known as per-
pendicular mapping, or nearest-point estimation. Other map-
matching methods are discussed in [38], [39], [40]. This
map-matching method finds the “closest” point in the road
network by computing the orthogonal distance to the road
segments in the road network. The initial step involves
finding a small subset 𝑉𝑠 ⊂ 𝑉 of nodes with the same
latitude as the given coordinate; using binary search on the
sorted node array, this takes 𝑂(log |𝑉 |)) time.

The next step is to compute the orthogonal distance from
the geo-coordinate to each road segment that has at least one
endpoint contained in the node subset; i.e., the distance is
computed for all (𝑣𝑖, 𝑣𝑗) ∈ 𝐸 such that 𝑣𝑖 ∈ 𝑉𝑠 or 𝑣𝑗 ∈ 𝑉𝑠.
If (𝑣*𝑖 , 𝑣

*
𝑗 ) is the road segment that minimizes the distance,

then the coordinate from the taxi data is mapped to the
closest endpoint. Map matching is performed for both the
pick-up coordinate and the drop-off coordinate.

In some cases, the distance between the original coor-
dinate and the matched coordinate is very large. The trip is
discarded if this distance is greater than 0.2 miles for either
the start- or the end-coordinate.

C. Post-processing implementation

In this section, the high-level implementation for feature
extraction from the NYC taxi data is described. The overall
method is as follows:

1: function FEATURE EXTRACTION
2: Update node_t.
3: Define NYC map.
4: Load NYC road network.
5: Open taxi data and shortest path filestreams.
6: for each line in taxi data do
7: Check for errors.
8: Match coordinates to map.
9: Sync line to shortest path data.

10: Compute statistics.
11: Write statistics to file.
12: end for
13: end function

Updating node_t. The node struct is updated to in-
clude statistics of interest, such as total number of trips, total
number of passenger, and total fare paid. These statistics
are defined as arrays with length corresponding to the time
resolution we desire. Weekly averages are computed and
stored in 168-element arrays such that index 0 corresponds
to Sunday 12am-1am, index 1 corresponds to Sunday 1am-
2am, index 24 corresponds to Monday 12am-1am, etc.

Error checking and syncing filestreams. As in the pre-
processing step, reading the original data requires defining
the NYC map and road network as well as implementing
identical error checks. In this way, a valid line in the pre-
processing step can be matched to its computed path in the
corresponding shortest path data file.

Algorithm. For each valid trip, the data fields of interest
are first extracted. Then, for each node on the shortest
path, the fields in the corresponding node_t struct are
updated to reflect the values from the taxi data. For a data-
specific value such as total fare, the value from the data is
extracted and used to update the corresponding node struct
value. For updating a trip count, the corresponding counter
is incremented in the node struct. These operations are
constant-time operations but have a large constant because
of the large number of paths to process.



TABLE II: Speedup across platforms for shortest path computations (pre-processing).

Platform No. trips per hour Total runtime (in hours) Speedup vs. Python Speedup vs. C

Python 10,000 72,000
C 500,000 1,440 50x
C + HTCondor 500,000 (1 job) 6.5 (1,584 jobs) 11,000x 220x

It is straightforward to modify the operations to investi-
gate other taxi features. The simplicity of these operations
is important in order to extract statistics quickly.

Writing output and computing averages. The output
is written to a CSV file through HTCondor as described
in Section IV-A. Converting the totals to average statistics
requires one more pass over the files containing the statistics.
The time to solution is described in Section V.

Our post-processing step is easy to modify for research
purposes. For example, the node_t struct can be updated to
track different statistics. Furthermore, the set of operations
in the computation algorithm can be changed. This step
is designed to be streamlined for fast feature extraction to
enable analysis of taxi movement.

This section and Section III have shown that a workable
solution can be achieved by separating the workflow into
pre- and post-processing steps that are each run in a high-
throughput environment. This design decision allows for
flexibility in the choice of taxi-based features to extract from
the data. The speed of the two-step solution is presented in
the next section.

V. EXPERIMENTAL RESULTS

This section compares our design over several frame-
works in terms of relative speedup. A two-step solution is
implemented in C and HTCondor to compute 700 million
shortest paths and to extract statistics such as average trip
counts from 2010-2013 New York City taxi data. Results
for the shortest path computations are first presented, and
then the feature extraction step is discussed.

Pre-processing. Table II summarizes the speedup results
for the pre-processing step. The initial run of this algorithm
was done in Python on a 64-bit machine with an Intel Core
i5-4300U CPU at 2.50 GHz. Computing the first 10,000
shortest paths took about one hour. Each month contains
about 15 million trips, which would take about 1,500 hours
to compute. There are 48 months in the entire data set,
so the total number of trips to compute is on the order
of 48 · 1, 500 = 72, 000 hours, or 3,000 days. The current
implementation in C returns shortest paths for 500,000 trips
in 1 hour, which corresponds to 30 hours for 1 month, or
30 · 48 = 1440 hours or 60 days to get shortest paths for
the entire data set, which is 50x speedup compared to the
Python implementation. This involved using the memory
and latency design outlined in Section III.

The execution time is further reduced by leveraging the
high-throughput environment of HTCondor to submit simul-
taneous jobs to a 32-machine cluster that are either 16-core,
16 GB RAM or 8-core, 8 GB RAM. Each job computes
500,000 paths, for a total of 1,584 jobs. The shortest paths
for the 700 million trips were computed in 6.5 hours, which
is a speedup of about 220 compared to non-simultaneous
performance of 60 days and a speedup of about 11,000
compared to the original Python implementation.

Post-processing. The node_t struct in Figure 5 is
designed to compute taxi counts, trip counts, tip, passenger
counts, return frequencies and return times for the paths
as well as pick-ups and drop-offs. The time resolution was
chosen to be each hour of the week, so the struct took
about 2 GB in memory.

The C implementation for feature extraction computes
175 million trip statistics (1 year of taxi data) in one hour,
or 700 million trip statistics in four hours. Each year is run
as a separate job on HTCondor so that the total statistics
were computed in 1 hour. Averaging required an additional 4
hours, for a total runtime of 5 hours for post-processing.
Figure 8 shows some example results.

In total, pre- and post-processing together have a run-
time of 11.5 hours, or about half a day. Compared to
the single-machine Python implementation with projected
runtime of 3,000 days, a workable solution is achieved that
can be run and rerun to study and evaluate taxi statistics on
New York City.

VI. DISCUSSION

Using the design principles discussed in this paper,
statistics that characterize taxi movement on the New York
City road network can be extracted and explored. Two
example statistics are the average number of trips and the
average number of passengers per trip at each intersection
of the Manhattan grid. Figure 8a shows that the average
number of taxis passing through Manhattan is much higher
8am–9am on Mondays compared to 8am–9am on Sundays,
which reflects the expected weekday rush hour congestion.
Figure 8b shows that taxis that pick up more passengers
tend to have trajectories around the perimeter via Hudson
River Parkway or FDR Drive instead of through the heart of
Manhattan. We also observe that the average number of pas-
sengers per trip decreases on Mondays for trips that travel
through or near the Brooklyn Bridge. Such statistics can be
analyzed with frameworks such as tensor analysis [42], [43]
and graph signal processing [7], [44], for example, in order



(a) Average number of trips (b) Average number of passengers per trip

Figure 8. Four-year average June-August statistics on Manhattan, NYC, for Sundays and Mondays 8am to 9am. Colors denote log10 bins of (a) the average
number of trips (699 log bins; white to yellow: 0–12, orange: 12–92, red: 92–320, blue: 320–280, purple: 280–880, black: 880–1,430) and (b) the average
number of passengers per trip (499 log bins; white to yellow: 0–1.6, orange: 1.6–2.1, red: 2.1–3.4, blue:3.4–4.2, purple:4.2–4.9, black: 4.9–6). The plots
were generated with ggmap [41] and OpenStreetMap [37].

to conduct fine-grained spatiotemporal analyses of taxi flows
in New York City.

Such observations and subsequent analysis are highly
dependent on the route-finding algorithm, which is Dijk-
stra’s algorithm with road network distances as the weights
(see Section III-B). This particular choice explains certain
features in Figure 8, such as the high number of trips on
Broadway in Figure 8a. A possible solution is to modify the
weights of Dijkstra’s algorithm; for example, a weighting
scheme that would disperse the concentration of taxi trips
is achieved by defining for each edge (𝑣𝑖, 𝑣𝑗) ∈ 𝐸 the
weight 𝑤𝑖𝑗 = 𝛼𝑑𝑖𝑗 + (1 − 𝛼)𝑛𝑖𝑗 , where 𝛼 ∈ (0, 1), 𝑑𝑖𝑗
is the (normalized) Euclidean distance between 𝑣𝑖 and 𝑣𝑗 ,
and 𝑛𝑖𝑗 is the (normalized) average number of trips from 𝑣𝑖
to 𝑣𝑗 . Since 𝑛𝑖𝑗 is an output of our computation, we can run
multiple iterations such that the output 𝑛(𝑝)

𝑖𝑗 of iteration 𝑝 is
the input to the weights of iteration 𝑝+1. This may continue
until the process converges (e.g.,

⃦⃦⃦
𝑛
(𝑝+1)
𝑖𝑗 − 𝑛

(𝑝)
𝑖𝑗

⃦⃦⃦
< 𝜖 for

all 𝑖, 𝑗 and threshold 𝜖 > 0). The applicability of such
an iterative method provides additional motivation for the
development of fast, efficient solutions to compute statistics.

Furthermore, different Dijkstra cost functions must be
implemented to address different questions. For example,
historical congestion information for each NYC road, ca-
pacity of each road measured in terms of the number of
lanes, and the expected number of pedestrians that stop
traffic at each intersection at a particular time of day would
provide invaluable information as to the optimal trajectory
for a taxi to take through the city. In addition, if the problem
constraints change, such as defining optimality in terms of
the route that minimizes air pollution as addressed in [45],
the Dijkstra cost function should change to address the
problem.

VII. CONCLUSION

We provide a solution to the problem of studying taxi
movement in New York City that runs in less than a day.
Using four years of historical taxi data, static representations
of the taxi trips are converted to dynamic representations
via Dijkstra’s algorithm. These paths are used to extract
statistics, such as average trip counts, that reflect taxi flows
through the city. Our contribution is to show the details
of reducing the time-to-solution from 3,000 days to less
than a day. The latency and memory costs for the problem
are described in detail and motivate our C implementation.
Moreover, considerations for making the problem paral-
lelizable for HTCondor are discussed. Our solution enables
traffic studies on the New York City road network that take
into account 700 million taxi trips.
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