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Abstract
We presentnew testresultsfor our activeobjectrecognition
algorithmswhich are basedon thefeature spacetrajectory
(FST) representationof objects and a neural network
processorfor computationof distancesin global feature
space. The algorithmsare usedto classifyand estimate
the poseof objects in different stable rest positionsand
automaticallyre-positionthe camera if the classor pose
of an object is ambiguousin a given image. Multiple
objectviews are usedin determiningboth the final object
class and poseestimate. An FST in eigenspaceis used
to represent3-D distortedviews of an object. FSTsare
constructedusingimagesrenderedfrom solid models.The
FSTsare analyzedto determinethe camera positionsthat
best resolveambiguitiesin class or pose. Real objects
are then recognizedfrom intensity images using the FST
representationsderivedfromrenderedimagery.

I. INTRODUCTION

Objectrecognition involvesprocessingsensordatain order
to assigna classlabel (e.g. a part number)from amonga
limited numberof valid possibilitiesandestimatethe pose
(i.e. positionandorientation)of a threedimensionalobject.
We consideractive object recognition which implies the
ability to systematicallyrepositionthe sensorto make the
object recognitiontask easier. In our work, we assume
that we have the ability to move a CCD camerarelative to
the objectandtake additionalimagesto reduceambiguity
in sceneinterpretation. This involves estimation of a
rigid object’s classandposefrom oneview andusingthis
information, and our object representation,to determine
where to look next. Considerthe problemof estimating
the poseof socket 1 in Fig. 1b. The poseof the object is
ambiguousbecausetheappearanceof theobjectis identical
at

� � �
and � � � �

; however, if the viewpoint is rotatedto
obtain the

� �
or � � � �

views, the poseof the object may
be determinedby the different hole sizes in the front
(Fig. 1a) or back (Fig. 1c) of the socket. Active object
recognition has many potential uses in manufacturing
including identifying, verifying or sorting parts, on-line
defectdetection,andvision-guidedassembly[1].

(a) (b)

(c) (d)

Figure1: Socket 1 at: (a) � � (front), (b) 	 � � (left) or 
 � � � (right),
and �  � � (back).Socket 2 at 	 � � or 
 � � � .

Our classificationandposeestimationalgorithmsarebased
on the FeatureSpaceTrajectory [2] (FST) representation
for different distortedviews (perspective distortion) of an
object. The featuresare global onesnot local geometric
primitives such as edges,corners, or surfaces typically
usedin other methods [3]. In this paper, we consider
global featuresderived from the Karhunen-Lòeve (KL)
transform[4] (alsoknown asprinciplecomponentanalysis)
sincethis reducesthe dimensionalityof imagedatausing
eigenanalysis.KL featuresareattractive asthey compress
dataandareeasilyupdatedwhennew objectsarelearned.

Consideran object viewed at a given rangeand camera
depressionangleastheaspectangle(rotationof theobject
about the axis normal to the plane that it restsupon) is
changed.Eachdifferentobject view is a vertex in global
featurespace. Verticesfor adjacentviews are connected
by line segments to producean FST. Different objects
are representedby distinct FSTs. An input object to be
recognizedis representedas a test point in featurespace.



In order to classify it from its features,the FST processor
computesthe Euclideandistancein featurespacefrom the
input testpoint to all FSTsknown to thesystem.Theclass
label correspondsto the closestFST. The poseestimateis
computedby findingtheprojectionof thetestpointontothe
closestline segmenton thatFSTandinterpolatingthepose
from theknown posesof theverticesof theline segment.

The FST neural net (NN) processorefficiently computes
thedistancefrom aninput testpoint to thepiecewiselinear
approximationof eachobject’s trajectory. Thearchitecture
for theFSTprocessoris shown in Fig. 2; it containsneuron
planes� � , � � , � � , and � � with � � , � � , etc. neuronsin
eachplane,respectively. Thereare � � inputneuronswhose
activation levels correspondto the featurevaluesof the
inputdata.Thenumberof � � neurons,� � , is thenumberof
verticeson all FSTs. The � � to � � weightsarethe feature
vectorscorrespondingto the different training set object
aspectviews (FSTvertices).The � � outputsarethevector
innerproductsof theinputandthefeaturespacevectorsfor
all vertices.The � � outputsarethedistancesto thedifferent
line segments, and the winner take all (WTA) output
denotestheclassandposeestimateof the � � input. A very
efficient neuralnet algorithm [2] calculatesthe Euclidean
distances(for eight different objectsand 16 aspectviews
perobject,it requiresonly 10,780on-lineoperations).�
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Figure2: FSTneuralnetwork architecture.

When object orientation has more than one degree of
freedom (e.g., aspect and depressionangles), separate
FSTsmay be generatedto cover the degreesof freedom
(a separateFST for eachdepressionangle)or the feature
spacetrajectory may be extendedto a multidimensional
FeatureSpaceManifold (FSM). In this paper, we use a
separateFSTto representeachstablerestingpositionof an
object.

Prior work [2] addressedthenumberof aspectviews (FST
vertices)requiredto representanobject,selectionof which
aspectviews to use, and an adaptive algorithm to adjust
FST vertex positions(� � to � � weights in Fig. 2). The
ability of the FST to utilize a reducednumberof object
viewsgivesit a majoradvantageoverotherdistortedobject

representations:whether the FST is constructedfrom a
prototypeobjector a computeraideddesign(CAD) model,
a continuumof training views is possibleandsomemeans
of selectingviews is necessary[5,6].

Weuseimagesrenderedfrom CAD solidobjectmodelsasa
convenienttestvehiclefor ouralgorithms.We cansimulate
widervariationsin motion,lighting, andmaterialproperties
onawiderarrayof objectswith modelsthanis possiblewith
real images.We alsoconstructFSTsfrom renderedimages
andusethemto processrealimagedatafrom actualobjects.
This increasescosteffectivenesssinceit is not necessaryto
takeamanufacturingsystemoff-line to learnanew part [1].

The FST was originally applied to automatic target
recognitionof distortedviews of differentmilitary vehicles
in infrared images [7]. There, the emphasiswas on
classificationrather than pose estimation. Prior work
showed that the FST gave superiorperformancecompared
to other classifiers [7,8], and overcomesproblemsthat
otherclassifiershave including: small training setsize,ad
hoc parameterselection,poor generalization,selectingthe
numberof hiddenlayers,estimatingdistributionsetc.

Our prior work [9] describedin detail our FST-based
probabilistic object representationand our Bayesian
methodsfor estimatingpose from a single object view,
classificationfrom multiple views, anddeterminingwhere
to look next for morereliableclassor poseestimates.

II. PROBABILISTIC OBJECT
REPRESENTATION

TheFSTNN processordescribedin Sect.I classifiesobjects
andestimatestheirpose.In thissection,weextendtheFST
conceptto accountfor ambiguity in the classificationand
poseestimationprocess.

There are two fundamentalcausesfor ambiguity and
error in classificationand pose estimation. The first is
lack of informationin the image(e.g. it is not possibleto
unambiguouslydeterminetheposeof socket 1 in Fig. 1b).
The secondis distortionsother than pose; such as small
variationsin illumination, variationsin objecttexture(dirt,
rust, material properties,etc.), and sensornoise. Our
methodsconsiderbothof thesefactors.In this section,we
directly addressthe issueof non-posedistortionsand in
Sect.III wemake theconnectionto thelack of information
issue.

TheFSTNN classificationmethodaccountsfor perspective
distortions, but not for other sourcesof distortion. We
collectively refer to non-posedistortionsas “noise” since
they causeundesirablevariationsin the featuresobserved,
and ultimately cause errors in both classification and
pose estimation. We have detailed a probabilistic FST
description [9] in which the observed feature values
are random variableswhere zero-mean,white Gaussian



noise (with standarddeviation � � � ) is addedto the point
on the FST determinedby the class ( � � ) and aspect
angle(� ) of the object. The result can be describedby a
probability densityfunction (PDF) for the observedvector
of features � conditionedon � � and � . We have used
this conditionalPDF to show that the FST classification
procedurediscussedin the introductionapproximatesthe
minimum probability of error classifierand that the FST
poseestimationalgorithm approximatesthe maximum a
posterioriposeestimate[9].

WehaveappliedBayesianestimationandhypothesistesting
theoryto theseconditionalPDFsin orderto derive thenew
functionsfor activeobjectrecognition[9]. Thenext section
highlightstheresults.

III. ACTIVE OBJECT RECOGNITION

This sectionhighlightsthe new functionsfor active object
recognition: confidence and uncertainty measuresfor
estimatesof the class and pose of an object, the best
viewpoints of an object to use for resolving ambiguity
(low confidenceor high uncertainty),and fusing multiple
observationsfrom differentviewpointswhenestimatingthe
classandposeof anobject.

A. Classification
We determine class and classification confidence by
computingthea posterioriclassprobability(conditionedon
theobservation � ). Theobjectlabelchosenis theonewith
the largesta posteriori probability (this is, approximately,
the classwhoseFST is closestto the observation)andthe
a posteriori probability itself is usedas the classification
confidence.We denotethe classificationconfidencefor a
particularclass� � , givenanobservation � , by � � �  � ! . Each
time we take anobservation,we compute� � � for themost
likely class "� � . We continueto take new observationsuntil
theconfidence� � � is sufficiently high(� � � # $ % & ' ).

Now we addressthequestionof where to collectadditional
data, i.e. which new aspectview, or viewpoint, do we
chooseto resolve classambiguity( � � � ( $ % & ' ). Consider
thetaskof discriminatingsocket1, shown in Fig.1a-c,from
socket2 in Fig. 1d. Sockets1 and2 areidenticalexceptfor
slight differencesin thespacingof thetwo holesandin the
thicknessof the centralmountingbracket. Discriminating
betweenthe two sockets is easiestat & $ ) or * + $ ) where
the thicknessof themountingbracket is mostobvious. We
selectthebestview to distinguishbetweendifferentobjects
algorithmicallyandautomatically. We computethecamera
motion (, - ) required for the active object recognition
systemsuch that the probability of correct classification
is maximized. In the two classcase,we maximizethe
probability of correct classification approximately by
choosingthenext viewpointsoas to maximizethedistance
betweenthe two FSTs. This is whereinformation in the

imagetiesin: thelargerthedifferencebetweenimages,the
moredistantcorrespondingpointson theFSTswill be.

We denotethe bestposeof an objectof class� � to usein
distinguishingit from an object of class � . as / 0  1 2 3 ! .
The valuesof / 0  1 2 3 ! (computedoff-line and storedfor
eachpair of objects) form a matrix which specifiesthe
best cameraview for resolving classambiguity between
any pair of objectsknown to the recognitionsystem. In
each iteration of an active object recognition scenario,
the systemmakes an observation. If the classification
confidence� � � is notsufficiently highaftertheobservation,
the systemnotes the two most likely classes,looks up
the bestview for distinguishingthem,andthendrives the
camerato that viewpoint usingthe poseestimatefrom the
currentobservation.

Although we consideronly the two most likely classesat
eachstep,ouractiveobjectrecognitionsystemstill resolves
caseswhenmorethantwo objectsmaybeconfused.Often
thereis a single salientview which distinguishesa set of
similarparts.Evenif this is not thecase,moving thesensor
to the bestviewpoint to discriminatebetweentwo objects
aftereachobservationtendsto discriminatemultiplesimilar
objectsby aprocessof elimination.

B. PoseEstimation
We now describeanuncertaintymeasure4 � �  � ! for a pose
estimatebasedon an observation � . We usethis measure
to decideif it is necessaryto collectadditionaldatabefore
reportinga poseestimate.

We use the expected value of the pose estimation
error magnitude,conditioned on observation � , as our
uncertaintymeasure4 � �  � ! . A smaller value of 4 � �  � !
indicatesa morereliableposeestimate.If 4 � �  � ! exceeds5 % ' ) , we considerthe poseestimateto be unreliableand
examinetheobjectfrom anotherviewpoint.

We now discussselectionof the bestobjectview to usein
resolving poseambiguity. Errors in poseestimationare
likely to belargerat viewpointswheredifferentpartsof the
sameFST areclosein featurespacebut far apartin aspect
angle. In thecaseof socket 1 objectin Fig. 1b, thesection
of the FST for views near & $ ) is very closeto the section
of theFSTfor views around* + $ ) , sincethedifferentiating
objectcharacteristics- thedifferentsizedholesin the front
(Fig. 1a) and back (Fig. 1c) - are barely visible in these
aspectview ranges. Thus, we expect large errors in the
pose estimatearound & $ ) and * + $ ) ; and smaller errors
around $ ) and 6 7 $ ) . Theseobservations may be rather
obviousto a human;however, theFST is attractive sinceit
providesanautomatedway to achievesuchananalysis.To
automaticallyfind theview of anobjectthatresultsin pose
estimateswith the leastuncertainty, we useMonte Carlo
simulationtechniquesto find theviewpoint ( / 8  � � ! ) which



minimizesthe expectedvalueof the poseestimationerror
magnitude.We computeandstore 9 : ; < = > for eachobject
aspartof theoff-line trainingprocess.

C. Multi-ObservationFusion
In active object recognition,we may take more than one
observationof anobjectbeforeassigninga final classlabel
andposeestimate.We useall of theavailableinformation
(multiple observations and the known relationships
betweenthem)to computetheclassandposeestimates,the
classificationconfidence,andtheposeestimateuncertainty.

We computethe joint PDF for the setof observed feature
vectors, conditionedon the class and final pose of the
object, by using the known cameramotion to transform
eachobservation into a commoncoordinateframe (with
respectto the final cameraposition). We alsoassumethat
theadditive noiseis independentfor eachobservation. We
usethe resultingjoint conditionalPDF to derive all of the
desiredrecognitionsystemoutputsusingall of theavailable
information.

IV. EXPERIMENTS

The images in Fig. 1a-c were rendered (using ray-
tracing [10]) to resemblea real prototype of socket 1
fabricatedfrom metal(wedescribetheprocessof rendering
imagesto resemblereal imagesin a prior paper [11]). In
our testing, we consideredsockets 1 and 2, eachin two
different rest positions(the secondrest position is shown
in Fig. 6), and two differentbracket parts(not shown) in
threedifferentrestpositionseach. Imagesof eachobject,
in eachrest position were renderedover the ? @ A B aspect
anglerangein ? B increments. Real and renderedimages
wereprocessedin a similar manner. First, the objectwas
segmentedfrom thebackgroundusingsimplethresholding.
Then the object was scaleduniformly in both dimensions
until it filled at least one dimensionof the input frame
size (128x128pixels). Finally the energy in eachimage
wasnormalizedto accountfor global lighting differences.
Eighty KL features(retaining95%of the variability in the
renderedtraining data)wereusedto extract featuresfrom
both renderedandreal images. Sincethe training setwas
large, the eigenspaceupdatemethod[12] was used. An
FSTwasconstructedfor eachobject,in eachrestposition,
(for a total of 10 FSTs)from therenderedaspectviews. In
orderto identify objectsin differentrestpositions,theFSTs
werelabeledaccordingto a schemein which thefirst digit
indicatestheobject’sclassandthesecondits restposition.

We used theseFSTs - createdfrom CAD models - to
recognizereal objects from real imagescapturedin the
CalibratedImagingLaboratory(CIL) [13]. In thefollowing
subsections,we presentsampleresultsfrom the extensive
testingwehaveperformedin theCIL.

A. Classification
In the training process we determine and store, for
eachobject class, the pose 9 C of the object which best
distinguishesthat object from eachof the other objects.
9 C ; < = D < E > is the trainingposeof theobject < = whoseFST
vertex is mostdistantfrom the FST of a secondobject < E .
The graphsin Fig. 3 show the distancefrom the FST for
socket 1 in rest position 1 to socket 1 in rest position 2
(Fig.3a),andto socket2 in restposition1 (Fig.3b). In both
cases,discriminationis expectedto beeasiestataroundF A B
or G H A B as indicatedby the peaksin the graphsin Fig. 3.
This is so becausethe best cue for distinguishingrest
position1 from restposition2 is thatthelargeslot is on the
top in position1, andon the bottomin position2; andthe
thicknessof thecentermountingbracket bestdistinguishes
socket 1 from socket 2 in the samerestposition. Both of
thesecharacteristicsaremostclearlyvisibleat F A B or G H A B .

(a)Socket1, RestPosition1 to Socket1, RestPosition2
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(b) Socket1, RestPosition1 to Socket2, RestPosition1
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Figure3: Inter-FST distancesfor FSTsproducedfrom rendered
images.

We now discusstheresultsof a testin which therealsocket
1 wasinitially viewedin restpositionat I J K G L B (Fig. 4a).
At this viewpoint, it is difficult to distinguish between
sockets1 and2 (or to determinethe restpositionof either
socket). Therearealsosegmentationerrorsnearthebottom
of theimagein Fig. 4a(observation M N ). For thesereasons,
our algorithms incorrectly identified socket 1 in rest
position2 (class12) as the most likely objectclass(class
22, socket 2 in rest position 2, was the next most likely
class),andthe I estimate,OI J ? A L P ? B is off by nearly K Q A B ;
however, since R S T ; M N > J A P L L A is low, our active object
recognitionalgorithmrequestsanotherimageof theobject
at 9 C ; < N U D < U U > J F A B . Sincethe rotationis relative to an
erroneousposeestimate,this sensormovementproduceda
viewpoint nearG H A B (at I J G @ F P H B ) instead.Eventhough
this is not the best viewpoint that we identified in the



(a) VW X Y W Z [ , \ ] ^ _ ` Z a Y b c d d , e Y f g d h ,Ve Y i b d c i h , j ] ^ _ ` k a Y l m c d h
n Rotateby f o o c m h n

(b) VW X Y W Z Z , \ ] ^ _ ` Z p ` [ a Y f c b , e Y g q r c m h ,Ve Y g m f h , j ] ^ _ ` k p ` s a Y b c m h
Figure 4: Active recognitionscenariofor real socket 1 in rest
position1 (classt u u ) at v w x y z { .

trainingprocess,thecorrectclassandrestpositionarealso
obvious from this view. Given the combinedinformation
from thesetwo views, we obtainedhigh classconfidence
( \ ] ^ _ ` Z p ` [ a | b c r d ) and acceptedthe estimates(class

VW X Y W Z Z is correctand Ve is within f c i h from Fig. 4b). It is
interestingto notethat neitherobservationaloneprovided
a reliable e estimate(bothwerein errorby nearly f l b h and
bothgavehigh j ] ^ of l m c d h for ` Z and l l c l h for ` [ alone).
However, the combinationof both observations,using the
knownobject rotation, yieldedan accurate and reliable e
estimate.

B. PoseEstimation
The method of Sect. III.B was used to automatically
establishthebestaspectangleto usefor poseestimationof
eachobject. Theseaspectanglesarestoredby our system
so that the active recognitionsystemmay be driven to the
bestviewpoint for estimatingthe poseof a given object.
The estimatedexpectedposeestimationerror magnitude
for socket 1 in rest position 2 is plotted as a function of
posein Fig. 5. As expected,poseestimationis predicted
to be very unreliablenearthe sides( e = r b h or g m b h ) of
this object. Thereareviewpointswheretheposeestimates
are expectedto be better, but estimatingthe poseof this
objectis difficult from any viewpointdueto thehighdegree
of (imperfect) rotational symmetry. The object features
which distinguishbetweenthe front andbackof theobject

are rather subtle, resulting in significant f l b h ambiguity
in e even at the best viewpoints. This point is reflected
in the large minimum value ( f q c f h ) of the expectederror
in Fig. 5. Thus,we do not expect that we will be able to
estimatee with acceptableuncertaintyj ] ^ for this object
using any single observation. However, when multiple
observationsarecombined,we have seenthat j ] ^ can be
reducedto acceptablelimits andthe poseestimationerror
reducedsignificantly. Fromtheplot, } ~ for socket 1 in rest
position 2 is f o m h (correspondingto the lowest expected
errormagnitude).
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Figure5: Estimatedexpectedabsoluteposeestimationerrorasa
functionof posefor socket 1 in restposition2.

Considerthe r d h aspectview of the socket 1 object in
rest position 2 (W Z [ ) as shown in Fig. 6a. This is not a
training view; it is a good view for classification; but,
since the holes bored through the front and back of the
socket are not visible, it is not possible for the pose
estimatorto reliably determineif the image is from the
right or left side of the object. The object is classified
correctly( VW X Y W Z [ ) afterthefirst observation ` Z (Fig. 6a),
and the confidencelevel \ ] ^ _ ` k a Y f c b b is very high,
so the class decision is accepted. The pose estimateVe Y g m q c i h is off by nearly f l b h as anticipated,but
the poseestimateuncertaintyj ] ^ _ ` k a Y l l c r h is very
high, which indicatesthe needfor anotherobservation to
improve the poseestimate.Using the initial poseestimate
and the correctclass,we computethe viewpoint rotation� � Y } ~ _ W Z [ a � Ve Y f o m h � g m q c i h Y � f g r c i h
neededto arrive at thebestviewpoint of } ~ _ W Z [ a Y f o m h .
Becausetheposeestimationerror is � f m l c m h after thefirst
observation, the systemmissesthe bestviewpoint ( f o m h )
by f m l c m h . Sincethe classof the object is known reliably
from thefirst observation,only theFSTfor W Z [ is processed
to recomputetheposeestimate(thissavesprocessingtime).
Although not the best viewpoint, the i g d c m h viewpoint
(Fig. 6b) is relatively good (a local minimum of Fig. 5)
and yieldedan accurate( Ve Y i g q c q h ) poseestimate,and
the low j ] ^ _ ` k p ` s a Y b c q h indicatesthis automatically.
Thus,is wasnot necessaryto moveagainto obtainthebest
viewpoint } ~ . This test demonstrates the ability of our
activeobjectrecognition systemto improve the e estimate
bymoving theviewpoint.



(a) �� � � � � � , � � � � � � � � � � � �� � � � � , �� � � � � � � � , � � � � � � � � � � � � �
� Rotateby � � � � � � � �

(b) �� � � � � � , � � � � � � � � � � � � � � �� � � � � � � � , �� � � � � � � � , � � � � � � � � � � � � � � � .
Figure 6: Active recognitionscenariofor real socket 1 in rest
position2 (class  ¡ ¢ ) at £ ¤ ¥ ¦ § .
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