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Adaptive behaviour is supported by changes in neuronal networks. Insight into maintaining these
memories — preventing their catastrophic loss — despite further network changes occurring due to novel
learning is provided in a new study.
Dilemmas abound in biology. One such

is between stability and change. A

stable genome is required to send

desirable characteristics down

generations; conversely, a genome also

needs to change (genetic mutation) to

make evolutionary adaptation possible.

Similarly, neuronal networks need to be

stable, maintaining their functional

properties, to support adaptive

behaviours; yet, for example, as

environments change, networks must

also change for behaviour to adapt to

a new environment1. Failing to solve

this dilemma could result in newly

acquired behaviours creating such

profound change within networks that

they catastrophically interfere with

existing adaptive behaviours2,3. Work

described in this issue of Current

Biology by Losey et al.4 provides fresh

insights into how networks solve the
challenging dilemma between stability

and change.

A new experience guides the

formation of a memory. Perhaps the

simplest way to prevent a newly formed

memory from affecting earlier memories

is to have any individual memory

allocated to only a tiny fraction of an

available network. This minimizes the

overlap between the memory networks,

limiting interference. Such sparse

coding occurs within the hippocampus

where potentially as few as twenty

neurons are critical for a newly acquired

adaptive behaviour (spatial navigation5).

However, this is not the only solution to

catastrophic interference between

memories. Memories are prevented

from interfering with one another —

even when allocated to the same

network — because their patterns of

activity are independent and do not
correlate6. In each case, memories are

isolated from one another within a

particular dimension (space or time,

respectively), which prevents any

interaction, and also prevents the loss of

an adaptive behaviour. Yet, new work

shows that isolation may not always be

necessary to prevent catastrophic

interference.

Actions frequently need to adapt to

new environments. For example, the

stride change from running on rough

terrain to running on sand, and the

change in arm movements as an arm is

moved through water, rather than air,

during swimming. It is possible to mimic

these adaptions by manipulating the

relationship between the firing of motor

cortical neurons, and the movement of a

cursor on a screen (Figure 1A). This can

be achieved using a brain–computer

interface (BCI), which samples brain
93, April 8, 2024 ª 2024 Elsevier Inc. R281
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Figure 1. Schematic of experiments and results.
(A) Neural activity was recorded using electrode arrays implanted into the motor cortex of monkeys. The
specific relationship between the activity and the position of the screen cursor (green dot) was determined
by the setting of a brain–computer interface (BCI). Each monkey was trained to use the BCI to move the
cursor from a central starting location to one of eight target locations positioned over a circle
circumference (grey dots). (B) Monkeys learnt different mappings between the neural activity and
cursor position (maps A or B, determined by the BCI settings, a or b, respectively). The pattern of
activity for map A (red, upper panel) shifted substantially after learning map B (yellow, illustrated in two
dimensions). Despite this modification to the memory (map A), there was no substantial change in
performance (lower panel). (C) When the neural activity and BCI setting were matched — with activity
(maps A or B) matching the BCI setting (a or b; respectively) — performance was close to optimal.
Performance could also be simulated when the activity and BCI settings were unmatched. Using the
activity for map A (before learning map B) and assigning it to the b BCI settings simulated impaired
performance. By contrast, using activity for map A (after learning map B) and assigning it to the same
setting (BCI setting b) produced a reasonable (albeit not optimal) performance. Embedded within the
activity for map A is information that also makes possible adaptive performance in map B. (D) The
relationship between activity and performance for both maps (A and B, plotted as 1D vectors).
Orthogonal movement in one of these vectors leads to an activity change without a performance
change (irrelevant space), whereas movement along the vectors leads to an activity and performance
change (relevant space). The activity shift in map A (from having learnt map B) is mostly through
irrelevant space (only a minor shift in relevant space), which allows performance (in map A) to be
maintained.

ll
Dispatches
activity and analyses this activity to

produce commands, which are used by

an output device to carry out desired

actions. In the new work from Losey

et al.4, using a BCI a monkey learnt to

control the screen position of a cursor by

modifying the activity of motor cortical

neurons sampled using an array of

electrodes. The precise relationship
R282 Current Biology 34, R273–R293, April 8,
between the firing pattern of the sampled

neuronal population and the cursor

movement was determined by the BCI

settings. Thus, changing the BCI settings

required the monkey to adapt how they

performed a movement by using a

different pattern of neuronal activity.

Different environments were mimicked

by the settings of the BCI (a or b). The first
2024
of these (setting a) determined the

relationship between motor cortical

neuronal firing and cursor movements.

By learning this mapping (map A)

monkeys controlled the cursor, which

allowed them to capture the targets

quickly and accurately (low spatial error).

Each monkey achieved close to perfect

performance. By contrast, when the

second setting (setting b) was introduced

performance declined substantially, and

many subsequent trials were required

to adapt to the new setting. Adaptation

to the new setting (setting b) required

the monkeys to learn a new mapping

between neuronal firing and cursor

movements (map B). Overall, different

settings on the BCI (a or b) triggered the

learning of different relationships between

neuronal firing and cursor movement

(maps A or B).

Learning different maps may be

supported by entirely independent

memories with different activity patterns

(in space or time). Alternatively, learning

one memory may alter another, and so

modify the neural activity pattern

supporting adaption to the earlier map. To

distinguish between these possibilities

motor cortical activity was first measured

in map A, then subsequently during

learning of map B, and finally again within

map A. The change between the different

maps was not cued, which required the

maps to be sufficiently similar to prevent

the monkeys’ performance becoming so

poor that they would no longer engage

with the task. The pattern of activity for

map A showed a substantial shift after

learning map B (Figure 1B). Learning B

had modified the activity patterns

supporting map A, which suggests that

the memory (for map A) was modified.

Memories are prone to being modified

when there is a lack of distinct cue or

boundary between learning episodes7.

Yet, in this current case the memory

modification occurs without any

substantial change in performance (of A;

Figure 1B). Thus, the learnt map A was

modified without any catastrophic

interference in performance (of A).

Changing a memory without modifying

performance is perhaps puzzling. Yet, this

is not as counterintuitive as it may at first

appear. A memory is supported by

changes in synaptic weights, altering the

transmission of information through a

network, to create newly acquired
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adaptive behaviours8. There is not simply

one combination of synaptic weights that

produce a specific adaptive behaviour.

Instead, many different combinations of

synaptic weights can modify a network

activity in such a way as to produce the

required learnt performance9. This is an

example of another important biological

principle — degeneracy — in which

different routes (combination of synaptic

weights in a network) can be taken to

achieve the same result (a learnt

behaviour10; see Breton and Robertson11

for example). Many different

configurations of synaptic weights and

activity patterns can lead to the same

learnt performance. Thus, activity and

synaptic weights can change without any

change in memory performance.

The activity change may have been

shaped by the demands of the novel

environment (map B). In this scenario,

learning the novel map would constrain

the possible synaptic weight changes.

This would imply that information relevant

to both maps (A and B) are embedded

within the modified activity pattern. This

was elegantly shown in the new work by

identifying activity during map A, which

was also relevant tomap B4. Performance

was simulated using activity during map

A—either before or after learning themap

B—with the unmatched BCI setting (b for

map B). Using activity before learning

map B led to an impaired simulated

performance — compared to actual

performance when activity and BCI

setting were matched (map A or B;

settings a or b, respectively; Figure 1C).

By contrast, using activity after learning

map B led to an improved simulated

performance. The activity supporting

adaptive performance for map A is

modified by learning map B, and it no

longer exclusively supports adaptive

performance for one map (map A);

instead, it is a multiplexed signal that can

support adaptive performance for both

environments. Thus, a memory has been

modified, and further information

incorporated.

Further information can be added

because of how activity is related to

performance within each of the learnt

maps. Some changes in activity lead to a

substantial change in performance

(Figure 1D). By contrast, other changes of

activity have only a slight impact upon

performance. When these latter changes
occur, because they are relatively

unimportant to map A, they allow

performance for map A to be maintained,

and simultaneously can be exploited for a

novel map (map B) between activity and

performance (Figure 1D). In this way, a

memory is modified — its pattern of

activity changes and new information

assimilated — without disrupting

performance of the memory.

Memory modification is shown to occur

without interference4. The absence of

interference may arise because the

memories contain similar information

(map A versus B); whereas interference

has been found between very different

serial information (of actions to positions

4-1-3-2-4 versus 2-3-1-4-2) and even

between very different types of

information (actions versus words12,13).

Memories protect subsequently formed

memories with a common (serial)

structure from disruption14,15. Equally, the

initial training (in map A) ensured

performance was close to optimal

(asymptotic), and such training can

prevent disruption of a memory (for map

A16,17). In these situations, a memory is

not catastrophically lost. What the current

work shows is how the memory is

maintained despite the new experience

(map B) modifying the existing memory

(map A)4. This modification creates a

multiplexed memory able to meet the

adaptive demands of multiple

environments4. This may be limited to

only meeting the demands of previous

experiences. Alternatively, the memories

may become linked or integrated together

to allow adaptive performance even to an

entirely novel experience (generalization).

For example, the memories for simple

pairing rules (that A>B, B>C, C>D) when

linked together enable individuals to

correctly respond to a pairing that they

have never previously experienced

(A>D18). Whether the memory

modification observed in the recent work

supports such generalization (or not)

remains an open question4. Potentially

the generalization is limited to a simple

interpolation between the different

maps — predicting improved initial

performance but not enhanced learning in

novel maps (c.f. Mosha et al.19; for a

review, see Robertson20). Alternatively,

perhaps the modified memory is

more than a multiplex of different maps

and contains information allowing
Current
adaptive performance in a rich variety

of novel environments. Distinguishing

between these possibilities will

reveal the links among memory

modification, catastrophic interference,

and generalization.

DECLARATION OF INTERESTS

Edwin Robertson is a member of Current Biology’s
Advisory Board.

REFERENCES

1. Abraham,W.C., and Robins, A. (2005). Memory
retention–the synaptic stability versus plasticity
dilemma. Trends Neurosci. 28, 73–78. https://
doi.org/10.1016/j.tins.2004.12.003.

2. French, R.M. (1999). Catastrophic forgetting in
connectionist networks. Trends Cogn. Sci. 3,
128–135. https://doi.org/10.1016/s1364-
6613(99)01294-2.

3. Robertson, E.M. (2012). New insights in human
memory interference and consolidation. Curr.
Biol. 22, R66–R71. https://doi.org/10.1016/j.
cub.2011.11.051.

4. Losey, D.M., Hennig, J.A., Oby, E.R., Golub,
M.D., Sadtler, P.T., Quick, K.M., Ryu, S.I.,
Tyler-Kabara, E.C., Batista, A.P., Yu, B.M., and
Chase, S.M. (2024). Learning leaves a memory
trace in motor cortex. Curr. Biol. 34,
1519–1531.

5. Robinson, N.T.M., Descamps, L.A.L., Russell,
L.E., Buchholz, M.O., Bicknell, B.A., Antonov,
G.K., Lau, J.Y.N., Nutbrown, R., Schmidt-
Hieber, C., and Hausser, M. (2020). Targeted
activation of hippocampal place cells drives
memory-guided spatial behavior. Cell 183,
1586–1599.e10. https://doi.org/10.1016/j.cell.
2020.09.061.

6. Libby, A., and Buschman, T.J. (2021).
Rotational dynamics reduce interference
betweensensoryandmemory representations.
Nat. Neurosci. 24, 715–726. https://doi.org/10.
1038/s41593-021-00821-9.

7. Niv, Y. (2019). Learning task-state
representations. Nat. Neurosci. 22, 1544–
1553. https://doi.org/10.1038/s41593-019-
0470-8.

8. Josselyn, S.A., and Tonegawa, S. (2020).
Memory engrams: recalling the past and
imagining the future. Science 367, eaaw4325.
https://doi.org/10.1126/science.aaw4325.

9. Sohn, H., Meirhaeghe, N., Rajalingham, R.,
and Jazayeri, M. (2021). A network perspective
on sensorimotor learning. Trends Neurosci.
44, 170–181. https://doi.org/10.1016/j.tins.
2020.11.007.

10. Bernard, C. (2023). Brain’s best kept secret:
degeneracy. eNeuro 10. ENEURO.0430-23.
2023. https://doi.org/10.1523/ENEURO.0430-
23.2023.

11. Breton, J., and Robertson, E.M. (2017). Dual
enhancement mechanisms for overnight
motor memory consolidation. Nat. Hum.
Behav. 1, 0111. https://doi.org/10.1038/
s41562-017-0111.
Biology 34, R273–R293, April 8, 2024 R283

https://doi.org/10.1016/j.tins.2004.12.003
https://doi.org/10.1016/j.tins.2004.12.003
https://doi.org/10.1016/s1364-6613(99)01294-2
https://doi.org/10.1016/s1364-6613(99)01294-2
https://doi.org/10.1016/j.cub.2011.11.051
https://doi.org/10.1016/j.cub.2011.11.051
http://refhub.elsevier.com/S0960-9822(24)00250-1/sref4
http://refhub.elsevier.com/S0960-9822(24)00250-1/sref4
http://refhub.elsevier.com/S0960-9822(24)00250-1/sref4
http://refhub.elsevier.com/S0960-9822(24)00250-1/sref4
http://refhub.elsevier.com/S0960-9822(24)00250-1/sref4
http://refhub.elsevier.com/S0960-9822(24)00250-1/sref4
https://doi.org/10.1016/j.cell.2020.09.061
https://doi.org/10.1016/j.cell.2020.09.061
https://doi.org/10.1038/s41593-021-00821-9
https://doi.org/10.1038/s41593-021-00821-9
https://doi.org/10.1038/s41593-019-0470-8
https://doi.org/10.1038/s41593-019-0470-8
https://doi.org/10.1126/science.aaw4325
https://doi.org/10.1016/j.tins.2020.11.007
https://doi.org/10.1016/j.tins.2020.11.007
https://doi.org/10.1523/ENEURO.0430-23.2023
https://doi.org/10.1523/ENEURO.0430-23.2023
https://doi.org/10.1038/s41562-017-0111
https://doi.org/10.1038/s41562-017-0111


ll
Dispatches
12. Walker, M.P., Brakefield, T., Hobson, J.A., and
Stickgold, R. (2003). Dissociable stages of
human memory consolidation and
reconsolidation. Nature 425, 616–620. https://
doi.org/10.1038/nature01930.

13. Bracco, M., Mutanen, T.P., Veniero, D., Thut,
G., and Robertson, E.M. (2023). Distinct
frequencies balance segregation with
interaction between different memory types
within a prefrontal circuit. Curr. Biol. 33, 2548–
2556.e6. https://doi.org/10.1016/j.cub.2023.
05.027.

14. Mutanen, T.P., Bracco, M., and Robertson,
E.M. (2020). A common task structure
links together the fate of different
types of memories. Curr. Biol. 30,
R284 Current Biology 34, R273–R293, April 8,
2139–2145.e5. https://doi.org/10.1016/j.cub.
2020.03.043.

15. Robertson, E.M. (2022). Memory leaks:
information shared across memory systems.
Trends Cogn. Sci. 26, 544–554. https://doi.
org/10.1016/j.tics.2022.03.010.

16. Shibata, K., Sasaki, Y., Bang, J.W., Walsh,
E.G., Machizawa, M.G., Tamaki, M., Chang,
L.H., and Watanabe, T. (2017). Overlearning
hyperstabilizes a skill by rapidly making
neurochemical processing inhibitory-
dominant. Nat. Neurosci. 20, 470–475. https://
doi.org/10.1038/nn.4490.

17. Yamada, T., Watanabe, T., and Sasaki, Y.
(2024). Plasticity-stability dynamics during
post-training processing of learning. Trends
2024 ª 2024 Elsevier Inc.
Cogn. Sci. 28, 72–83. https://doi.org/10.1016/
j.tics.2023.09.002.

18. Schlichting, M.L., and Preston, A.R. (2015).
Memory integration: neural mechanisms and
implications for behavior. Curr. Opin. Behav.
Sci. 1, 1–8. https://doi.org/10.1016/j.cobeha.
2014.07.005.

19. Mosha, N., and Robertson, E.M. (2016).
Unstable memories create a high-level
representation that enables learning transfer.
Curr. Biol. 26, 100–105. https://doi.org/10.
1016/j.cub.2015.11.035.

20. Robertson, E.M. (2018). Memory instability as
a gateway to generalization. PLoS Biol. 16,
e2004633. https://doi.org/10.1371/journal.
pbio.2004633.
Sociosexual interactions: A clock synchronized
by smell
David Dole�zel
Biology Centre of the Academy of Sciences of the Czech Republic, Ceske Budejovice, Czech Republic
Correspondence: david.dolezel@entu.cas.cz
https://doi.org/10.1016/j.cub.2024.02.065

While the daily rhythmicity of organisms is entrained by several cues, light is thought to be the strongest
signal. Surprisingly, a new study in a moth shows that olfactory communication can be even more
powerful for synchronization, and, at least to some extent, works across related species.
Virtually all organisms are exposed to

periodic changes in the environment,

including daily light/dark cycles, oscillating

temperatures, and predators active at

specific times of the day. Not surprisingly,

the ability to anticipate these changes is

advantageous1. Therefore, to be ready for

upcoming events, the majority of

organisms evolved so-called circadian

(from Latin, circa—approximately, dies—

day) clocks that are used to keep

track of time internally by measuring

approximately 24 hours. We usually

acknowledge this endogenous clockwhen

we experience jetlag after a long journey

across time zones, as was illustrated by

athletic performance2, when we are

exposed to a shift-work schedule,

which may have important health

consequences3, or if we ruin our sleeping

regime when finishing a grant proposal.
At the molecular level, circadian clocks

consist of a network of biochemical

reactions. In plants, fungi and animals,

including insects, the clock relies on

several interlocked transcription/
translation feedback loops4,5.

Transcription and translation are fast

processes that can be completed in the

order of minutes. Importantly, the

circadian clock machinery includes

several regulatory mechanisms involving

protein phosphorylation, degradation,

protein–protein interactions, and

subcellular localization, which all together

delay the entire cycle of interconnected

transcription/translation feedback loops

to the required 24 hours. Under constant

conditions (such as in the laboratory), the

circadian clock usually does not run

exactly at 24 hours. This small

imperfection is not a major problem in real

life because the clock is synchronized

(entrained) with external time on a daily

basis. The strongest external stimulus is

light, which is detected by photoreceptors

such as cryptochromes and opsins6.

Other signals influence the clock as well.

For example, social interaction is

particularly profound in some eusocial

insects such as honey bees7. And a

seminal work by Levine et al. used
constant darkness to illustrate that

social experience can reset the clock by

olfactory cues even in the fruit fly

Drosophila melanogaster8.

A new study byGhosh et al.9 reported in

this issue of Current Biology explored the

impact of sociosexual interactions on the

circadian clock. In insects, the main goal

for adults is reproduction. While in

females this task often includes gathering

energy and building material via feeding,

for males the activity reduces to

successful mating. The authors use

communication between adults of the

moth Spodoptera littoralis as an

experimental model. In this species,

and many other Lepidoptera, females

release a mixture of volatile chemical

substances, so-called pheromones.

Pheromones are known to spread

effectively, attracting males even from up

to several kilometers10. The pheromone

release is restricted to a specific time

of day, in nocturnal moths to a portion of

night. While the mating-inducing role

of pheromones is well established,
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