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Supplementary Table 1: Free parameters for both the CBN and SBN

Parameter description Symbol Search range
recurrent inhibitory synaptic decay time constant ⌧ id 1 to 25 ms
recurrent excitatory synaptic decay time constant ⌧ ed 1 to 25 ms

recurrent I to E connection strength Jei �150 to 0 mV
recurrent E to I connection strength J ie 0 to 150 mV
recurrent I to I connection strength J ii �150 to 0 mV
recurrent E to E connection strength Jee 0 to 150 mV

feedforward to recurrent E connection strength JeF 0 to 150 mV
feedforward to recurrent I connection strength J iF 0 to 150 mV

Supplementary Table 2: Free parameters exclusive to the SBN

Parameter description Symbol Search range
recurrent inhibitory connection width �i 0 to 0.25 mm
recurrent excitatory connection width �e 0 to 0.25 mm

feedforward connection width �F 0 to 0.25 mm
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Supplementary Figure 1: Computing single-neuron, pairwise, and population
activity statistics

We introduced three types of activity statistics in Fig. 2. Here we illustrate how to compute
these statistics from neuronal activity.

a, The spike count of each neuron is taken within a specified time window, yielding a Ns ⇥ 1
spike count vector for Ns neurons. We can obtain many such spike count vectors taken in
non-overlapping time windows, resulting in a Ns ⇥ T spike count matrix, with T being the
number of non-overlapping time windows.

b, For the single-neuron statistics, the mean firing rate (fr) is computed by averaging the
spike counts across time and neurons and dividing them by the duration of the spike count
window. The Fano factor (↵ ) is computed as the ratio of the variance of the counts divided
by the mean of the counts for each neuron, then averaged across neurons.

c, The spike count correlation (rsc) between pairs of neurons is obtained by first computing
the Ns ⇥Ns covariance matrix of spike counts. The Pearson correlation is computed for each
pair of neurons, then averaged across pairs.

d, For the population statistics, the spike count covariance matrix is first decomposed into a
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shared covariance matrix (LLT) and an independent variance matrix ( ) using factor analysis1.
The percent shared variance (%sh) is the percent of each neuron’s spike count variance that
is shared with other neurons in the recorded population. This value is then averaged across
neurons. The dimensionality (dsh) is the number of latent dimensions needed to explain 95%
of the shared variance. The eigenspectrum (es) comprises the amount of shared variance
represented by each latent dimension. Mathematically, it is the eigenspectrum of LLT.
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Supplementary Figure 2: Using SNOPS to customize a SNN with one parameter

We provided an overview of Bayesian optimization in SNOPS in Fig. 3. Here we demonstrate
the steps in more detail, in particular those shown in Figs. 3d and 3e. For illustrative purposes,
we consider the optimization of a single model parameter ✓.

Details: We first generated spike trains from an SBN whose connection strength, JeF (see
Methods), was set to 60 mV. The values of the rest of the model parameters are set as:
⌧ id = 8 ms, ⌧ ed = 5 ms, Jei = �60 mV, J ie = 10 mV, J ii = �75 mV, Jee = 20 mV, J iF = 25
mV, �i = 0.1 mm, �e = 0.1 mm. The goal of SNOPS here is to customize a separate SBN
to these generated spike trains, where JeF is the only model parameter that is unknown.
Because this illustration applies to any model parameter, we denote JeF as ✓ and the ground
truth value of JeF as ✓?.

a, A Gaussian process (GP) is used to approximate the cost function, ĉ(✓). Same conventions
as in Fig. 3d. With each iteration of SNOPS (left to right), we evaluate the cost at one
additional value of ✓ (dashed red line). This leads to an update of both the posterior
mean (black line) and posterior uncertainty (gray shading) of the GP, which represents an
interpolation of the evaluated costs. Note that the black line might not necessarily pass
through all the dots due to the smoothness assumption of the GP, where the smoothing is
determined by the Matérn 5/2 kernel (see Methods).

b, A separate GP represents the feasibility function, ĝ(✓). For example, a value of ✓ would
be infeasible if it leads to an unrealistically high firing rate (see Feasibility constraints). The
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rationale for using a GP is that, if a value of ✓ is feasible (or infeasible), similar values of ✓ are
also likely to be feasible (or infeasible). A parameter ✓ is feasible if ĝ(✓) = 1 and infeasible if
ĝ(✓) = 0. As in a, the GP is updated with each iteration of SNOPS (left to right) based on
whether the evaluated ✓ is feasible or infeasible (black dots). Note that, for t = 4, there are
three dots in a, but four dots here in b. The reason is that the rightmost dot (representing
the iteration before t = 4) corresponds to an infeasible value of ✓ (i.e., ĝ(✓) = 0), and hence
the cost at that ✓ was not evaluated.

c, Based on the predicted cost function (from a) and feasibility function (from b), SNOPS
computes an acquisition function, a(✓). The maximum of the acquisition function (dashed
red line) determines the ✓ to evaluate during the next iteration of SNOPS. Intuitively, the
acquisition function identifies values of ✓ that are feasible and for which the predicted cost is
low. In addition, the acquisition function implements an exploration-exploitation trade-off,
whereby values of ✓ for which the cost is uncertain are favored. As SNOPS iterates (left to
right), the maximum of a(✓) approaches the ground truth value ✓?.
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Supplementary Figure 3: Comparing SNOPS, random search methods, and a
genetic algorithm on simulated activity and neuronal recordings

In Fig. 4, we showed that SNOPS outperforms random search methods when customizing a
CBN to simulated activity. Here we compare SNOPS, random search, accelerated random
search, and a genetic algorithm2–4 in a wider range of settings, involving also SBN and
neuronal recordings. Same conventions as Fig. 4b. a, Customizing a CBN to simulated
activity. These curves are identical to those shown in Fig. 4b. b, Customizing a CBN to
neuronal recordings in macaque V4 and PFC. These curves correspond to the results for
the CBN in Fig. 5c. c, Customizing a SBN to simulated activity. d, Customizing a SBN
to neuronal recordings in macaque V4 and PFC. These curves correspond to the results for
SBN in Fig. 5c.

For the genetic algorithm (GA), we used the Matlab function ga with the same search range
and total running duration as the other algorithms. Using the function’s default configuration,
we set the population size (the number of parameter sets evaluated in each population) to
200, the elite count (the number of parameter sets that are guaranteed to survive into the
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next generation) to 10, and the cross-over fraction (the fraction other than the elite children
that are produced by crossover) to 0.8.

Each curve indicates how the cost (which we seek to minimize, plotted in log scale) changes
during the optimization procedure, as a function of the computer running time. The
shading represents mean ± 1 SD across the customization runs. Panels a and c include 40
customization runs, as in Fig. 4. Panels b and d include 16 customization runs corresponding
to the neuronal recordings (2 monkeys ⇥ 2 brain areas ⇥ 4 experimental conditions) in
Fig. 5c. Note that 105 seconds equals 1.2 days or 27.8 hours.

The cost decreases with running time for all four algorithms on both simulated activity and
neuronal recordings, as expected. The cost plateaus for all algorithms, suggesting that the
stopping criterion we set (see Methods) is sufficient for the algorithms to converge. We found
that SNOPS outperforms the random search methods and GA for both simulated data and
recorded activity for both CBN and SBN (the blue curves are below the red, green, and
grey curves). This result demonstrates that Bayesian optimization enables SNOPS to find a
better solution than random search methods and GA for a given amount of computer running
time. Accelerated random search also outperforms random search across datasets and models
(the red curves are below the green curves), suggesting that the two innovations (feasibility
constraint and intensification, see Methods) further accelerate the customization process.

The amount by which Bayesian optimization outperforms the random search methods depends
on the specific network model and the activity to which the model is being customized. For
example, SNOPS performed similarly to accelerated random search in b. This likely occurs
because the CBN is unable to generate a wide range of population statistics, and so there
are many parameter sets that correspond to a similar minimal cost. As a result, the random
search methods can readily find one of these parameter sets. Even so, SNOPS performed as
well or better than the other two methods.
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Supplementary Figure 4: Comparing SNOPS and SNPE on simulated activity
and neuronal recordings

In Fig. 4 and Supplementary Fig. 3, we showed that SNOPS outperformed random search
methods when customizing both CBN and SBN to simulated and recorded neuronal activity.
Here we compare SNOPS to a method that uses deep-learning-based inference, Sequential
Neural Posterior Estimation (SNPE)5, using the same models and neuronal recordings as in
Supplementary Fig. 3. One might also consider using Emergent Property Inference (EPI)6.
However, EPI is not applicable to large-scale SNNs because it requires the cost function to
be differentiable with respect to the model parameters.

SNPE uses deep neural networks to approximate the distribution of the model parameters
given the recorded activity statistics. Applying SNPE involves a training stage and an
inference stage. During the training stage, a deep generative model is trained on a large
number of simulations comprising the ground truth parameter set of each simulation and
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its corresponding activity statistics. During the inference stage, given the recorded activity
statistics, SNPE returns samples of parameter sets from a posterior distribution representing
the likelihood of the parameters consistent with the recorded activity. We wish to compare
the two methods in terms of their optimal cost and total running time. There are two key
differences between SNOPS and SNPE: (1) SNOPS returns a single parameter set whereas
SNPE returns a distribution of parameter sets. The choice between these two outputs depends
on the number of customized models desired for the scientific goal (see Discussion). (2) SNPE
requires a large number of computationally demanding simulations for its training stage.
It can then perform fast parameter inference on any new dataset without the need to run
additional simulations. In contrast, SNOPS does not need simulations upfront. However, for
each new dataset, SNOPS requires a separate customization run consisting of computationally
demanding simulations in the iterative procedure.

Comparing the two methods fairly is challenging because they are tailored for different use
cases (see Discussion). We did the following to ensure fairness to the best of our abilities
(see Details below): (1) To compare the parameter distribution inferred by SNPE to a single
parameter set returned by SNOPS, we used the mode of the SNPE distribution as the optimal
parameter set for SNPE. (2) For the total running time of SNOPS, we considered the time
required for a single customization run, which is equivalent to one dataset, and multiplied it
by the number of datasets. Each customization run takes 168 hours to converge, as illustrated
in Fig. 3. Therefore, the total running time for SNOPS would be 40 ⇥ 168 hours for the
simulated activity and 16 ⇥ 168 hours for the neuronal recordings. For SNPE, the total
running time includes two parts. The first part consists of simulating and computing activity
statistics using a large number of parameter sets (training size) and training deep networks
to capture this relationship. We systematically varied the training size from 5, 000 to 100, 000
simulations to examine its impact on the fitting quality of SNPE. The second part is the
inference time for the 40 simulated datasets (panels a and c) or the 16 recorded datasets
(panels b and d). For both methods, all other settings, including the size of the network
model and the datasets to fit, were identical.

The black-to-orange dots represent the cost of SNPE (in log scale) under different training
sizes. We considered two neural density estimators for SNPE: masked autoregressive flow
(MAF) and mixture density networks (MDN). The blue dots represent the cost and total
running time of SNOPS. The error bars represent mean ± 1 SEM across the datasets: panels
a and c include 40 simulated datasets generated by CBNs or SBNs, as in Supplementary
Fig. 3a and c; panels b and d include 16 datasets of neuronal recordings (2 monkeys ⇥ 2
brain areas ⇥ 4 task conditions), as in Supplementary Fig. 3b and d. Note that 105 seconds
equals 1.2 days or 27.8 hours.

We found that SNOPS outperforms SNPE: SNOPS (dark blue dot) has a lower cost than
SNPE (black-to-orange dots) for different SNPE training sizes and both neural density
estimators. The main reason is that SNPE requires a large number of computationally
demanding simulations to ensure that the deep neural networks can accurately characterize
the relationship between model parameters and activity statistics. SNPE may need more
than 100, 000 training samples to achieve comparable results to SNOPS. However, the high
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computational cost for SNPE can be justified by the benefits of a richer characterization
of the parameter space since it returns a distribution of parameter sets and provides fast
inference for new datasets. Therefore, the choice between SNOPS and SNPE depends on the
network simulation time and the goal of model customization. When the simulation time
is low, SNPE can be used to obtain a parameter distribution and make fast inferences on
a large number of new datasets. In this case, SNOPS might incur a greater running time
because SNOPS starts from scratch for each new dataset. When the simulation time of the
model is substantial (as for the CBN and SBN), generating a sufficient amount of training
samples for SNPE can be computationally prohibitive. In this case, one can instead use
SNOPS to obtain a single optimal parameter set for a given dataset. It is also noteworthy
that, with computational resources that support parallelization, such as GPUs or a large
array of CPUs, the actual running time (clock time) for SNPE could be substantially reduced.
This efficiency gain is due to the ability to run a large number of simulations in parallel
during the generation of training samples for SNPE. Conversely, SNOPS is not as easy to
parallelize due to its iterative nature, which relies on the outcomes of previous iterations to
determine the parameter set for subsequent iterations (although see Methods for a way to
partially parallelize SNOPS).

Details: For SNOPS, the cost for each dataset (simulated or recorded) is the result of one
customization run (Supplementary Fig. 3, cost values at the right end of the blue curves). For
SNPE, we trained a deep neural model using different training sizes: 5,000, 10,000, 25,000,
50,000, 75,000, and 100,000. For each training size, we first sampled the corresponding
number of parameter sets according to a uniform distribution, which is the default setting in
SNPE. For each sampled parameter set, we generated spike trains under one connectivity
graph and computed its activity statistics. We then fed the sampled parameter sets, as well
as their activity statistics, to the SNPE training algorithm and ran it until convergence. We
did not include training sizes larger than 100,000 because it would require over 25, 000 CPU
hours, which was computationally prohibitive. At the inference stage, for a set of activity
statistics corresponding to a simulated or recorded dataset, we drew 10, 000 parameter sets
from the SNPE posterior distribution. We selected the single parameter set with the largest
log-likelihood returned by SNPE, representing the mode of the posterior distribution. We
computed the cost for SNPE using five network instantiations of connectivity graphs and
initial membrane potentials corresponding to the same identified parameter set in the same
way as in SNOPS.
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Supplementary Figure 5: Consistent results from SNOPS across multiple runs

In Fig. 5, we compared the performance of the CBN and SBN in reproducing the activity
statistics of recordings in area V4 and PFC. Here we test the reliability of the results returned
by SNOPS. Ideally, we would assess this reliability by ensuring that it returns the "ground
truth" parameters for each recording. However, because the real neuronal recordings were not
generated by a model, there are no "ground truth" parameters. Instead, we assessed whether
varying the initialization of SNOPS would affect results. There were several initialization
settings that could affect the outcome of the customization process: the initially sampled seed
parameter sets for SNOPS (⇥̂ in Algorithm 2), the randomly generated connectivity graph,
the randomly configured initial membrane potentials for each neuron, and the stochasticity
of the activity in the feedforward layer (see Methods).

To investigate if SNOPS returned consistent results, we applied SNOPS to customize CBNs
(panel a) and SBNs (panel b) to the same V4 dataset (monkey P, cue into receptive fields,
45-degree stimulus orientation) as in Fig. 5a and 5b for three customization runs (three colors).
The V4 activity statistics are shown as the mean ± 1 SD across 19 recording sessions. For
each customization run, the settings of SNOPS (initially sampled parameters, connectivity
graph, initial membrane potentials, activity in the feedforward layer) were randomized (see
Methods for the ranges of the values). We found that, regardless of the initialization, SNOPS
returned highly reliable results across the three runs (three dots have similar values for all
panels). The costs of the customized parameters were also similar across the three runs:
2.72, 2.72, 2.74 for the CBN; 0.24, 0.26, 0.24 for the SBN. Hence, SNOPS is robust to different
initializations of the optimization procedure. We also include the cost-time traces for each
customization run. Note that 105 seconds equals 1.2 days or 27.8 hours.
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Supplementary Figure 6: Accurate recovery of ground truth activity statistics
with SBNs

In Fig. 4, we validated the performance of SNOPS in customizing the CBN to simulated
activity. Here we perform the same analysis with the SBN. As we did with the CBN, we
randomly drew 40 parameter sets for the SBN and used them to simulate spiking activity.
We then used SNOPS to customize a SBN to the simulated activity (see Verifying SNOPS in

simulation). Same conventions as in Fig. 4d.

We found that SNOPS was able to find model parameters for the SBN that accurately
reproduced the activity statistics (all dots lie near the diagonal line). For rsc, one data point
(0.65, 0.68) fell outside of the plotting range and is not shown.
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Supplementary Figure 7: Activity statistics of the network models customized
by SNOPS to neuronal recordings

In Fig. 5c, we compared the performance (in terms of the cost) of the SBN and CBN on 16
datasets spanning two monkeys, two brain areas, and four task conditions. Here we show the
activity statistics of the SNOPS-customized CBN models (panel a, circles, mean across 5
network instantiations corresponding to the same identified parameter set) and SBN models
(panel b, triangles, mean across 5 network instantiations corresponding to the same identified
parameter set) for the same 16 datasets as in Fig. 5c. Dashed lines and shadings represent
the mean ± 1 SD across recording sessions (see Methods for the number of recording sessions
for each monkey and brain area).

SNOPS was able to find parameter sets for SBN that are close to the recorded statistics
(triangles are within or close to the grey shading). For the CBN, the rsc did not match
those of the neuronal recordings, consistent with Fig. 5a. The example datasets shown in
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Fig. 5a and b correspond to monkey P, V4, cue1 ori1 (attention directed to the aggregate V4
receptive field with a 45� stimulus orientation).
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Supplementary Figure 8: Customizing network models for multiple task condi-
tions using SNOPS

In Figs 4-6, we used SNOPS to customize a network model to spontaneous activity (i.e., a
single task condition). Here, we consider using SNOPS to customize a network model that
describes two different task conditions. In this model, some model parameters have the same
values across task conditions, whereas other parameters can have different values across task
conditions.

We constructed a model comprising two SBNs, which share the same values for 11 parameters
(those shown in Supplementary Tables 1 and 2) and have different values for two new
parameters (µE and µI , which represent external static currents to excitatory and inhibitory
neurons, respectively). This unified model has a total of 15 parameters. This setup allows
the unified model to represent two task conditions, such as different attentional states. The
shared parameters pertain to network structure, whereas the unique parameters relate to
external inputs that can be different for each task condition. The search ranges for the
new parameters were set to [�1, 1]; those for the other parameters remained consistent with
Supplementary Tables 1 and 2.

We first verified that SNOPS can successfully customize the unified model to simulated
activity. Similar to Fig. 4, we randomly sampled 1000 ground truth parameter sets from the
15-dimensional parameter space and simulated each network. For computational expediency,
we used a smaller network model (NF = 2, 500, Ne = 1, 600, Ni = 400) for this analysis. To
make the simulation as realistic as possible, we focused on 20 simulated datasets whose fr
was larger than 1, ↵ (averaged across neurons) was within the range [0, 2], and rsc was within
the range [0, 0.2]. We then used SNOPS to customize a unified network model (with 15 free
parameters) to the activity statistics of the simulated activity (panel a). Each ground truth
dataset comprised two sets of activity statistics corresponding to the two task conditions.
During customization, network simulations were run for each component SBN, with the
overall cost being the average cost across the two-component SBNs.

SNOPS converges within 168 hours (panel b, the curve plateaus, note that 105 seconds
equals 1.2 days or 27.8 hours). The SNOPS-customized models successfully generated activity
statistics that closely matched the ground truth (panel c, dots located near diagonal). Each
row represents one task condition (i.e., one component SBN) of the unified model. Dots of
the same color correspond to the same customization run; the fr was plotted in log scale for
visual clarity. Notably, the activity statistics generated by the network were different across
the two task conditions (panel c, dots of the same colors are positioned differently across
the two rows), mirroring the scale of differences observed in real data (see below). This was
achieved with only two differing parameters between the component SBNs.

We then customized the unified model to four representative sessions from monkey P, focusing
on different attentional states in V4 (panel d). The dashed lines represent the activity
statistics for each session, and the shading represents 1 SD across 19 recording sessions of the
same monkey and brain area. We combined the trials from both orientations for each session.
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In the task, the monkey deployed its visual attention either into (‘attend in’) or outside
(‘attend out’) of the receptive fields of the recorded neurons (see Methods). Note that in the
main text, we analyzed these two attention conditions separately; here we use the unified
model to capture the activity statistics of the two attention conditions together. The activity
statistics for both attention conditions were computed using spike counts taken using a 200 ms
bin, starting 50 ms after the onset of the visual stimulus (when the neurons start to respond
to the stimulus). Consistent with previous work7,8, the ‘attend in’ condition exhibited a higher
fr and lower rsc compared to the ‘attend out’ condition. SNOPS successfully customized the
unified model to the neuronal recordings (triangles near dashed lines), with slightly larger
errors compared to customizing a standard SBN to activity from one task condition (cf. Fig. 5
and Supplementary Fig. 7). The unified model needed to capture the differences in activity
statistics across the two task conditions by varying only two model parameters (and sharing
11 task parameters), representing a more difficult customization task than when customizing
a standard SBN to activity from a single task condition. Despite these challenges, SNOPS
was able to customize a unified network model to capture activity statistics across multiple
task conditions.
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Supplementary Figure 9: Trade-off costs for CBN and SBN when customizing
to PFC activity

In Fig. 6, we examined the trade-offs between activity statistics for the CBN and SBN on an
example V4 dataset. Here we repeated the analysis with an example PFC dataset. Same
conventions as in Fig. 6.

a, Reproduction of Fig. 5c, but the arrow now indicates a PFC dataset that is examined
more closely here in b and c.

b, Trade-off costs between pairs of activity statistics for the CBN and SBN on the example
PFC dataset indicated in a. We found that, for the CBN, rsc has a high trade-off cost
with ↵ and %sh, as was seen for V4 (cf. Fig. 6c). However, the size of this trade-off was
less pronounced in PFC relative to V4. To understand this, PFC exhibits lower rsc values
(0.006± 0.002) than V4 (0.054± 0.015). This makes it easier for the CBN to reproduce the
rsc while concurrently reproducing the other activity statistics.

c, Customizing the CBN and SBN to different numbers of activity statistics included in the
cost function simultaneously. This was performed using the example PFC dataset indicated
in a. As in V4 (cf. Fig. 6d), we found that the average cost of the customized activity
statistics increases as more statistics are included for the CBN. By contrast, the average cost
for the SBN remains low for even up to all six simultaneously customized statistics.
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Supplementary Figure 10: Benefits of including population statistics in the cost
function

In Fig. 6, we found that the SBN is more flexible than the CBN in reproducing activity
statistics. When a model is more flexible, it might need to be more strongly constrained
during the customization process to accurately reproduce the activity statistics. Here, we ask
if the SBN model is well-constrained enough such that simply customizing single-neuron and
pairwise statistics will automatically lead to accurately reproducing the population statistics.

We applied SNOPS to customize the SBN to an example PFC dataset (monkey P, cue
into receptive fields, 45-degree stimulus orientation) under two scenarios: (1) only single-
neuron and pairwise statistics were included in the cost function (open triangles), and (2) all
single-neuron, pairwise, and population statistics were included in the cost function (filled
triangles). The PFC activity statistics are shown as the mean ± 1 SD across 19 recording
sessions. Although the single-neuron and pairwise statistics were accurately reproduced in
both scenarios, leaving the population statistics out of the cost function led to a poor match
in population statistics (open triangles are far from the dashed lines). Hence the inclusion of
population statistics in the cost function is necessary for constraining the SBN during the
customization process. More generally, customizing models even more flexible than the SBN
might necessitate the inclusion of additional activity statistics in the cost function.
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Supplementary Figure 11: Comparing the achievable combinations of activity
statistics for SBN and CBN

In Fig. 6, we assessed each model’s flexibility by asking whether it could simultaneously
reproduce two or more activity statistics. Here we visualize the range of combinations of
activity statistics that each model is able to generate.

We randomly drew 5, 000 parameter sets from the search range of each model (see Spiking

network models). For each parameter set, we simulated activity with three network instan-
tiations, and computed the average activity statistics across the instantiations. Each dot
represents a pair of activity statistics for one randomly sampled parameter set. For illustrative
purposes, we only show the parameter sets whose activity statistics fall within the following
ranges: fr : [0, 60],↵ : [0, 2], rsc : [0, 0.2],%sh : [0, 50], dsh : [0, 10], es : [0, 30]. The red and blue
dots represent the example V4 and PFC activity statistics in Fig. 5. The vertical axes of the
histograms (subpanels along the diagonal) represent the proportion of dots rather than the
vertical axes indicated.

The dots visually occupy a greater area for the SBN than CBN, indicating that the SBN
is capable of generating more diverse pairs of statistics than the CBN. This is particularly
prominent when comparing the CBN and SBN for the subpanels highlighted by the dashed
green boxes. In these subpanels, the V4 statistic pairs (red dots) lie outside the range of the
statistic pairs generated by the CBN (black dots, upper plot) but inside the range of those
generated by the SBN (black dots, lower plot). This demonstrates that the CBN is incapable
of simultaneously reproducing rsc and any one of the following statistics – ↵ , %sh, dsh, or es –
of the V4 dataset. This is consistent with the activity trade-off costs identified in Fig. 6c.
The visualizations here provide further evidence that the SBN is more flexible than CBN in
producing multiple activity statistics simultaneously.
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Supplementary Figure 12: Similar performance of SNOPS and SNPE for the
Hodgkin-Huxley model

In Supplementary Fig. 4, we compared SNOPS with SNPE in customizing the large-scale
spiking network models (SBN and CBN). Here we compare the performance of SNOPS
with SNPE in customizing a biophysical single-neuron model: the Hodgkin-Huxley (HH)
model9. The simulation time of the HH model is three orders of magnitude less than that
of the large-scale spiking network models. For the HH model simulator, there are eight
free parameters (ranges are indicated in brackets): the sodium conductance per unit area
(gNa 2 [0.5, 80]), the sodium reversal potential (ENa 2 [1, 300]), the potassium conductance
per unit area (gK 2 [10�4, 15]), the potassium reversal potential (EK 2 [�200,�1]), the leak
conductance per unit area (gl 2 [10�4, 0.6]), the leak reversal potential (El 2 [35, 100]), the
resting potential (V0 2 [�100,�25]), and the amplitude of the injected current (Iinj 2 [0, 0.5]).
The HH model was simulated for 120 seconds with a step size of 0.01 second, and the current
was injected at the 20th second. Similar to the analyses in Goncalves et al., 2020, we analyzed
seven statistics related to spike generation: the number of spikes, the mean of the resting
potential, the standard deviation of the resting potential, and the mean, standard deviation,
skewness, and kurtosis of the voltage after current injection. To obtain ground truth datasets,
we randomly sampled 20 sets of model parameters, simulated the HH model using those
parameters, and computed the statistics resulting from the simulations.

For SNOPS, we customized a HH model to each of the 20 sets of spike generation statistics.
For each set of statistics, SNOPS was run for 150 iterations. We did not use the intensification
procedure because each run of the HH model yields exactly the same statistics. For SNPE,
we generated large numbers (5,000, 10,000, 20,000, 50,000, 10,000) of model parameters-to-
statistics relationships for training the neural density estimators. As in Supplementary Fig. 4,
we used the mode of the posterior distributions as the optimal parameter set for SNPE. We

22



compared SNOPS to two variants of SNPE, each with a different neural density estimator:
the masked autoregressive flow (MAF) and the mixture density network (MDN). The total
running time for SNOPS is the sum of the running times of the 20 customization runs.
The total running time for the SNPE includes running a (large) number of HH simulations
(indicated above by the color of the symbol), training the deep neural network, and performing
inference using the trained density estimator. The running times for SNPE-MAF and SNPE-
MDN can differ for the same training dataset size due to the difference in time required to
train the neural density estimators.

SNOPS performs similarly to SNPE in customizing HH models (the blue dot is near the
SNPE traces; error bars represent ± one standard error). In general, SNPE excels when
the simulation time for the model is short (e.g., HH models, simulation time < 0.1 second),
which makes it more computationally feasible to generate the large number of simulations
for training its deep neural networks. In contrast, SNOPS excels when the simulation time
for the model is long (e.g., CBN or SBN, simulation time > 300 seconds, see Supplementary
Fig. 4). Even though customizing HH models corresponds to a regime where SNPE excels,
SNOPS performs similarly to SNPE.
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Supplementary Figure 13: Effect of network size on SNOPS customization

Here we examine the influence of network size on SNOPS’ running time and how well SNOPS
can reproduce activity statistics. We varied the network size over a wide range: 1,875, 3,750,
5,625 (highlighted with a red arrow, used in our main analyses), 13,125, and 50,625 neurons.
For each network size, we customized a SBN to the activity statistics of the V4 dataset in
Fig. 5. For each network size, we performed 12 customization runs, each lasting 12 hours to
accumulate a sufficient number of SNOPS iterations for our analysis. We found that SNOPS’
running time scales almost linearly with network size (panel a, mean ± SEM, error bars
invisible due to small values). SNOPS’ running time is primarily determined by the network
simulation time, which varies greatly with network size. The time spent computing activity
statistics and fitting Gaussian processes depends little or not at all on the network size.

To investigate if the size of the network model influences its ability to reproduce target
activity statistics, we customized a SBN comprising 8,625 neurons (2,500 feedforward neurons,
4,900 recurrent excitatory neurons, and 1,225 recurrent inhibitory neurons) to four example
PFC datasets from monkey W. This SBN is larger than the SBN used throughout Results,
which comprises 5,625 neurons. We found that the larger SBN successfully reproduced the
PFC statistics (see panel b for an example dataset) and showed a consistent decrease in the
cost over time (panel c, cost-time trace across four datasets, shading represents one standard
deviation, note that 105 seconds equals 1.2 days or 27.8 hours). These results are similar to
when we customize a SBN with 5,625 neurons (compare panel b to Supplementary Fig. 7,
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monkey W, PFC). These findings illustrate that our customization results using SNOPS are
robust across different network sizes.
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Supplementary Figure 14: Benefits of accounting for parameter interactions dur-
ing SNOPS customization

During SNOPS customization, we fit a Gaussian Process (GP) to capture the relationship
between parameter sets and their associated costs. One can build prior knowledge about
relationships amongst the parameters into the GP kernel. For example, the ratio between
the inhibitory and excitatory time scales, ⌧i/⌧e, might influence the rsc8, and the determinant
of the connection strength matrix, Jei ⇥ Jee � Jei ⇥ J ii, might influence the fr 10. Here we
explore the potential benefits of incorporating interactions between model parameters into
the GP fitting process.

To fit a GP, we need parameter sets and their associated costs. We first randomly sampled
8,000 SBN parameter sets. To compute their costs, we simulated activity from each of these
SBNs and computed their costs relative to the following activity statistics (that we obtained
from a SBN): fr = 6.59, ↵ = 1.56, rsc = 0.0003, %sh = 13, and dsh = 6. As in the main text,
we averaged the estimated costs over 3 network instantiations for each parameter set. We
then fit a GP to capture the relationship between the parameter sets and their associated
costs under two scenarios: the original setting without parameter interactions (blue curves)
and a new setting that includes parameter interactions (orange curves). Specifically, in the
GP with interaction terms, we incorporated two additional model ‘parameters’ into the GP:
⌧i/⌧e, and Jei ⇥ J ie � Jee ⇥ J ii. This effectively increases the number of model parameters
from 11 to 13 by appending the two additional parameters to ✓ in Eq. (9). The two new
‘parameters’ in ✓ are always computed as functions of, and therefore remain consistent with,
the original 11 parameters in the GP fitting process (note that we do not need to infer ✓).

We performed this analysis using varying training sample sizes (500, 750, 1,000, 1,250, 1,500,
2,000, 2,500, 3,000, 3,500, 4,000) with a separate testing set of 500 samples. One sample
corresponds to one SBN parameter set. We computed the mean squared error (MSE) of
the cost predicted by the GP versus the actual cost obtained from the SBN simulations, on
both the training (in-sample) and test (out-of-sample) sets to evaluate the quality of the GP
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fitting. The in-sample MSE measures if the GP model has the capability to fit the training
samples and was computed on 500 randomly-chosen training samples. The out-of-sample
MSE measures if the GP model fitting generalizes to unseen samples and was computed on
the 500 testing samples. We found a reduction in the MSE, both in-sample (panel a) and
out-of-sample (panel b), when the interaction terms are included. The shading represents
mean ± 1 SD across the 500 training or testing samples.

Having confirmed that incorporating parameter interactions improves the GP fitting, we
proceeded to test if this also reduces the final cost of the SNOPS customization process.
We first simulated activity using 20 ground truth SBN parameter sets, following procedures
similar to those described in ‘Verifying SNOPS in simulation’. For computational expediency,
here we used a smaller SBN (NF=2,500, Ne=1,600, Ni=400) than in the main text. We
customized SBNs of the same smaller size to the simulated activity. We found that the
inclusion of interaction terms reduced the final cost of the customization process (panel c,
orange curve below blue curve, p = 0.022, two-sided paired t-test; shading represents mean ±
1 SD across the 20 ground truth parameter sets; note that 105 seconds equals 1.2 days or
27.8 hours) for a given amount of (finite) running time. This improvement demonstrates the
value of incorporating prior knowledge about model parameter interactions into the SNOPS
customization procedure.
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