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Motor cortex retains and reorients neural 
dynamics during motor imagery

Brian M. Dekleva1,2,3, Raeed H. Chowdhury    3,4, Aaron P. Batista    3,4, 
Steven M. Chase3,5,6, Byron M. Yu    3,5,7, Michael L. Boninger1,2,4 & 
Jennifer L. Collinger    1,2,4,5 

The most prominent characteristic of motor cortex is its activation 
during movement execution, but it is also active when we simply imagine 
movements in the absence of actual motor output. Despite decades of 
behavioural and imaging studies, it is unknown how the specific activity 
patterns and temporal dynamics in motor cortex during covert motor 
imagery relate to those during motor execution. Here we recorded 
intracortical activity from the motor cortex of two people who retain some 
residual wrist function following incomplete spinal cord injury as they 
performed both actual and imagined isometric wrist extensions. We found 
that we could decompose the population activity into three orthogonal 
subspaces, where one was similarly active during both action and imagery, 
and the others were active only during a single task type—action or imagery. 
Although they inhabited orthogonal neural dimensions, the action-unique 
and imagery-unique subspaces contained a strikingly similar set of dynamic 
features. Our results suggest that during motor imagery, motor cortex 
maintains the same overall population dynamics as during execution by 
reorienting the components related to motor output and/or feedback into  
a unique, output-null imagery subspace.

As people prepare to execute a skilled action, they often pause to 
mentally rehearse and visualize it. For example, a tennis player might 
imagine hitting an upcoming serve, or a pianist might imagine playing 
a difficult sequence prior to performance. This type of covert motor 
imagery is constrained to the same performance limits as overt execu-
tion. One study showed that the speed with which people were able to 
imagine performing a sequence of finger movements was limited to 
their actual overt performance1. Motor imagery is similarly impacted 
by neurologic impairment; a lesion in motor cortex leads to an equal 
slowing of both executed and imagined movements2. Conversely, 
imagery-based practice can improve actual motor function, in some 
instances offering a comparable performance benefit as standard overt 
training3–6. This tight coupling between imagery and actual motor 

function suggests similar central mechanisms, so that information and 
experience gleaned from one modality can usefully inform the other.

Primary motor cortex, known mainly for its role in the generation 
of volitional movement, is also active during covert motor imagery7–11. 
In fact, many movement-related brain areas are also active during the 
mental rehearsal of imagined movements. Premotor and supplemen-
tary motor cortices12,13, anterior cingulate areas13 and parietal areas13,14 
all display modulated activity during covert motor imagery. Despite 
the clear link between imagery and action, we know little about how 
cortical population activity differs between the two. Previous studies 
in both monkeys15 and humans10,11 have shown evidence that motor 
cortex activity is somewhat consistent across volitional states but 
exhibits clear differences as well. In particular, the study in monkeys by 
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Results
Motor cortex is active during actual and imagined force
We asked the participants (P2 and P3) to perform isometric wrist exten-
sions within an immobile frame affixed with a force sensor to control the 
height of a line trace displayed on a monitor in front of them (Fig. 1a).  
During ‘action’ trials, they observed a horizontal bar indicating the 
required force (either low (~5 N) or high (~40 N)) and then were required to 
apply the appropriate force such that the line trace matched the vertical  
position of the bar, holding the target force for approximately four 
seconds. During ‘imagery’ trials, the participants kept their hand within 
the force-sensing apparatus and were asked to imagine producing the 
same wrist extension forces without actually doing so. On imagery tri-
als, the line trace automatically increased to the target force and then 
returned to zero. For each session, we collected alternating 12-trial 
blocks of action and imagery, resulting in 36 total trials of action and 
36 trials of imagery. We then removed trials with force profiles that 
deviated substantially from the average (see ‘Experimental setup’ in 
Methods), resulting in approximately 31 ± 4 action trials and 28 ± 4 
imagery trials per session (six sessions for P2 and three sessions for P3).

Both participants successfully achieved and maintained the 
requested force targets during action trials (Fig. 1c, top, and Supple
mentary Figs. 1 and 2) and produced no appreciable force during 
imagery trials (Fig. 1c, bottom, and Supplementary Figs. 1 and 2). 
Throughout the experimental sessions, we recorded activity from 
the hand and arm areas of motor cortex (Fig. 1b). Despite the stark dif-
ference in force output between action and imagery trials, we observed 
modulation in the overall population-wide firing rates for both task 
types (Fig. 1d, top versus bottom, and Supplementary Table 1). Indi-
vidual channels displayed a wide variety of responses, including a  
mix of preferential activation during action or imagery (Fig. 1e). Some 
channels displayed similar modulation during both action and imagery 
(for example, Fig. 1e, channel 183), while others appeared uniquely 
active during only one task type (for example, Fig. 1e, channels 188 
and 19). For each channel, we calculated the maximum modulation 
during action and imagery by calculating the difference between 
the 5th-percentile and 95th-percentile firing rates for each task type 
(imagery or action) and force level. We found that for P2, the average 
low-force imagery modulation was 75 ± 6% that of low-force action  
modulation (the bounds represent 95% confidence intervals (CIs) 
obtained via bootstrapping with 10,000 resamples). High-force 
imagery modulation was 57 ± 4% that of action (Fig. 1f, left). For P3, 
low-force imagery modulation was 59 ± 5% that of action, and high-force 
imagery modulation was 53 ± 6% that of action (Fig. 1f, right).

Latent space contains distinct action and imagery subspaces
As a first step towards characterizing the differences between the neural 
representations of action and imagery, we asked whether a portion of 
the population activity could be separated into unique dimensions con-
taining only action or imagery activity. For simple motor behaviours, 
the measured dimensionality of motor cortical activity is typically far 
lower than the number of recorded neurons18–23. Thus, as an initial step, 
we reduced the activity from our recorded populations (176 channels 
for P2 and 192 channels for P3) to a lower-dimensional (~36D) latent 
space. To do this, we first performed principal component analysis 
(PCA) separately on action and imagery trials, keeping enough dimen-
sions to explain >99% of the variance for each task. We then combined 
them into a single, unified space (see ‘Dimensionality reduction’ in 
Methods for details). Within this combined space, we observed an 
incomplete overlap between the dimensions containing action and 
imagery variance. For example, by performing singular value decompo-
sition on action data from P2, we found that the leading 11 dimensions 
explained >99% of action variance but only 66% of imagery variance 
(Fig. 2a). Similarly, the leading 12 imagery dimensions explained >99% of 
imagery variance but only 70% of action variance (Fig. 2b). This discrep-
ancy in the set of dimensions containing meaningful variance for each 

Jiang et al.15 found that a portion of motor cortex activity could be par-
titioned into distinct subspaces containing unique responses during 
either overt hand control of an on-screen cursor or passive observation 
of cursor movements. This segmentation of activity into orthogonal 
subspaces appears to be a common motif in motor cortex, the most 
established example being that of movement preparation16,17. Prepara-
tion is certainly distinct from motor imagery; movement preparation 
involves ‘readying’ for an imminent overt action, while motor imagery 
is the covert rehearsal of a complete action. However, during both 
imagery and preparation, the motor system faces a similar objective: to 
engage in movement-related processing while avoiding the activation 
of descending control pathways. In the case of movement preparation, 
the cortical implementation appears to be well explained by the coor-
dination of a small number of population activity patterns16,17. Within 
this framework, activity in motor and/or premotor cortices activates 
orthogonal neural subspaces during preparation and execution. This 
orthogonality allows preparatory activity to evolve while avoiding 
the dimensions that would engage descending pathways and cause 
overt movement.

Given that imagery, by definition, does not involve overt move-
ment, it seems reasonable to assume that imagery activity in motor 
cortex, like preparatory activity, somehow avoids dimensions respon-
sible for downstream control. One possibility is that imagery exists 
only in a subset of the neural dimensions active during overt action. 
Another possibility is that imagery exists in dimensions completely 
orthogonal to those for action. However, both of these possibilities 
are unlikely given the results from Jiang et al.15, which show strong 
evidence for a large degree of overlap across volitional states, plus 
additional subspaces specific to overt (arm movement) and covert 
(cursor observation) volitional states. Related work by Vargas-Irwin 
et al.11 and Rastogi et al.10 also shows that despite broad similarities 
between attempted and imagined movements in the motor cortex of 
paralysed humans, different volitional states are still highly discrimi-
nable. However, the population analyses used in these studies did not 
identify the underlying geometry driving the separation in volitional 
state. The present study sets out to characterize the population-level 
organization across volitional states and to identify the dynamic fea-
tures that are shared as well as those that are unique to either overt 
motor action or covert motor imagery.

Here we use an isometric wrist extension task to examine the rela-
tionship between imagery and action in motor cortex. Two participants 
with tetraplegia due to spinal cord injury participated in the study. 
Despite having no hand or lower-extremity function, both retained 
residual proximal arm and wrist extension control. We recorded from 
intracortical microelectrode arrays implanted in the hand and arm 
areas of motor cortex as the participants performed either real or imag-
ined isometric wrist extensions to achieve low and high force targets. 
After reducing the recorded population activity to a low-dimensional 
manifold, we found that it contained three distinct subspaces: (1) a 
shared space, in which responses were nearly identical during action and 
imagery; (2) an action-unique subspace that was only modulated during 
actual force production; and (3) an imagery-unique subspace that was 
only modulated during imagery. Strikingly, we found that the neural 
dynamics in the imagery-unique subspace during imagery closely resem-
bled those observed in the action-unique subspace during execution. 
These unique subspace dynamics also contained elements that did not 
exist in the shared subspace. From this, we conclude that motor cortex 
maintains the same overall neural dynamics during imagery as during 
overt action. However, since the population activity must avoid output 
dimensions (and lacks modulation along feedback-related dimensions) 
during imagery, cortex reorients output-related or feedback-related 
responses—contained within the action-unique subspace—into an 
orthogonal, imagery-unique (output-null) subspace. We propose  
that the retention of overall neural dynamics structure during imagery 
provides the motor system with a useful proxy for overt practice.
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task suggests that the neural subspaces involved in the two tasks were 
not fully aligned. We summarized this partial alignment in Fig. 2d using 
the subspace alignment index metric16, which ranges from 0 (when 
subspaces are orthogonal) to 1 (when subspaces are fully aligned). 
The action and imagery tasks showed only moderate alignment, well 
below what we would expect to be able to resolve if they were actually 
aligned given the trial-by-trial variability (Fig. 2d; alignments calculated 
across 1,000 shuffled datasets were uniformly larger than for the true 
dataset; P < 0.001; two-sided t-test). These results suggest that some 
portion of the activity inhabited distinct orthogonal subspaces unique 
to both action and imagery.

On the basis of this observation, we developed a method to jointly 
identify the action-unique, imagery-unique and shared (common) 
subspaces (see ‘Subspace separation’ in Methods). The identified 
transformations from the latent space to the three subspaces were 
constrained to be fully orthogonal, such that the three subspaces 
fully spanned the original space (that is, the percentages in Fig. 2c 
sum to 100%). The final transformation thus provided a different view 

of the same underlying latent space such that activity clustered into  
discrete subspaces with unique task-related variance characteris-
tics (Fig. 2e). The action-unique subspace contained high variance 
responses only during the action task, the imagery-unique subspace 
contained high variance only during the imagery task and the shared 
subspace contained both action and imagery variance. The subspace 
splitting procedure can be considered an extension of the alignment 
index concept16—the proportion of variance explained by the shared 
subspace is essentially equivalent to the alignment index value. In line 
with Jiang et al.15, the subspaces did not correspond to distinct sub-
populations within the recordings (unimodal distribution of channel 
contributions to each subspace; P2, P = 0.99, P3, P = 0.99; Hartigan’s 
dip test; Supplementary Fig. 3). Rather, individual channels exhibited 
mixed selectivity, with the clear condition-specific subspace structure 
appearing only at the broader population level24.

In addition to total variance explained, we examined the dimen-
sionality of each subspace (Fig. 2f,g). To do this, we first performed 
a varimax rotation on the activity within each subspace and ranked 
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Fig. 1 | Motor cortex is active during both imagery and action. a, The 
participants placed their hands on a board beneath a load cell and produced 
either real or imagined wrist extension forces. For all trials, they received visual 
feedback of either their actual produced force (action trials) or an automated 
proxy (imagery trials). b, Locations of microelectrode arrays implanted in the 
motor cortices. CS, central sulcus. c, Average low-force (grey) and high-force 
(black) traces for all sessions (solid lines indicate P2; dashed lines indicate P3) 
during action trials (top) and imagery trials (bottom). d, Average population firing 
rate modulation in motor cortex (M1) during action trials (top) and imagery trials 

(bottom). Here modulation is calculated as the change in firing rate from the trial 
start. Each trace corresponds to a single session. Lighter traces represent low-
force trials, and darker traces represent high-force trials. e, Average activity for 
three example channels (ch) (P3) during high-force action (blue) and high-force 
imagery (red) trials. The shading represents 95% confidence bounds, calculated 
by bootstrapping with 1,000 resamples. f, Maximum modulation during low-force 
(light) and high-force (dark) action and imagery for all recorded channels and all 
sessions (left, P2; right, P3). The number next to each line is the slope. The shaded 
bounds represent 95% CIs, calculated by bootstrapping with 1,000 resamples.
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the resulting components by variance. Compared with PCA, varimax 
provided a more severe ‘elbow’ in the ranked variances, which in turn 
gave a more consistent estimate of dimensionality. We then counted 
the number of dimensions that accounted for more than 1% of the 
total task variance on all 1,000 bootstrapped resamples across trials 
(see ‘Feature extraction and subspace dimensionality estimation’ 
in Methods). We found that the estimated dimensionalities of the 
action and imagery subspaces were mostly larger than the dimen-
sionality of the shared subspace for both P2 (action-unique versus 
shared, P = 0.122; imagery-unique versus shared, P < 0.001; bootstrap 
with 1,000 resamples) and P3 (action-unique versus shared, P = 0.002; 
imagery-unique versus shared, P < 0.001; bootstrap with 1,000 resa-
mples). Additionally, the estimated dimensionalities of the full space 
during each task were significantly less than the sum of the shared and 
unique dimensionalities (P2 action, P < 0.001; P2 imagery, P = 0.001; 
P3 action, P < 0.001; P3 imagery, P = 0.013). This is because the unique 
subspaces are characterized by their cross-task variance properties. 
However, within a single task, there exists a more compact representa-
tion of the total population response.

Common dynamics within the shared subspace
The previous analysis of the neural latent space revealed a shared  
subspace containing activity for both tasks, and two separate  
subspaces that were differentially active depending on whether the 
participant exerted force or imagined exerting force. Next, we turn 
to an examination of how neural activity evolved in time within each 
of these subspaces.

Projecting trial-averaged activity from both tasks into the shared 
subspace revealed visually similar temporal profiles between action 
and imagery for each shared dimension (Fig. 3b). To assess the extent 
of this correlation irrespective of chosen dimension, we performed a 
Monte Carlo method (see ‘Monte Carlo sampling’ in Methods) in which 
we sampled 10,000 random unit vectors from the shared subspace  
(Fig. 3a, top). On each draw, we computed the correlation between  
the action and imagery activity along that dimension. Across all  
sampled dimensions, we found median correlations of 0.93 (P2; 95% CI,  
(0.75, 0.97)) and 0.88 (P3; 95% CI, (0.64, 0.94)), indicating that the 
shared subspace activity was universally well matched between  
the two task types.

Common dynamics across action-unique and imagery-unique 
subspaces
The comparison of temporal components between the action-unique 
and imagery-unique subspaces is less straightforward than for the 
shared subspace. By construction, the unique subspaces are orthogonal 
to each other and contain meaningful activity only during their respec-
tive tasks, making it futile to compare activity across tasks along a single 
dimension. Instead, we first found a rotation of the imagery subspace 
axes that aligned the multidimensional responses observed in the 
imagery-unique subspace during imagery to those in the action-unique 
subspace during action (see ‘Action–imagery subspace alignment’ in 
Methods). After this alignment procedure, we observed that the action 
and imagery spaces appeared to comprise a similar set of temporal 
components (Fig. 3c,d), despite existing in orthogonal subspaces of 
the population space.

We quantified the overall similarity between the multidimen-
sional action-unique and imagery-unique responses by calculating 
correlations between the action-unique activity on randomly chosen 
dimensions in the action-unique subspace and the imagery-unique 
activity along the corresponding (aligned) imagery-unique dimensions  
(Fig. 3a, bottom). Across 10,000 randomly sampled dimensions, we 
found median correlations of 0.93 (P2; 95% CI, (0.84, 0.97)) and 0.86 (P3; 
95% CI, (0.76, 0.94)). To provide context for these values, we also found, 
for each randomly selected action-unique dimension, the maximally 
correlated imagery-unique dimension that did not incorporate the 
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Fig. 2 | Population activity contains distinct action, imagery, and shared 
subspaces. a, An example from P2 showing the percentage of total action (blue) 
and imagery (red) variance explained by principal components (PCs) computed 
on action trials for an example session. b, Same as in a, but for PCs computed on 
imagery trials. c, The same space as in a,b after an orthogonal rotation to isolate 
distinct action and imagery variances into unique subspaces. d, The alignment 
index between action and imagery, as well as a label-shuffled control. The alignment 
index reflects the proportion of variance for one condition that is captured by 
the leading PCs computed from the opposite condition. The error bars represent 
95% CIs through bootstrapping with 1,000 resamples. For both participants, 
the action/imagery alignments were significantly lower than the shuffled label 
control (P < 0.001, two-sided t-test). e, Percentage of action and imagery variance 
captured by the action-unique, imagery-unique and shared subspaces following 
the procedure in c. f, Estimates of the dimensionality of the full latent space, 
shared subspace and action-unique subspace during action. g, Estimates of the 
dimensionality of the full latent space, shared subspace and imagery-unique 
subspace during imagery. The shaded vertical histograms in f,g represent the 
distributions of dimensionalities across 1,000 threshold values from 0.5% to 2%.
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aligned dimension (Fig. 3a, bottom, grey histograms). These secondary 
dimensions represent the next-best correlation, indicating the degree 
of triviality in the original alignment. Temporal components reflect-
ing non-specific task timing, for example, could be fairly ubiquitous,  

and correlates might exist on multiple dimensions. However, we found 
that removing the aligned imagery-unique dimension consistently and 
significantly reduced the maximum possible correlation that could 
be achieved from all other dimensions (P2, P < 0.001; P3, P < 0.001; 
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Fig. 4 | Unique subspaces contain novel dynamic features. a, Average action-
unique subspace components for P2 (left) and the corresponding best linear 
reconstruction of each component from the shared subspace responses (right). 
b, Average shared subspace components for P2 (left) and the corresponding 
best linear reconstruction of each component from the action-unique subspace 
responses (right). c, The x axis shows the percentage of unique subspace variance 
than can be explained via linear combinations of shared subspace components. 
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explained via linear combinations of unique subspace components. Each dot 
corresponds to an individual session. Grey bars represent 95% CIs obtained via 
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ranked correlations for both participants, and the bottom plots show the actual 
component traces for P2. For each subplot below, the coloured traces on the left 
show the target subspace component, and the grey traces on the right show the 
maximally correlated response from the opposite subspace. e, As in d for the 
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traces represent low- and high-force averages, respectively.
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paired t-test on 10,000 randomly chosen dimensions). As such, activ-
ity on aligned imagery dimensions correlated non-trivially with the 
corresponding action-unique dimension activity. This suggests that 
the same set of temporal components found in the action-unique 
subspace also exist during mental imagery, but within an orthogonal 
imagery-unique subspace.

Distinct unique subspace dynamics
Examining the components across subspaces in Fig. 3 revealed 
that, in addition to the high correlation between action-unique and 
imagery-unique subspaces, there appeared to be some similarity 
between responses in the unique subspaces and those in the shared 
subspace. A strong similarity between these subspaces could mean that 
the unique subspaces simply recapitulate responses from the shared 
subspace. We thus set out to determine the degree of this dynamic 
similarity between the unique and shared subspaces.

To assess the degree to which temporal components of activity 
in the unique subspaces simply recapitulated those from the shared 
subspace, we used linear regression to reconstruct unique subspace 
activity from the shared subspace (Fig. 4a). Similarly, we found a linear 
reconstruction of the shared subspace activity from the unique sub-
spaces (Fig. 4b). If the unique subspaces were merely reflections of  
the shared activity, we would expect the quality of these recon-
structions to be fairly equivalent. Instead, we found that the recon-
structions of the unique subspaces were uniformly worse than the 
reconstructions of shared subspace activity from the unique subspaces  
(Fig. 4c). This argues against the possibility of the unique spaces being 
simple ‘readouts’ of the shared subspace; rather, they contain novel 
dynamic components.

To examine the novel dynamics within the unique spaces a  
bit further, we performed a second analysis in which we identified  
specific components that exemplified this dynamic novelty (see  
‘Assessing dynamic novelty’ in Methods). The result of this analysis  
showed that for each unique subspace, there existed at least one  
dimension that had no correlate within the shared subspace (Fig. 4d,e). 
However, even the most novel response from the shared subspace  
could be fit relatively well from unique-subspace activity.

Unique subspace activity exhibits more complex dynamics
From the analysis in Fig. 4, it appeared that the unique subspace com-
ponents that were least correlated with the shared subspace tended 
to display a large force-dependent effect. We suspected that the 
discrepancy in dynamics between the shared and unique subspaces 
arose largely from differences in the force-related information (Fig. 3 
also suggests more pronounced and varied force-dependent effects 
in the unique subspaces than in the shared). To test this, we first iso-
lated the force-dependent response in each subspace by subtracting 
the mean response across both force levels. We then estimated the 
dimensionality of this resulting force-dependent response in each 
subspace (see ‘Force-specific responses’ in Methods) and found that  
the dimensionality of the force-dependent activity in the shared  
subspace was lower than in the unique spaces (Fig. 5a,b)—though the 
difference was statistically significant in only one of the four cases on 
the basis of bootstrapping with 1,000 resamples (P2 action-unique 
versus shared, P = 0.064; P2 imagery-unique versus shared, P = 0.17; 
P3 action-unique versus shared, P = 0.11; P3 imagery-unique ver-
sus shared, P < 0.001). The unique subspaces appeared to contain  
both transient and tonic force-dependent responses, whereas the 
shared space seemingly only exhibited a single tonic response through-
out the entirety of the trial duration (Fig. 5c,d).

Action-unique activity contains downstream motor 
commands
On the basis of the core property of the action-unique subspace—that 
it is active only during overt action—we hypothesized that it at least 

in part reflected communication of descending control signals. The 
second component displayed in Fig. 3c, for example, resembles the 
recorded forces across the action and imagery conditions. To more 
directly test the relationship between each subspace and the executed 
force, we attempted to decode moment-by-moment force from  
both the action-unique and shared subspaces (see ‘Force decod-
ing’ in Methods). The example traces in Fig. 6a show the recorded  
force (black) and predictions (on held-out data) from the action- 
unique (blue) and shared subspace (purple) decoders for eight con-
secutive action trials from P2 (session five). Across all trials from all 
sessions, the action-unique subspace decoder outperformed the  
shared subspace decoder (P < 0.001; bootstrap across trials with  
1,000 resamples), providing further evidence that the action-unique 
subspace is more closely linked to motor execution.

Discussion
In this study, we examined the relationship between population  
activity in motor cortex during isometric force production and cor-
responding covert motor imagery. We found that the low-dimensional 
manifold activity comprised three orthogonal subspaces: a shared 
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subspace, an action-unique subspace and an imagery-unique sub-
space. Activity in the shared subspace accounted for approximately 
half of the total variance and was nearly identical during both action 
and imagery. Activity in the action and imagery subspaces, though 
constructed from completely orthogonal correlation patterns, also 
contained well-matched sets of temporal responses. Furthermore, the  
action-unique and imagery-unique activity contained dynamically 
novel components over the shared space activity, and these novel  
components appear related to actual or imagined motor output  
(Supplementary Fig. 4).

Because the action-unique subspace we identified modulates  
only during action (and not during motor imagery), we hypothesized 
that it is directly involved in generating motor output and possibly 
receiving sensory feedback. During imagery, output dimensions must 
be avoided, and there is no incoming somatosensory feedback. In  
theory, motor cortex could satisfy the constraint of avoiding output 
dimensions by restricting imagery activity to a lower-dimensional 
subspace, such that there existed only a shared subspace and an 
action-unique subspace. However, we instead found that imagery 
engaged an additional, separate subspace, containing temporal 
components equivalent to those in the action-unique subspace. This 
suggests that covertly imagining an action does not simply suppress 
output activity but instead reorients into dimensions that do not gener-
ate muscle activity (Fig. 7). There are multiple potential explanations 
for why the act of motor imagery should involve creating ‘dummy’ 
output-related responses in motor cortex. One reason might be that 
during imagery, cortex is practising to generate output commands, 
even though those commands do not actually make it downstream. 
Even for this one-dimensional task, the action-unique subspace con-
tained approximately six dimensions (Fig. 2f), which suggests an 
output-related space that is more complex than the eventual muscle 
activity25. In addition to muscle-like responses (Fig. 3c, second compo-
nent), the action-unique subspace also contains transient responses 
(Fig. 3c, first component), which could reflect indirect control through 
subcortical areas. There is evidence that downstream motor structures 
are able to integrate brief, transient activity from cortex to gener-
ate sustained muscle output26,27. The ability to practise producing  
this multidimensional control signal within a motor-output-null  
space before generating the actual output commands might explain 
why mental rehearsal improves subsequent performance on overt 
motor tasks3,4,6,28–30.

A separate possible reason for the existence of output-like  
components during imagery is that they are necessary for maintaining 
the dynamic structure of the entire motor cortical ensemble. There  
is ample evidence that motor cortex activity operates as a dynamic 
system23,31,32. The multidimensional population response unfolds  
predictably from an initial neural state, often dictated by prepara-
tory activity in premotor cortex16, presumably reflecting intrinsic  
motor cortical or broader synaptic connectivity. From our results, 
it appears that activity in the action-unique subspace is dynamically 

distinct from activity in the shared subspace and thus is likely to  
be important for maintaining the dynamic structure of neural  
population activity (Fig. 4). Simply suppressing action-unique  
activity entirely during imagery would lead to the loss of this dynamic 
structure in motor cortex. However, recapitulating those components 
in an orthogonal subspace suppresses output while preserving its  
dynamic properties, which might be important for stabilizing the 
behaviour of the broader sensorimotor network across different  
volitional states.

The orthogonality between the action and imagery subspaces 
presumably functions similarly to the orthogonality observed 
between movement preparation and movement execution16,17. For both  
preparation and imagery, restricting the population activity to  
uniquely non-output dimensions prevents unwanted movement. How-
ever, the two processes are distinct in their dynamic relationship to 
the action. If enough time is allowed, preparatory activity in premotor 
areas appears to settle into a static neural state33. From the dynamic 
systems perspective, this represents a set point, which dictates how 
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the subsequent multidimensional response will unfold during move-
ment execution34. The process of motor imagery, in contrast, is not  
an imminent preparation for movement but rather a rehearsal of 
the entire action. We did not observe strong preparatory responses 
in this experiment (perhaps due to array placement; Fig. 1b), so we 
do not know how preparation for imagery might relate to prepara-
tion for action. Uncovering the full population-level organization of 
preparation-, imagery- and action-related activity could help elucidate 
how cortex uses both overt and covert processes to improve motor skill.

The concept of covert motor imagery also invokes the related 
function of action observation. When people or animals observe  
others performing a motor action, it engages motor-related brain 
areas in a way similar to self-initiated movement15,35–42. This correla-
tion between observation and action exists even in the activity of 
individual cortical neurons12,35,42–44, which supports the notion of a 
‘mirror neuron’ network through which the motor system can presum-
ably learn new skills by observing others45. It is tempting to assume 
that observation and imagery/rehearsal are equivalent processes, 
and that observing an action triggers a person (or animal) to imagine 
performing the action themselves. Since the vast majority of intra-
cortical observation-based experiments are performed with mon-
keys, it is often impossible to resolve the degree to which the animal is 
actively involved in motor imagery. However, recent work in humans 
with tetraplegia found that observation and imagery are actually not 
equivalent10,11 and that it is possible to distinguish those two volitional 
states from population-level activity in motor cortex. Our observation 
of orthogonal subspaces containing action-unique and imagery-unique 
activity mirrors results from Jiang et al.15, who observed separate sub-
spaces containing action-unique and observation-unique activity. This 
suggests that although observation and imagery can be considered 
distinct volitional states10,11, they might employ similar population-level 
mechanisms (that is, orthogonal subspaces for output and non-output 
conditions). Because the task used in our study was isometric, we could 
not include a meaningful observation-only condition. In the future, 
including kinematic limb movements could help identify the degree 
of overlap (common versus unique subspaces) across a larger range 
of volitional conditions, including observation, imagery, action and 
perhaps even replay during sleep46.

While the task-dependent nature of the action and imagery sub-
spaces provides clear insight into their functional roles (for example, 
the action-unique subspace includes output-related activity), inter-
pretation of the shared subspace is more difficult. Activity in this sub-
space was nearly identical for both tasks, suggesting that it represents  
some sort of higher-level, abstracted task objective. The separation 
of force levels within the shared subspace argues against the inter-
pretation that it is highly non-specific and reflects broad subject state  
processes such as arousal or engagement47,48. The shared responses 
also do not seem driven by visual feedback, as they consistently lead  
the executed force (and subsequent visual feedback; Supplementary 
Figs. 5 and 6). Instead, the shared subspace appears to contain infor-
mation related to the specific task goal (that is, the force level). We  
speculate that activity in the shared subspace corresponds to goal- 
oriented or ‘task-intention’ signals from higher-order brain areas.

The shared subspace in particular may also be responsible  
for allowing the transfer of learning from covert practice (imagery) 
to actual motor performance. Work in monkeys found that activity  
in preparatory subspaces shared across volitional states can  
indeed help facilitate covert-to-overt learning of visuomotor rota-
tions49. Similarly, a recent study in humans showed that move-
ment preparation alone (without overt execution) can drive motor  
adaptation50. From an ethological perspective, the ability to imagine 
movements is useful only if it can meaningfully inform or assist overt 
motor control. Our results suggest that such transfer may be made  
possible in motor cortex by maintaining the full repertoire of  
population responses during imagery as is present during action.  

The responses related to motor output are reoriented into an orthogo-
nal subspace, which allows the system to suppress actual motor output 
without changing the overarching dynamics. Further investigation 
of these faux-output responses—and their interactions with shared 
components—may give insight into how covert imagery can be used to 
drive skill learning or enhance rehabilitation following injury or disease.

Methods
Participants
Two participants (P2 and P3) took part in this study. The participants 
provided informed consent prior to performing any study-related 
procedures and were each compensated for the time committed to 
the ongoing clinical trial. The study was conducted under an Investi-
gational Device Exemption from the Food and Drug Administration 
and approved by the Institutional Review Board at the University of 
Pittsburgh (Pittsburgh, Pennsylvania), registered at ClinicalTrials.
gov (NCT01894802). The clinical trial is an early feasibility study with 
a primary outcome of evaluating the safety of an intracortical brain–
computer interface for long-term neural recording and stimulation. 
The work presented here is a scientific effort to understand how neural 
activity during motor imagery, the basis of brain–computer interface 
devices, relates to that of overt movement. P2 is a 35-year-old man with 
tetraplegia caused by C5 motor/C6 sensory ASIA B spinal cord injury. 
P3 is a 30-year-old man with tetraplegia caused by incomplete C6/C7 
ASIA B spinal cord injury. Both participants retain some residual upper  
arm and wrist control, but no hand function. The manual muscle test 
scores for wrist extension51 were 4- for both participants (full range 
of motion against gravity/mild resistance). Using ASIA exam sensory 
testing of the right side52, P2 had normal sensation from C2 to C4, 
altered sensation for C5, no sensation for C6 and altered sensation for 
C7 to T1. P3 had normal sensation from C2 to C6 and altered sensation 
from C7 to T2.

Both participants had two microelectrode arrays (Blackrock 
Microsystems, Inc., Salt Lake City, UT) implanted in the hand and arm 
areas of motor cortex (two 88-channel arrays for P2 and two 96-channel 
arrays for P3). They also had two 64-channel arrays implanted in soma-
tosensory cortex53, which were not used for this study. Data collection 
for P2 occurred approximately four years post-implant, and collection 
for P3 approximately one year post-implant.

Experimental setup
For each experimental session, the participants placed their pronated 
right hands on a board on their lap. We then secured a load cell in a frame 
attached to the board, positioning it such that it made gentle contact 
with the top of the hand. At the start of each session, we asked the 
participants to perform one maximal voluntary contraction. We then 
set initial low and high force targets based on the peak force observed 
during maximal voluntary contraction (10% and 60%) and asked the 
participants to practise by attempting each force level a few times. If 
the participant reported concern that the high force target was too high 
and he would be unable to perform the task without pain or fatigue, we 
lowered it until it reached a comfortable level. This resulted in average 
low forces of 5%, 8%, 4%, 4%, 4% and 4% (P2) and 11%, 11% and 7% (P3), 
and high forces of 50%, 66%, 50%, 47%, 48% and 48% (P2) and 51%, 52% 
and 38% (P3) maximal voluntary contraction. Once the force targets 
were set, we began the experiment, alternating blocks (12 trials each 
for P2 and 10 trials each for P3) of action and imagery. P2 performed 
three blocks of action and three blocks of imagery for all sessions. 
P3 performed four blocks of each for sessions one and two, and five 
blocks for session three. During both action and imagery blocks, the 
participants’ hands remained positioned within the force-sensing appa-
ratus (Fig. 1a). On each block, we randomly interleaved low and high 
forces. An audible cue (‘gentle’ or ‘firm’) cued the upcoming target, and  
then at the ‘go’ time, a red bar appeared at the target force level. The 
participants then attempted to achieve and maintain the target force, 
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using the line trace of exerted force as feedback. Each session always 
began with action to provide a reference for the subsequent imagery. 
We excluded trials that contained force traces that deviated substan-
tially from the cued profile. On average, we excluded 6 ± 2 action trials 
and 8 ± 4 imagery trials (due to non-zero force output) per session.

Data acquisition
We collected neural data via digital NeuroPlex E headstages connected 
via fibre-optic cable to two synced Neural Signal Processors (Blackrock 
Microsystems). The neural signals were filtered using a fourth-order 
250 Hz high-pass filter, logged as threshold crossings (−4.5 root mean 
square (RMS)) and subsequently binned at 50 Hz. These binned counts 
were then convolved offline with a Gaussian kernel (σ = 200 ms) to 
provide a smoothed estimate of firing rate.

Dimensionality reduction
We sought to reduce the dimensionality of the neural population 
recordings by projecting the activity into a low-dimensional space. 
PCA is a common approach for reducing dimensionality, but simply 
applying PCA to the combined action + imagery dataset could bias later 
results; the leading dimensions would preferentially capture 
action-related variance, since the action task contained higher overall 
variance. To ensure that the low-dimensional space encompassed both 
action and imagery responses equally, we first performed PCA sepa-
rately on the condition-averaged firing rates for each dataset, which 
resulted in two orthonormal weight matrices, Waction ∈ ℝN×Daction  and 
Wimagery ∈ ℝN×Dimagery . Here N is the number of channels (N = 176 for P2  
and N = 192 for P3), and Daction and Dimagery are the dimensions needed  
to capture at least 99% of the corresponding task-related variance.  
For all sessions of P2, Daction = [17, 16, 16, 15, 15] and Dimagery = [20, 19,  
16, 21, 22, 20]. For P3, Daction = [19, 18, 17] and Dimagery = [31, 22, 31].  
We then concatenated these two matrices into a new matrix 
Waction+imagery ∈ ℝN×(Daction+Dimagery)  and performed singular value 
decomposition:

Waction+imagery = UΣVT

This procedure provided U ∈ ℝN×(Daction+Dimagery) , an orthonormal  
basis spanning both Waction and Wimagery. The resulting space overesti-
mated the actual dimensionality of the combined action and imagery 
tasks, since there ended up being a great deal of overlap between the 
two (Fig. 2). This approach represented the most conservative choice, 
allowing for mild dimensionality reduction (which aided in cross- 
session alignment and computational savings in future analyses) while 
ensuring that the space contained all (>99%) meaningful variance for 
both tasks. We projected all data from both tasks into this space by 
simply multiplying the firing rate estimates by U.

Alignment index shuffled control
To provide a comparison for the alignment index values computed 
between action and imagery, we performed a shuffled control  
analysis. For all trials of a given force condition (low or high), we  
randomly reassigned the action/imagery labels and recomputed the 
alignment index between the new scrambled ‘action’ and ‘imagery’ 
conditions. We repeated this 10,000 times for each dataset. Without 
exception, the shuffled control alignments were always higher than 
the action/imagery alignments (100%), suggesting that the amount 
of overlap between action and imagery was lower than what could be 
trivially explained by trial-by-trial variability.

Cross-session alignment
For each dataset, we performed PCA to reduce the dimensionality 
from channel space (176 channels for P2 and 192 channels for P3) to 
a lower-dimensional latent space (see ‘Dimensionality reduction’). 
However, there is evidence that such low-dimensional (manifold) 

representations of the population activity remain consistent for a 
single behaviour20. To combine datasets from different sessions, it is 
necessary to first align the low-dimensional spaces54. We chose to align 
the low-dimensional latent activity across sessions for each partici-
pant using generalized Procrustes analysis55. Generalized Procrustes 
analysis iterates to find a multidimensional response common to  
all datasets and returns the axis transformation (an orthonormal  
rotation with uniform scaling) necessary to align each dataset with  
that common response. We found that this approach successfully 
aligned the responses, achieving a high degree of correlation across 
sessions (Supplementary Fig. 7). We used the cross-session average 
response to perform the subspace separation as described below.

Subspace separation
We aimed to identify, if possible, subspaces within the population 
activity that contained wholly task-specific variance (variance only 
during action or only during imagery). To achieve this, we implemented 
an optimization method that extends the concept of the alignment 
index16 to identify orthogonal subspaces containing the ‘unaligned’ 
responses (that is, variance during one task that appears in the trailing 
PCs of the opposite task).

The intuition behind the approach is as follows. Given a dataset 
containing two tasks (for example, A and B), we can perform PCA  
on the neural data from just one of the tasks, ZA ∈ ℝM×N  (M time  
points and N latent dimensions) and identify the leading DpotentA  
dimensions that capture the vast majority of task A variance (we  
chose 99% as the cut-off, but other reasonable choices provide nearly 
equivalent results; Supplementary Fig. 8). This also results in DnullA =  
N − DpotentA dimensions, which combined contain insignificant (for 
example, <1%) variance for task A and can be considered task-A-null. 
However, we also can project activity from task B into this task A null 
space. If the null dimensions of task A contain a meaningful proportion 
of task B variance, we consider the activity within that subspace to  
be task-B-unique. We can perform an equivalent procedure starting 
with PCA on task B activity to identify task-A-unique activity.

The main challenge with this approach is that the null spaces from 
each task—that is, Anull (containing B-unique activity) and Bnull (contain-
ing A-unique activity)—are computed by performing PCA separately 
on data from different task conditions, and so will not be mathemati-
cally orthogonal (due to noise introduced by low-variance compo-
nents). However, we know that they are in fact functionally orthogonal.  
This is because A-unique activity resides in the potent space of task 
A (since it contains meaningful variance during task A) but the null  
space of task B. Likewise, B-unique activity resides in the null space of 
task A but the potent space of task B. Therefore, since A-unique exists 
in the potent space of A and B-unique exists in the null-space of A, they 
must be orthogonal. We were able to obtain orthogonal subspaces 
containing the unique responses through a simple optimization, as 
described below for our specific action/imagery case.

We begin with latent activity L ∈ ℝM×Dlatent, containing M time points 
and Dlatent dimensions (see ‘Dimensionality reduction’). For conveni-
ence, we also split this activity into task-specific data matrices 
Laction ∈ ℝMaction×Dlatent  (Maction time points from the action task) and 
Limagery ∈ ℝMimagery×Dlatent (Mimagery time points from the action task).

W e  i d e n t i f i e d  t h e  i m a g e r y - n u l l  s u b s p a c e  
Uimagery-null ∈ ℝDlatent×Dimagery-null  by performing PCA on Limagery and keeping 
only the Dimagery-null trailing dimensions containing a total of <1% of  
Limagery variance. We then performed PCA on LactionUimagery-null to  
obtain the subspace Vaction,imagery-null ∈ ℝDimagery-null×Daction-unique  by keeping  
the leading Daction-unique dimensions (discarding trailing dimensions  
that accounted for a total of <1% Laction variance). We then multiplied 
Uimagery-null and Vaction,imagery-null to obtain a single orthonormal subspace 
Zaction-unique ∈ ℝDlatent×Daction-unique , which contained meaningful variance 
during action and no meaningful variance during imagery. Projecting 
activity from both tasks, L, into this subspace gave data matrix 
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Yaction-unique ∈ ℝM×Daction-unique , a representation of the action-unique 
responses. We then used the same method to obtain imagery-unique 
responses, Yimagery-unique ∈ ℝM×Dimagery-unique.

We used gradient descent via the Manopt toolbox56 to identify  
two orthonormal unique subspaces Qaction-unique ∈ ℝDlatent×Daction-unique  and 
Qimagery-unique ∈ ℝDlatent×Dimagery-unique , which minimized the sum of squared 
residuals between [Yaction-unique, Yimagery-unique] and [L • Qaction-unique,  
L • Qimagery-unique], subject to Qaction-unique ⟂ Qimagery-unique (the brackets  
indicate concatenation across dimensions). This optimization  
reconstructed the action-unique and imagery-unique responses but 
ensured that they were contained within orthogonal subspaces.

The optimization above resulted only in subspaces contain-
ing task-unique responses. We defined the remaining subspace not 
spanned by the combination of these two unique subspaces to be the 
shared space—that is

Qshared ∈ ℝDlatent×(Dlatent−Daction-unique−Dimagery-unique)

Qshared ⟂ [Qaction-unique,Qimagery-unique]

This shared subspace necessarily contains only dimensions for 
which meaningful variance exists during both tasks or no meaningful 
variance exists for either task. Together, all of the subspaces Q can  
be concatenated to form a single transformation Q∈ℝDlatent×××Dlatent   
that represents an orthonormal transformation of the original  
space. This approach to subspace identification contrasts with existing 
methods—for example, demixed PCA57—that identify subspaces  
containing cross-condition variance (Supplementary Fig. 9).

Feature extraction and subspace dimensionality estimation
With the latent responses split into shared and unique subspaces, 
we then found a compact representation of the underlying temporal 
components within each subspace using a varimax rotation. That is, 
we performed a varimax rotation on the baseline-centred multidimen-
sional common response (cross-session average) for each subspace. We 
defined ‘baseline’ as the average response during a 200 ms window at 
the start of the trial. We then ranked the varimax-rotated version of the 
multidimensional response by variance. As an orthogonal transforma-
tion, this varimax procedure—like PCA—does not change the underly-
ing nature of the multidimensional responses but rather highlights 
the separable temporal features within each subspace. For example, 
the first, second and fifth dimensions in the action subspace (Fig. 3c) 
are readily interpretable as onset, sustained and offset responses, 
respectively.

For dimensionality estimation, as in Fig. 2f,g, we calculated 
the number of dimensions within each subspace that explained 
more than 1% of the variance during the appropriate task (action or 
imagery) for all of 1,000 bootstrapped resamples of the trials. That 
is, for each bootstrapping run, we recalculated the condition means 
using the bootstrapped selection of trials (all sessions), aligned the 
within-participant averages and identified unique and shared sub-
spaces. We performed a varimax rotation on each subspace response 
(we found that the ranked variances following the varimax rotation 
displayed a greater discontinuity in slope (that is, ‘elbow’) than did 
those resulting from PCA) and ranked the dimensions in decreas-
ing order of variance. The reported dimensionality represents the 
number of dimensions for which the condition (action or imagery) 
variance exceeded 1% for all bootstrapped runs. True dimensional-
ity is difficult to estimate and may differ markedly from the values 
reported here. However, here we were mostly interested in a qual-
itative comparison of dimensionalities across subspaces, rather 
than actual values. Different cut-offs and dimensionality estimation 
approaches provided similar main results—namely, that the unique 
subspaces consistently displayed higher dimensionality than did the 
shared subspace.

Action–imagery subspace alignment
Just as the low-dimensional subspace responses had to be aligned  
to make cross-session comparisons, so too did the action and  
imagery subspaces. We wanted to compare the similarity of the multi
dimensional temporal responses between the action and imagery 
subspaces. However, we could not simply compare, for example, the 
first dimension of the action subspace with the first dimension of the 
imagery subspace, since the two subspaces existed in orthogonal 
subspaces (see ‘Subspace separation’).

To compare the imagery and action subspace responses, we 
found an orthonormal transformation, Zim-act, of the imagery sub-
space that maximized the sum of the squared covariance between 
action responses in the action subspace and imagery responses in the 
imagery subspace:

max
Zim-act

Tr ((XTactionXimageryZim-act)
2
)

We performed this optimization using the Manopt toolbox  
in MATLAB 2023b56. Unlike the more commonly used canonical  
correlation analysis for aligning temporal components20,58, this  
rotation is orthonormal and represents a middle ground between 
maximizing correlation and returning leading components that explain 
a large amount of within-subspace variance.

Monte Carlo sampling
For the temporal response comparisons in Fig. 3a, we wanted to  
quantify the similarity of the multidimensional responses in a way 
that did not depend on the chosen coordinate frame. For example,  
we provide in Fig. 3b–d the specific correlation values for the  
displayed dimensions, but an orthogonal rotation of the space—which 
preserves the actual multidimensional relationship—would result in a 
different set of correlations.

To provide a coordinate-frame-agnostic quantification of two mul-
tidimensional responses, we performed a Monte Carlo sampling-based 
procedure in which we calculated the correlation between responses 
on randomly selected dimensions.

For multidimensional data X1 and X2 (dimensionality d):

	(1)	 Generate a random d-dimensional unit vector urand.
	(2)	 Project X1 and X2 onto urand and calculate the correlation  

between the resulting projections ci = corr(X1urand, X2urand).
	(3)	 Repeat for 10,000 random vectors.

The resulting distribution of correlations c provides an overall 
picture of the multidimensional correspondence between X1 and X2.

Action–imagery correlation control distributions
The Monte Carlo sampling-based method provided a quantification of 
the overall correlation between responses in the action and imagery 
subspaces following the imagery–action alignment (see ‘Action–
imagery subspace alignment’). However, we also wanted to include 
an additional reference distribution that would help provide context 
for the resulting distribution of correlations (Fig. 3a, bottom). Ideally, 
we aimed to clarify whether the relatively high correlations observed 
between the action and imagery subspaces were unique to the spe-
cific alignment (indicating a true alignment of similar components), 
or whether they simply reflected broad, non-specific modulation 
throughout the multidimensional space as a result of, for example, 
task timing.

The core question that we addressed with our control procedure  
was: for any given dimension, what is the maximum possible correla-
tion between action and imagery if we remove the aligned imagery 
dimension? To implement this, we performed an additional optimi-
zation on each draw of the Monte Carlo routine (see ‘Monte Carlo 
sampling’).
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	(1)	 Project imagery subspace activity Ximagery into the 
(d − 1)-dimensional space orthogonal to urand (that is, in the null 
space of urand) to obtain Xim-V-null:

maximize
mim-V-null

corr(Xim-V-nullmim-V-null,Xactionurand)
2

	(2)	 Find the unit vector mim-V-null that maximizes the correlation 
between Xim-V-null and Xactionurand.

	(3)	 Save the resulting (positive) correlation:

cnull,i = |corr (Xim-V-nullmim-V-null,Xactionurand)|

The distribution of cnull is therefore a strong control, since (unlike 
c) each element results from an independent optimization routine.  
However, even with that additional freedom, the values of cnull were  
consistently lower than those in c. This indicates that the tempo-
ral structure of action activity along any given action dimension 
is uniquely mirrored by imagery activity along the corresponding 
matched imagery dimension.

Assessing dynamic novelty
To determine the dynamic overlap between unique and shared sub-
spaces (Fig. 4), we compared the extent to which the responses within 
one subspace could be fit via linear combinations of the responses in 
the other subspace. For example, in Fig. 4a, we performed a simple 
linear regression to find a best fit to the action-unique components 
from shared subspace responses during action. The condition-specific 
variance explained by those fits (action variance for action-shared fits, 
imagery variance for imagery-shared fits) is reported for each session 
in Fig. 4c. We obtained 95% CIs by bootstrapping over trials with 1,000 
resamples.

To provide a more in-depth analysis of the novel dynamics that 
seemed to exist within the action- and imagery-unique subspaces,  
we ranked the components within each unique subspace with  
increasing maximal correlation with the shared subspace. To do this, 
we first performed the following optimization:

max
u

∑(Xshared(Xshared
TXshared)

−1
Xshared

TXact • u − Xact • u)
2

∑(Xact • u)
2

Intuitively, this finds the dimension u within the action-unique 
subspace activity Xact (mean-centred) that results in the poorest  
linear fit from Xshared to Xact • u. The normal equation in the numera-
tor identifies the optimal fit from Xshared to each projected compo-
nent Xact • u, and the maximization finds u for which that fit is least 
successful (accounts for the lowest variance). We then projected the 
action-unique activity Xact into the null space of u and repeated. By 
doing this, we were able to assemble a full orthonormal transformation 
of the action-unique activity in which each successive transformed 
dimension reflected the next most novel dynamic response (the 
poorest fit from Xshared). We performed this entire procedure for both 
unique subspaces as above, as well as for the shared subspace during 
action and imagery, optimizing with respect to the action-unique and 
imagery-unique subspaces, respectively.

Force-specific responses
To identify the force-specific responses within each subspace, we 
first subtracted the mean response across force conditions and then 
performed varimax on the resulting trajectories. We estimated the 
dimensionality in a similar way as for the full responses (see ‘Feature 
extraction and subspace dimensionality estimation’). However, instead 
of using a cut-off based on the percentage of force-specific variance 
explained, we instead used the same actual variance cut-off as identi-
fied from the full condition response. That is, for the action condition, 

we calculated the number of force-specific action-unique and shared 
dimensions that explained at least 1% of the total action variance.

Force decoding
To probe the relationship between the action-unique/shared subspaces 
and executed force, we employed a simple Wiener cascade decoding 
model59. The Wiener cascade involves a simple linear model with a 
static nonlinearity and has been used previously to decode force and 
EMG responses60. The predictions were fully cross-validated using 
a leave-one-out approach for each session; that is, on each trial, the 
model used to predict force was trained on all other trials from that 
session. We then concatenated all of the cross-validated predictions 
to report total R2.

Reporting summary
Further information on research design is available in the Nature Port-
folio Reporting Summary linked to this article.

Data availability
Given the potential sensitivity concerns, deidentified data from this 
study are posted on DABI, a repository for data related to the National 
Institutes of Health Brain Research Through Advancing Neurotechnolo-
gies Initiative. The data for this specific sub-project can be found at 
https://doi.org/10.18120/70gm-a975 and are available upon request. 
A portion of the data included in this paper (action conditions only) 
was used in a previous publication61.

Code availability
The code central to the results presented in this manuscript is publicly 
available at https://github.com/pitt-rnel/action_imagery.
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Sample size Sample size of 2 subjects. Sample sizes for Brain-Computer Interface (BCI) studies in humans are limited due to the necessity of surgery and 
limited size of the eligible population. Most related papers only include 1 or 2 subjects.

Data exclusions We excluded trials that contained force traces that significantly deviated from the cued profile. On average, we excluded 6 ± 2 action trials 
and 8 ± 4 imagery trials (due to non-zero force output) per session. This is described in the manuscript.

Replication The results were replicated in two participants across multiple sessions.

Randomization No randomization was possible for the intervention given the required surgery to implant electrodes. 

Blinding There was only a single group so the investigators were not blinded.
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Clinical data
Policy information about clinical studies
All manuscripts should comply with the ICMJE guidelines for publication of clinical research and a completed CONSORT checklist must be included with all submissions.

Clinical trial registration NCT01894802

Study protocol Trial protocol is unavailable as it is part of an ongoing study (IDE G130082).

Data collection Data were collected in the Rehab Neural Engineering Labs at the University of Pittsburgh.  Data were collected approximately 7 years 
after implant for P2, and approximately 2 years after implant for P3.

Outcomes These results are are tangential to the primary and secondary outcomes of there overall clinical trial. Interim publication has been 
approved by the DSMB. The primary outcome of the ongoing trial is that the implant is safe for at least one year; all enrolled 
participants have exceeded this goal. The secondary outcome was functional use of the device; assessment of this outcome is still 
active. 

Novel plant genotypes Describe the methods by which all novel plant genotypes were produced. This includes those generated by transgenic approaches, 
gene editing, chemical/radiation-based mutagenesis and hybridization. For transgenic lines, describe the transformation method, the 
number of independent lines analyzed and the generation upon which experiments were performed. For gene-edited lines, describe 
the editor used, the endogenous sequence targeted for editing, the targeting guide RNA sequence (if applicable) and how the editor 
was applied.

Seed stocks Report on the source of all seed stocks or other plant material used. If applicable, state the seed stock centre and catalogue number. If 
plant specimens were collected from the field, describe the collection location, date and sampling procedures.

Authentication Describe any authentication procedures for each seed stock used or novel genotype generated. Describe any experiments used to 
assess the effect of a mutation and, where applicable, how potential secondary effects (e.g. second site T-DNA insertions, mosiacism, 
off-target gene editing) were examined.

Plants
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