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Abstract

Integrating multiple servicesinto a single network is becoming increasingly
commonin today’s telecommunicationsndustry. Driven by the emergenceof new
applications,many of theseserviceswill be offered with guaranteedjuality of service.
While there are extensivestudiesof the engineeringproblemsof designingintegrated-
services networkwith guaranteedjuality of service,relatedeconomicproblems,suchas
how to price services offered by this type of network, are not well understood.

In this chapter we analyzethe problemof pricing and capacityinvestmentfor an
integrated-servicemetwork with guaranteedquality of service. Basedon an optimal
control model formulation, we develop a 3-stageprocedureto determinethe optimal
amount of capacity and the optimal price schedule. We show that pricing a neémock
is similar to pricing a tangible product, exceptthat the marginal cost of producing the
productis replacedby the opportunitycostof providing the service,which includesboth
the opportunity cost of reserving and thgportunitycostof using network capacity. Our
findings lays out a framework for makimgvestmentand pricing decisions aswell asfor
the analysis of related economic tradeoffs.

The analysisin this chapterassumesan integrated-servicenetwork with fixed-
length data units such as AsynchronousTransfer Mode (ATM) network. The same
approachcanbe usedto analyzevariable packetlength IP networks offering guaranteed
quality of servicethroughthe use of protocolssuchas ResourceseSerVationProtocol
(RSVP).

Keywords. integrated-services, opportunity cost, optimal price, ATM



81. Introduction

The economics of providing multiple types of services through a single network is a
guestion of growing significance teetwork operatorsand users. As a resultof the rapid
developmentof packet-switchingtechnology,it is becomingincreasingly efficient to
provide different telecommunicationservicesthrough one integrated-servicemetwork
instead of multiple single-service networks, such as telephone networks for voice
communications, cable networks for broadcasting vidaedthe Internetfor datatransfer.

In a packet-switchedntegratedservicesnetwork, any pieceof information, regardlessof
whether it is voice, image, or text, is organized as a stoggracketsand transmittedover
the network. By controlling the packettransmissiorrate and packetdelay distribution of
each packet stream, the network can use a single packet transmission tedonaiogyle

a variety of transmission services, such as telephony, video, and file transfer.

While integratingmultiple servicesinto a single network generateseconomiesof
scope, heterogeneous services complicate praegsions. For example,userswatching
High-Definition Television (HDTV) through the network require up to tensieabitsper
second (Mbps) transmission capacity whikerswho makephonecalls only send/receive
tensof kilobits per second(kpbs);telnetusersrequiremeancell transmissiordelayto be
kept below a few tensof millisecondsbut e-mail senderswill toleratelonger delay; web
browsing generates a very bursty cell stream while constant-bit-rate file trassfiésin a
very smooth cell stream; to carry a voice conversation with acceptable qualitycartdier
encoding schemes, packet loss raéethe percentage of packibiat are allowedto missa
maximum delay bound (usually 30-5@s for voice conversation)shouldnot exceed5%,

while to carry video service, packet loss rate should be kept much lower (Peha,1991).

AsynchronousTransferMode (ATM) technologyemergesas an appropriatebasis
for integrated-servicesetworks. ATM networkshave the capability to meet the strict

performance requirements$ applicationdike voice andvideo, andthe flexibility to make



efficient use of network capacity for applications like e-mail and web browsing. The use of
fixed-length packets (cells) also facilitate the implementatiohigh-speedswitches. As a
result, telephoneand cable TV networkswill adopt cell switching technology,as they
expand the range @krvicesthatthey offer. The Internethasalreadybegunto offer new
servicedike telephony but without the guaranteeof adequateerformancehat telephone
customershavecometo expect. Eventually,the Internetwill also employ protocolsthat
differentiatepacketsbasedon the type of traffic that they carry, and guaranteeadequate
quality of serviceappropriatefor eachservice. This could be done by adopting ATM
technology, or by adding the capabilityguarantegoerformancahroughuseof protocols
like the Resource reSerVation Protocol [RSVP] (Zhang et al, 1988% paperwill focus
on ATM-basedintegrated-servicesetworks, as the technologyis available today, but
trivial extensions woulénablethe sameapproachto be appliedto any integrated-services

networks which offers quality of service guarantees.

Since there are great differences among the services offered bynafilrks,one
might ask whether the prices of these serstveuldalsodiffer, andif so, how? Thereis
some literature on howo price a networkthat offers heterogeneouservices.Cocchiet d
(Cocchiet al, 1993) study the pricing of a single netwavhkich providesmultiple services
at different performance levels. They give a vienpressiveexamplewhich showsthatin
comparisorwith flat-rate pricing for all services,a price schedulebasedon performance
objectives can enable every customer to derive a higher surplus freertmee,and at the
same time, generategreater profits for the service provider. Dewan, Whang and
Mendelsoret al (Dewan and Mendelsod990; Whangand Mendelson,1990)levelopeda
single queuingmodel in which the network is formulatedas a server(or servers)with
limited capacity, and consumers demandstmee servicefrom the serverbut vary in both
willingnessto pay for the serviceand tolerancefor delay. Basedon that model, they
discussed the optimal pricing policy and capakitsestmentstrategy. MacKie-Masonand

Varian (Mackie-Masorand Varian, 1994) suggesta spot-pricemodelfor Internetpricing.



In their model, every Internet packet is markéth the consumer'swillingnessto pay for
sending it. The network always transmits packets with higher willingness to pay and drops
packetswith lower willingnessto pay. The network chargesa spotprice that equalsthe
lowestwillingnessto pay amongall packetssentduring eachshort period. The major
benefit of this approachis it providesconsumerswith an incentive to reveal their true
willingness to pay, and basedon that information, the network can resolve capacity
contention in transmitting packets imay that maximizessocialwelfare. In the work by
Guptaet a (Gupta, Stahl, and Whinston, 1996), priority-basedpricing and congestion-
basedpricing are integrated. In their pricing model, servicesare divided into different
priority classes. Packetdrom a high-priority classalwayshave precedencever packets
from a low-priority class. The price for eachpacketdependsnot only on the packet’s

priority level, but also on the current network load.

In the optimal pricing modelsmentionedabove,the fact that different applications
may have different performanceobjectiveswas usually not considered. For example,
Dewan, Whang and Mendelson’swork (Dewan and Mendelson; 1990l; Whang and
Mendelson,1990) assumeghat the consumer’swillingnessto pay dependsonly on
expectedneandelay,and Mackie-Mason(Mackie-Mason,1996assumeghat consumers
do not care aboutdelay—only whetheror not their packetsare eventually transmitted.
Thereis no way, for exampleto accommodatea servicethat would imposea maximum
delaylimit. Theseformulationsalsodo not considerthe caseof heterogeneoudatarate
and burstiness. Consequently pricing policies developedin these studiescan not be
appliedin ATM integrated-servicesetworksin which servicesdiffer from eachotherin
termsof performanceobjectivesand traffic pattern(datarate and burstiness). Some of
these factors are discussed in the paper by Cecah{Cocchiet al, 1993), however,they
do not discussproceduregor designingan optimal pricing scheme. Guptaet al (Gupta,

Stahl, and Whinston, 1996) considerdifferent serviceswhich are divided into different



priority classeshowever,noneof theseservicescanbe guaranteedx given performance

objective under their pricing scheme.

In this paper, we examine the optinmaicing problemfor ATM integrated-services
networks. In our approachthe optimal price for eachserviceis determinedfrom the
demand elasticity fothe service,aswell asthe opportunitycostof providing the service.
The opportunity cost is determinedby the required performanceobjectivesand traffic
pattern ofeachservice. Sincedemandfor network servicesusually changeswith time of
day, we will develop a time-varying price schedule (i.e. paiea function of time of day)

instead of giving a single price for each service.

The rest of our paperis organizedas follows: in section2, we presentservice
models for different services offered by an ATM integrated-services network. In sgction
we formulate an optimal pricing model and discusshow to solve it using a 3-stage
procedure. We discuss the procedurdetailin section4. Conclusionsand future work

are discussed in Section 5.

§2. The Network Service Model

Network capacityis often sub-additive Jeadingto conditionsof naturalmonopoly
for anintegrated-servicesetwork operator. In the model which follows, we assumea
single profit-maximizing monopolist is operating the network. In this chapteconsider
only a point-to-poinsingle link network. This freesus from networkrouting detailsand
allows us to focus our attentionon the economicprinciplesfor designingpricing policy.
The capacity of that link is denoted@gs whose unitis the maximumnumberof cells that

can be transmitted over the link per unit of time.

The network is used for providing multiple services. Quality of service is measured
by the distribution of cell delay time, wherelost cells are consideredas being delayed

infinitely. A servicewill belabeledasa “guaranteed’serviceif during eachsession,the



network makes a commitment to meet some pre-specified delay objectives. These
guarantees are typically expressed in stochasticabsoluteterms,e.g. no morethan 5%
of the cells will be delayed for more than 30 millisecormdhe averagedelaywill be less
than 200 milliseconds. If no suchguaranteds made,the serviceis consideredas best-
effort service. Telephone calls, High Definition Television (HDTaf)d interactivegames
typically requiresometype of guaranteedervice,while e-mail is usually specifiedas a

best-effort service.

In our pricing model, the network serviceprovider attemptsto maximize profit
which is the sum of profits from guaranteedservicesand best-effort service. In
establishinga tariff for network service,one might chargefor accessndependenof any
usage; capacityeservatiorfor guaranteesgervices,and actualusage. In this chapter,we
assumededicatedaccesss priced at averagecost, and the cost of all sharednetwork
facilities is recoveredthrough a combination of reservationand usageprices. This
assumptionallows us to considerreservationand usageprices independentof access

prices.

82.1 Service Model for Guaranteed Services

Guaranteedervicesdiffer from eachother significantly in termsof performance
objectives,traffic pattern(datarate and burstiness),and call durationdistribution. For
example HDTV servicehasa much stricter performanceobjective and 500-timeshigher
mean data rate than telephone service. An HDTV session can take hours to complete, while
telephone callsisually last only minutes. The transmissiorrate of the former (if the data
streamis compressed)s also much burstierthan that of the latter, which may not be

compressed.



In this chapterwe assumehe network offers N guaranteedervices. Within the
sameservicecategoryi (i=1,N), calls requirethe sameperformanceobjective,exhibit the

same inter-cell arrival statistics, and have call duration drawn from the same distribution.

We assumehe price for a call using guaranteedserviceis determinedby service
typei, call starting time, and service duration. For a call of serwidech begins at timg,
p,(t) is the price which will be charged for each unit of titat the call lasts. A consumer
will be chargeda price equalto p,(t) timesthe call durationif the call startsattimet. We

shall also assume that for calls of a given service, call duration is independent of price.

We defineA [p(t),t] as the arrival rate afalls for servicei given thatthe price of a
call which startsatt will be p,(t) throughoutthe calll. We alsoassumehat at any given
price,p,(t), and any given timg call arrivals are Poissone. the numberof calls arriving
within any period is independenbf the numberof calls which arrived within previous
periods. Note thatve havealsoassumedo cross-elasticityof demandbetweendifferent

services, which may not be realistic. We leave that enhancement for future paper.

To meetguaranteegerformanceobjectives,the network can only carry limited
numbersof calls simultaneously. These numbers are determined by performance
objectivesandtraffic patternsof eachservice. To avoid acceptingmore calls thanit can

handle, ATM integrated-servicesetworks enforce an admissionpolicy by which the

(t)

p(t) . 1 :
1 The consumer thus expected to pay— if call length has a mean value . It is moretypical for a
[

i f

provider to define a price schedut) wherea call is chargedR(t) at eachinstantit is in progress. Our

. t +o0
formulation of p(t)is relatedto R(t) byp'—():‘[R(T)e'r ™dr when call length is exponentially
I
t

distributed.



network monitors the current network load and decides whether an incomisgaaitlibe
admitted or rejected (Peha, 1993). This process is shown in Bigufer the purposeof

this chapter, we assume calls are not queued if they can not be admitted immediately.

admission policy

—P| call admitted

demand for service —v—> cdl arriva J—V

|| call blocked

Figure 1

Call Admission Process for Guaranteed Services

For each service(i=1,N), we assumehe call durationis exponentiallydistributed

with departuregater,. Define g(t) asthe numberof calls underwayof servicei attimet,
and T (t) as the expected value@t). Under the assumptions we mad®utcall arrival

and departure processes, the rate of changg (©f should follow:

dg
T =W-AARY-rTOT  i=LN (2-1)

wheref is the blocking probability.

Since both call arrival and departureare stochastic,unlessthe network has an
infinite amountof capacity,therewill alwaysbe a possibility of blocking calls. A high
blocking probability gives consumersan unpleasantexperiencewith the network and
reduces the demand eventually, bldwaer blocking probability also meansmore capacity
will lay idle most of the time. From a network operator'sperspective the blocking
probability shouldbe kept at a desiredlevel at which any marginalrevenueincreaserom

increasing demand by reducing blocking probabddy no longer offset the marginalloss



from letting more capacitylay idle. Valuesof desiredblocking probability are usually
determinedduring the processof makinglong-termcapacityinvestmentdecision. In the
following, we will show how keepingblocking probability at the desiredlevel will affect

short-term pricing decisions:

Suppose the network onbffers one service;thenthe blocking probability at each

time can be determined by:

[)’ = — (2-2)

wheref is the blocking probability is the maximumnumberof calls that canbe carried

by the network, ang is the product of call arrival rate and expected call duration.

Let ,E be the blocking probability that the network operatordesiresto maintain.
From (2-2),H canbe uniquely determinedoy the desiredblocking probability ﬁ andthe
network loadp, i.e.H=d(p, E). In other words, to keep blocking probabilitysadesired
level under given load p, the network should be designedto carry H calls. This
requirementcan be translatedinto a demandfor network capacity: define 6(H) as the
amount of capacity needéal carry H calls,and a(p, ﬁ):e[d(p, ﬁ)]. a(p, ﬁ) canbe
interpretedas the amountof capacityneededo keepblocking probability at ﬁ when the

network load i.

Sinceat eachtime, the networkload is relatedto the expectednumberof calls in

progress byp = i.. we can also express the amount of capacity needed as a function of

1-B
expected number afallsin progressas A(, ﬁ) = a(i,ﬁ). A(T, E) increasesvith
1-B

aq. AT, B) is definedasthe amountof capacityrequiredto carry an averageof @ calls

with blocking probability ,§ . If capacityrequiredexceeddotal capacityC,, the network

10



either has to admit more calls than it can handle, thus failing to meet some qusdityicé

guarantee, or exceed the desired blocking probability.

At eachtime t, (t), the expectednumberof calls in progressis a function of

previous and current prices. Therefore, in the short term, prices should be dhasineh

reserved capacity can never go above total capacity, i.e.:
AlT(t), 8] <C, at allt (2-3)

(2-3) defines theddmissible region constraint” (seeHymanet al, 1993; Tewari and Peha,
1995), which specifiesthe maximum numberof calls that can be carried undera given

amount of network capacity and a given blocking probability.

The definition of the admissibleregion constraintcan be extendedto a multiple
services scenario, in whidhe reservedcapacityis a function of the expectechumbersof

calls in progress for all services, which is shown below:
AT, (0, Oy B (1) By (D] < C, (2-4)
§2.2 Service Model for Best-effort Service:

Without a performance guarantee, cells of best-effort sewiltde put in a buffer
and transmitted only when there is remaining capacity after the needs of guaranteed services
havebeenmet. If thereis not enoughbuffer spacefor all incomingcells, someof them

will be dropped.

In our model, usersof best-effortserviceare chargedon a per-cell basis. We
assume all cells of best-effort service share a buffeizeB.. The willingnessto pay for
sendingeachcell is revealedto the network. At eachtime t, the network setsa cut-off
price,p,(t), which is a function of both current buffer occupaaog predictedwillingness

to pay values of future incoming cells. A cell will be accepted if and oty ivillingness

11



to pay for that cell is higher tham(t), andp,(t) will alsobe the price chargedfor sending
that cell. Acceptedcellswill be admittedinto the buffer aslong asthe buffer is not full.

Once admitted intdhe buffer, cellswill be eventuallytransmittedaccordingto a sequence
dictated by some schedulingalgorithm, such as first-come-first-serve,or cost-based-

scheduling (Peha, 1996).

l arriving cdlls

willingness to
pay greater than
the spot price?

cell dropped

A

cell accepted yes
cell admitted no
buffer

¢ cell transmitted

Figure 2
Service Model for Best-effort Service

If we assumethat at time t, the arrival processof cells of best-effortservice is

Poisson with expectedalue A,(0,t); the acceptancef cellsis also Poissonwith expected

valueA,[p,(t),t]. Defines(t) as the instantaneous transmission rate of best-effort satvice
that time, then:

5, (1) = C; —40,(1),q,(t),....q (V)] (2-5)
where §q,(t), a,(t), ..., gy(t)] is the instantaneoudransmissionrate of all guaranteed
services, whichs a function of numbersof callsin progress. Equation(2-5) implies the

instantaneous transmission rate of best-effort service can not exceed the total bdefiwidth

after transmitting all guaranteed services.

12



If oneacceptghe assumptionghat: 1) acceptectells constitutea Poissonrandom
process;2) the instantaneoustransmissionrate dependson the bandwidth left by
guaranteedservices,which is also random;and 3) the buffer size is limited, thereis a
possibility that even accepted cells (i.e. cells with willingness to pay hilgliethe cut-off
price) can be dropped because the buffer can become temporarily full. Igdteas the
numberof cells actually admittedinto the buffer during the interval [t,t+At); then the

instantaneous admission rate can be defined as:

_ o Uy (6AL)
@, (1) = lim —+— (2-6)

w,(t) is a random variable and we assume its expected valgtis, then
@,(t) < A,[p, (1).1] (2-7)

Defineq,(t) as the number of cells in the buffer at tigenen:

d
20 o0 -5, 2-8)
and
S0 <0, <B, 2-9)

83. The Optimal Pricing Policy
In this section,we will discussthe profit-maximizing pricing policy for network
operators. We formulate an optimal control model to derive the ppahgy, anddiscuss

how to solve this model through a 3-stage procedure.

83.1 The Optimal Pricing Model
Assume a network operator wantsmaximizetotal profit over a period composed
of multiple identicalbusinesscycles(suchasdays). The cyclelengthis T. Her rational

behavior would be to choose a price schedule for eaclofygearanteedervicep,(t), and

13



best-effortservice,p,(t), and the amountof bandwidth C; to maximize the following

objective
I{Z(l B) 220 0+ g, pyat -k(C) (3-1)
under constraints:
S=@-A)A(H-1q, 720 i=LN (3-2)
AT, () Ty B, By (D] S C (3-3)
dg, (1) _
— =@ -sO (3-4)
when g, (t) = B, w, (t) < s, (t) (3-5)
0<q,(t) < B, (3-6)
5(t) < C, =90, (t),0, (t),....qy ()] (3-7)
when d, (t) =0 w, (t) 2 Sn(t) (3'8)
0:(0)=0,, iI=1,N (3-9)

Interpretations of these constraints are the same as discussed in section 2, and definitions of
variables can found in both section 2 and in the following list:

Variables of guaranteed services:

N number of different services;

p.(t) unit price for service, as a function of call starting tinte
A(p,b) call arrival rate of serviceat timet, when price i;

r call departure rate of servige

g;(t) number of calls of serviden progress at time

g (t) expected value af(t);

gq,(t), 9,(t), ..., ay(®)] total data rate of all guaranteed services attjime
gq, (t).q, (t),...,q, (t)] average total data rate of all guaranteed services at; time
ﬁi (t) desired blocking probability for servicat timet;
Variables describing best-effort service:

P, (1) price for admitting one cell into the buffer at titne

g,(t) gueue length of best-effort service at tine

14



s,(1) cell transmission rate at tintie

APy (0).1] cell acceptingrate,i.e. arrival rate of cells with willingness
to pay higher thap,(t);

wy(t) admission rate of cells at tinie

w, (t) expected value afy[p,(t), t];

Other variables:

T duration of business cycle;

C; total bandwidth;

K(C,) amortization of capacity investment cost over one cycle;

Bs buffer size.

In (3-1), @—-B)A (p,,t)dt is the expected number of catifservicei thatwill be

admittedduring the period [t,t+dt). Multiplying this numberby the unit price, p,(t), and

. 1 . .
expectedcall duration, P yields the expectedrevenuefrom all calls of service i

admitted in that interval At time t, the networkalso chargesa price for eachcell of best-
effort service thaentersthe buffer, and @, (t)dt is the expectedhumberof cells that will

enter thebuffer at thattime. Thus @, (t) p, (t)dt is the expectedevenuefrom best-effort

service at. Thetotal expectedorofit is calculatedoy summingup expectedevenuefrom
all services, accumulated over all time inf[0 minusthe amortizedcapacitycost. At this

point, we assume zero discount rate for simplicity.
83.2 The Solution: A 3-stage Procedure

Though it would be ideal teolve the modeldefinedin (3-1) - (3-8) directly to get
the analyticalform of the optimal pricing trajectory(p,(t),p,(t)) andthe optimal amountof
bandwidth(C,), it is mathematicallyintractable. Therefore,we constructa three-stage
procedure tdind a near-optimalsolution. At eachstage,we will makesomesimplifying
assumptionsor treat somevariablesas constantsand solve part of the problem. The

solution obtainedat one stagewill be usedeither as an input to the next stageor as a

15



feedbackfor modifying assumptionsnadein the previousstage. This processs iterated

until prices stabilize at a near-optimal level.

Stage 1
Optimal Investment Decision

optimal amount of capacity
desired capacity

Stage 2 -
Optimal Pricing for Guaranteed Services

load from guaranteed services

Stage 3
Spot Pricing for Best-effort Service

shadow price of using bandwidth

Figure 3
The 3-stage Procedure

The 3-stageprocedureis defined as follows: at stagel, we solve a long-term
optimal investment problem to find tleptimal amountof total bandwidth(C;), aswell as
the desiredblocking probability, Ei (t), which we expectwill vary with time of day.
Using thesevaluesasinputs, we developthe optimal pricing policy at the secondstage.
The result shows that the optimal price for a service should be a functiomagfportunity
cost of providing that service. The opportunity costis determinedby both the service
characteristics and the shadow prices of reserving/using network bandWedtgive trial
values to shadow prices and set up a price schedulefor each guaranteedservice
accordingly. Based on these price schedulegraiffec load from guaranteedervicescan

be determined. Under a given trafftad from guaranteedervicesat the third stage,we

16



formulate a more precisemodel to describethe cell flow of best-effort service at each
moment. The spotprice for best-effortserviceis then derivedto maximizethe revenue
from best-effortservice. From thesespot prices, we can then decidethe instantaneous
value of using network bandwidth. This informationis usedas feedbackto the second
stagefor adjustingthe trial value of shadowpriceswe previouslycalculatedso the price
schedule for guaranteed services can be refined. The process is uathieoth the price

schedule for guaranteed services and the spot price for best-effort service stabilize.

In the next section,we will discussthe implementationdetails at eachstage,and

interpret the economic implications of our results.
84 Implementation of the 3-stage Procedure

84.1 Stage 1: Optimal Investment
At this stage,we formulate and solve an optimization problemto determinethe
optimal amountof total bandwidth, C;, and the desiredblocking probability of each

guaranteedserviceat eachtime, ﬁi (t), i=1,N. The formulation of the problemis as

follows:

Divide [0,T] into M time intervals,eachlastingw,,, (m=1,M). Take the average
J’)\i(r)dr

_ [m-1,m)

arrival rate A ==y as the arrival rate for all time during that interval. A, is

m

determined by pricp,, We alsoassumehat calls admittedduring the interval [m-2,m-1]

will have no influence on traffic load within the interval [m-1,m]. B, is the blocking

probability during the interval [m-1,m], which is a function of network loads within that

interval.

At this stagewe ignore blocking due to finite buffer spacefor best-efforttraffic.

Then the expectedcell acceptancerate equals the expectedcell admissionrate, i.e.

Aom(Pom) =, -  In otherwords, all cells with willingnessto pay higher than the cut-off

17



price areassumedo be ableto enterthe buffer. To keepthe queuelengthin the buffer

reasonablyshort, we assumethe expectedcell admissionrate equalsthe expectedcell

transmission rate, i.eo,, =S,,. ConsequentlyA, (p,,) =5, -

The network operator contrabs,, p,, ahdC; to maximize total profit, i.e.

i - (1_B|m)Aim(pim) P

e 2 W, [ ﬁ + P (Po)] = K(Cy) (4-1)
N BTN(5 s
B.=AT..,i =1LN,C,), (4-3)
where B, =(By,,-.osBuy)
§(1-B)T..i =LN]+A <C., m=1,M (4-4)

This is an optimizationproblemwith (N+1)M+1 controlling variables. It canbe
solved either by non-linesptimizationtechniquesor genericalgorithmssuchas simulated

annealing. The resulting C; and 3, will be consideredas optimal values for the total

amount of capacity and for blocking probability in each period.

The solutionwe haveobtainedso far is not truly optimal becauseve have made
several simplifications. One simplificationttsat we assumethe traffic load in any period
has noinfluenceon the traffic load in succeedingeriods. We havealsoignoredthe fact
that the arrival rate may change continuously over time within each period byausimge
valueA, as the arrival rate for all time in a period-1,m). Both simplificationswill cause
inaccuracy in our results. Interestinglige effectsof thesetwo simplificationsdependon
how we divide [OT) into differentintervals. If we divide [0,T) into longerintervals,i.e.
w._ is larger,the effect of not consideringthe relationshipbetweertraffic loadin different
periods will be smaller and the effamftignoring the changeof arrival rate within a period

is moreserious. If we choosea smallerw,, the effectswill go in the oppositedirection.

18



Therefore,w_, should be chosento minimize the total negative effect of these two

simplifications.

84.2 Stage 2: Optimal Pricing

We now allow the arrival rate to changecontinuouslyover time, considerthe
dependencyf traffic load at different times, and derive the optimal pricing policy at this
stage. We will still keepthe assumptiorthat for best-effortservice,cell admissionrate
equalscell transmissiorrate at all times, andignore blocking of best-efforttraffic. As a
result,A,(p,.t), the arrival rate of cells for which the willingness to paghsvethe cut-off
pricep,(t) at timet, is used both as the average rate of cell admission into the huodfdre
averageate of cell transmissiorout of the buffer at time t for best-effortservicein the

problem formulation.

Given the amountof bandwidth (C;) and optimal blocking probability (Ei t),
i=1,N) calculatedat stagel, we cansimplify the optimal pricing modeldefinedin (3-1) -

(3-9) as follows:

mg(xt;ggit)zej{ill— B, (p, t)%‘+ A (P, )P}t (4-5)
subject to: (ijtﬂ =[1-BM®IA(p,0)-raq(t) i=1N, (4-6)
AT, (1) c.oeo Ty 5 By (D), By (D] < C, @7
A (P, 1)+ (1),.., q, ()] < C, (4-8)
g,(0)=q,, i=1,N (4-9)

2It is preferable to choose a largey,if call arrival rate is stable over time, and call duration is long, and a

smallerw,, if arrival rate is sporadic and call duration is short.
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We assumethat the optimal solution exists for this pricing model. The optimal
solution to equation (4-5) through (4-9) must obey the follovargposition,which yields
the optimal pricing policy:

Proposition: The optimal pricing policy:
Suppose; (t), p, (t) are theoptimal solutionsto the pricing model definedin (4-5)-(4-9),
then:

O PO= TP O ad po = @0)
if 1(t) > 0 anch(t) > 0,i=L N
or
£ &(p 1) * £\ — 2 0
@ PO=ir s h@ and B0 = @-11)
if 1(t) = 0 anch(t) > 0,i=L N
or
@ pO=p0 ad pO=p0 (@-12)

if h(t) = 0,i=1N

where:p°(tymaximizesp,(t)A,(p,.t), p,2(t)maximizesp,(t)A,(p,.1),

oA . dA
£ (p ) =oox o B

ap A gb(pgat):ﬁ g (4-13)
i i b b

T oA os _
O [Ggh O gg e e A (414

[,(t) is the Lagrangian multiplier of constraint (4-7),
[,(t) is the Lagrangian multiplier of constraint (4-8).

In 84.2.1 below, we discussthe economicimplicationsof this policy. How to
decide the optimal pricing schedule for guaranteed services based on the pidicyssed

in 84.2.2.

84.2.1 Economic implications

The pricing policy shown in (4-10) is designied situationsin which the network
capacity is tightly constrained. If the netwangeratorpricesserviceswithout considering
capacity constraints, for guarantegetvices eitherthe network cannot meetperformance

requirements, or some services will experieatdocking rate beyondthe designedvalue.
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For best-effortservice,if the number of cells admitted exceedsthe number of cells
transmitted,the queuewould grow without bound. Our propositionshows that under
these scenarios, the netwargerator'soptimal strategyis to attachan opportunitycostto
eachservice(h(t) for guaranteedervicei, and |(t) for besteffort service),and price a
network servicein the sameway as pricing a tangible product, exceptthat the marginal

production cost should be replaced by opportunity costs.

We now explainthe rationalefor usingh(t) asthe opportunitycost for providing
guaranteedservicei, and |,(t) asthe opportunity cost for providing best-effort service,
starting by explainingthe Lagrangianmultipliers of the two capacity constraints. The
economic implication of the Lagrangian multiplef a resourceconstraintis the maximum
valuethat canbe derivedfrom havingone more unit of the constrainedesource,i.e. the
shadow priceof consumingone unit of thatresource. In our casel,(t), |,(t) areshadow
prices ofreservingand usingone unit of bandwidth,respectively. Sincewe measureghe
bandwidth in terms of the number of cells that can begaminit of time, at time t, when
one cell of best-efforserviceis sent,oneunit of bandwidthis consumed. Therefore the
unit opportunity cost fobest-effortserviceat time t is just the shadowprice of usingone

unit of bandwidth at that time, i.B(t).

To meetperformanceequirementdor guaranteedservices,the network needsto
reserve some capacity each time a call is admittectagtimoment,part or all of reserved
bandwidthwill actuallybe usedby guaranteedservices. Consequentlythe opportunity
cost should include two components: the opporturiist of reservingthe bandwidth,and
the opportunity cost of using it. In our formulation, at tipe former equals the shadow
price for reserving onanit of bandwidth,|,(t), timesthe marginalincreaseof the amount

JA
of reserved bandwidth for admitting one moed|, o andthe latter equalsthe shadow

price for using one unit of bandwidtit), times the marginal increase of bandwid#age
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. . s _ .
which resultsfrom admittingone more call, ﬁ The total opportunitycost for a call is

thus the sum of thesetwo componentsaccumulatedover all time. Since the service

duration is an exponentially-distributed random variable, the totallpdstis estimated by

taking mathematical expectation, using the distribution function of the call duragdh)(

Equation(4-10) is appropriatewhen the numberof guaranteectalls that can be
admittedwhile meetingperformancerequirementss still limited, but thereis more than
enough capacity to carry the ceilem all guaranteedalls that are admitted,as well asall
of the best-efforttraffic thatthe networkwantsto carry. This situationmight occur, for
example, if the guaranteed calls are extremely bursty, or their performance requigments

extremely strict. i.e.

A (1) +E(L),....T, O] <C,

As aresult,attime t, the shadowprice of using the bandwidth,|,(t), equalsO, and the
optimal pricing policy shouldfollow (4-10), i.e. the network operatorshouldsetprice to
maximize totalrevenuefrom best-effortservicewithout consideringthe constrainton data

rate.

Equation(4-11) specifiesthe pricing policy for the situation when there is an
excessiveamountof bandwidth. In this case,evenif the network operator maximizes
revenue without considering capacity constraints, shetdameetperformanceobjectives
for all services, keep blocking probability below the desired level, and have more
transmissiorcapacityfor best-effortservicethan what is needed. As a result, both the
opportunitycostsfor guaranteedgervicesandthe opportunity cost for best-effortservice
equal zero (i.eh(t) =0,1,(t) = 0). This only happens wheapacityis not constrainedor
both reservatiomnd usefor all time, or in otherwords, the capacityis over provisioned.
Sincewe haveassumedhatthe capacity,C;, is setat the optimal level in stagel, this

cannot occur.
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84.2.2 The optimal pricing schedule for guaranteed services
As shownin (4-10), (4-11), the optimal price for guaranteedervicesdependon

JA
the &, which is the demand elasticity, ﬁwhich reflects traffic characteristicand

performance requirements, as well &, |(t), the shadowpricesfor reservingand using

bandwidth, respectively, i.e. :

gi
l+¢

p(t) = h (t)

W OA Js e
where h (t) :I[aq'l(r) + 77 L, (T)]r e Vdr

To find p(t), values ol (1), |(t) needto be determined. At this point, we assume
the valuesof |,(t) havebeenestimatedand given as @(t). (This prior estimationwill be
modified by the feedbackfrom stage3). We thensetl (t) to the trial value I%(t) ,and
constructthe following procedureto find the optimal valuefor p,(t), aswell asto modify
the estimate df(t)

1) Calculate the optimal pricing schedule for guaranteed services by :

Js 6

) :I[Z; B0 + 5 BOInedr and (1) = ;—‘&r%a)

2) The call arrival rate of guaranteed servicastime t is then )@?[@(t),t] . Given
/Ri(foi (t),t) and the total amountof bandwidth, C;, the expectednumber of calls in
progress,&(t) , and the blocking probabilitﬁ(t), can be determined.

3) If 1,(t) is underestimatedf (t) will be lower thanits optimal value, so call
arrivalswill be higher than the optimal level, which leadsto the situation that blocking
probability is higherthanthe desiredlevel, i.e. /§i3(t) >[§(t) atsomet. |If I(t) is over-
estimated,p, ¢ty will be lower than its optimal value ar;ﬁ(t) < .§. (1).

4) Increaseor decreaselsf(t) by Al,, dependingon whetherit is over or under

estimated. Go to 1) to calculgié).

The process is iterated unﬁi(t) = ,§| (t) or is within a tolerable error band.
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The price schedule fguaranteedervicess basedon the given estimatesof 1.(t),
i.e., the shadowprice for usingthe bandwidth. This estimatewas given arbitrarily at the

beginning, and needs to be modified by using feedback from the third stage.

84.3 Spot Pricing
Given the prices for guaranteedservices obtained at the second stage, the
distribution of available capacity for best-effort service as a function of time can be

determined a£C; —dq, (t),...,q,(t)]. At eachinstant,the networkoperatorwill setp,(t),

the spot price for admitting cells of best-effort service into the buffer to maximize:

[ p.(0)* o, (t)ct (4-15)
under constraints:

as, _ 4-16
5= @0 -5 () (4-16)
s, (1) < C; —dq,(t),....q, (t)] (4-17)
0<q, (t)<B, (4-18)
when g, (t) = B, w,(t) <s, (1) (4-19)
whenq, (t) =0 w,(t)=s,(t) (4-20)

Given w(t), s,(t) are random variablesith complicateddistributions,the problem
in (4-15)-(4-20) can not bsolveddirectly. However,throughsimulation,we candesign
heuristic rules that indicate how the spot pré), shouldbe setbasedon currentbuffer

occupancy and the expected distribution of willingness to pay of cells arriving in the future.

As soon as the spot price, p,(t), is determined,a new estimateof I,(t) can be

constructed. This can be done by using the propositionabovethat definesthe optimal
£,(P,.1)

—* |, (t) applies when the
1+¢&,(p,.1)

pricing policy. Equation (4-10), i.e. p, (t) =

bandwidthis fully used,and Equation(4-11), i.e. |(t)=0 appliesotherwise. The new
estimate can then be used as feedback to rthaesmptimal pricing schedulefor guaranteed

services.
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The optimal pricing policy is reachedby iterating the secondand the third stages
until both the price schedulefor guaranteedervicesandthe expectedspot price for best-

effort service stabilize.

5. Conclusions and Future Work

In this chapter,we discussthe optimal pricing policy for Integrated-service
networkswith guaranteedjuality of servicebasedon ATM technology. By formulating
the pricing decision as a constrainedcontrol problem and developing a three stage
procedure to solve that model, we find thisrgreatsimilarity betweenthe optimal pricing
policy for network serviceandthe optimal pricing policy for conventionalproducts. We
demonstratethat under capacity constraints,the service provider should consider the
opportunity cost incurred by servingcastomer. This opportunitycostshouldbe usedto
determine the price of a network service in the same way asdiggnalproductioncostis
usedto determinethe price of a conventionalproduct. We derive the mathematical
expressionghat calculate opportunity costs for different servicesoffered by a single

integrated-services network, and explain the implications of these expressions.

Thoughour procedures designedor maximizingthe serviceprovider’s profit, a

similar approach can as well be used to maximize other objectives, such as social welfare.

Note the pricing policy developedn this paperoptimizesthe profit for providing
integrated services under the assumption that the demand for eachisendependenof
pricesof any otherservices. In future work, we will relax thatassumptiorand consider
the cross-elasticity effect among services. Even in the absence of cross-elasticitiheffect,
price of one service can alsffect the demandfor anotherserviceif the networkadoptsa
three-partariff pricing schemeunderwhich usersarenot only chargedfor eachservice
based on reservation and usage, but also pay a flat subscription fee éegesmharge).

In this case,the network operatormay maximize profit by setting reservationor usage
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prices for each service different from the optimal values derived in this ch&st@another
example, in the presence of positive network externalitiean be optimal to price access
below averagecost, recoveringthe balancefrom the increaseddemandfor usagewhich
results from a larger netwogopulation. Our paperconsiderseitherthree-partariff nor
positive demand externalites. The design of an optimal pricing schedulewith the

consideration of these factors is an interesting issue that remains to be explored.
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