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Abstract

Several researchers have recently advocated dynamic pricing
mechanisms like the smart market. This paper explores how dy-
namic state-dependent pricing and explicit congestion control can
both be used to avoid and alleviate congestion. We show that dy-
namic pricing has significant advantages for heterogeneous traffic,
although it reduces raw throughput somewhat. When propaga-
tion delay is non-trivial, a slow-reacting version of dynamic pric-
ing is preferable. This paper also advocates use of novel stream-
ortented best-effort ATM services, with which a stream’s arrival
process is declared to the network before transmission begins and
then policed, although there are no performance guarantees and
best-effort streams are never blocked. With this approach, appli-
cations have incentive to decrease traffic burstiness, and to reveal
important information about their packet streams, making mech-
anisms like slow-reacting dynamic pricing more practical.

1 Introduction

Many telephone networks, cable TV networks, and computer net-
works like the Internet will become integrated-services networks,
which are networks that offer multiple services to support diverse
traffic, e.g. one service for telephony, and another for VCR-quality
movies. Each service may have a different price. This paper ad-
dresses usage-based pricing, where price depends on how a cus-
tomer uses the network, e.g. how many packets are sent and
when. Non-usage-based revenue sources such as flat monthly fees
and government subsidies are outside the scope of this paper.

Some goals for usage-based pricing are the same as those for
important traffic control algorithms. First, pricing is a mechanism
for resource allocation. Instead of explicitly assigning resources
to specific packet streams, pricing signals that those who derive
a value below current price should not use a service, thereby al-
locating resources to more valuable streams. Second, pricing pro-
vides incentives to adjust user behavior, which is an alternative
to explicitly constraining user behavior. Usage-based pricing can
induce users to change factors like transmission rate, burstiness,
or the time of day of their transmission. It can also induce users
to reveal information about their traffic, like a stream’s value, its
performance requirements, or its arrival process. Indeed, with-
out price incentives, users would never reveal that a given stream
could tolerate significant delays or losses, making it impossible
to use traffic control approaches like [1, 2, 3, 4], which allow the
network to improve performance and carry more traffic [5]. Thus,
all users can benefit from usage-based pricing [6, 7, 8, 9]. Note
that these benefits can be realized without actually exchanging
money. For example, an enterprise or military network can al-
locate resources and provide incentives by distributing abstract
credits, which are redeemable for network services.
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This paper examines usage-based pricing and traffic control
mechanisms working in concert, focusing on connection-oriented
networks using rate-based flow control, as is the case in many
asynchronous transfer mode (ATM) networks. This paper will
show that pricing mechanisms can motivate a network designer
to modify, supplement, or even replace some traffic control mech-
anisms such as reactive congestion control and admission con-
trol. One particular issue we address is whether price should
vary dynamically (or “responsively” [8]) to follow changes in net-
work state (and not just time-of-day) as a number of researchers
have proposed, just as traffic control algorithms might dynami-
cally vary the bounds on the rate that packets are allowed to enter
the network. Such a pricing mechanism may convince users not
to transmit when the network is becoming congested. Dynamic
state-dependent pricing will appear to users as prices that fluctu-
ate randomly, which is not generally a desirable property. Indeed,
it is pointless in applications where humans rather than comput-
ers directly determine when transmissions are made. It is hard to
imagine a person watching long-distance prices fluctuate wildly on
a meter, waiting for the perfect moment to make a telephone call.
However, there are applications where dynamic state-dependent
pricing makes sense. For example, a user wandering the World
Wide Web (WWW) might instruct her browser to suspend oper-
ation, to retrieve text but not images, or to simply decrease the
data rate, when prices are high. Similarly, a videoconference ap-
plication may automatically allow video resolution to degrade or
switch from color to black and white when prices are high [10].
If prices should vary with network state, how quickly? If you
are watching a video changing back and forth between color and
black-and-white, you would prefer price to change slowly, but if
pricing is a form of congestion control, it would be better if prices
could change rapidly. Other factors are also important. In par-
ticular, we will consider the impact of propagation delay across
the network on the utility of dynamic state-dependent pricing.

Another issue to be addressed is whether the price for trans-
mitting an individual packet should be independent of the other
packets in the packet stream, or whether the entire stream should
somehow be considered when setting the price. This is somewhat
analogous to the debate about whether or not traffic control algo-
rithms should view each packet as an independent entity, as is the
case in a datagram protocol like the Internet’s IP. We will argue
that ATM pricing should be based in part on the stream’s arrival
process even in some cases where the packet stream is sent best
effort, i.e. without specific guarantees about delay performance.

The next section will describe different approaches to pricing.
This will allow us to describe the issues addressed in this paper in
more detail. The model of network and user behavior that we use
to study these issues will be presented in Section 3, and the results
achieved with different pricing and congestion control mechanisms
is in Section 4. Section 5 presents the resulting conclusions.



2 Taxonomy and Issues

A wide variety of pricing mechanisms have been proposed [11]. We
begin by proposing a taxonomy that describes ways that packet
streams might be admitted to the network, and corresponding
pricing mechanisms: guaranteed, packet-oriented best effort, and
stream-oriented best effort. Each of these three approaches may
be appropriate for some types of traffic.

With some applications like telephony, it is preferable for a
packet stream to be blocked than for it to be admitted and then
experience unacceptable performance. Such traffic requires an a
priori guarantee that performance requirements will be met. The
guaranteedservices meet this need by requiring calls to go through
an admission control process before transmissions can begin. The
application must first state the stream’s packet arrival process
and its performance requirements. If the requirements of this
new stream and all existing streams cannot be met, then the call
must be blocked. If the stream is admitted, a policing mechanism
insures that the data rate and burstiness of the actual packet
arrival process is no greater than that of the stated arrival process.

Prices should depend in part on the amount of resources con-
sumed by each packet stream, and this is a function of the stream’s
average data rate, burstiness, performance objectives, and the
blocking probability that is tolerable [12, 13]. We have proposed
a framework in which the price of each service depends on all of
these factors, and devised a method of determining optimal prices
and optimal capacity [13]. Price for a gnaranteed service in this
framework also depends on time-of-day, and therefore expected
network load, but not on actual load or network state. Once a
guaranteed stream is admitted, the network is not able to reclaim
the allocated resources, or change the price, until the application
decides to terminate the call. Consequently, network state at the
instant the call is admitted is far less important than expected
load over the duration of the call. However, this argument holds
only when performance and price guarantees are made.

The alternative to a guaranteed service is a best effort service,
in which no a priori performance guarantee is asked for or given.
We divide best effort services into two categories: packet-oriented
and stream-oriented. With the former, each packet is handled
independently, so network traffic control mechanisms have no idea
what the packet arrival process is for a given stream. The price
for a packet also does not depend on the characteristics of other
packets in the stream. One serious limitation of this approach is
that there is no disincentive for traffic to be bursty, even though
it reduces throughput. This alone is a reason to discourage use of
the packet-oriented best effort approach by pricing it high.

The simplest pricing mechanism of this kind is a fixed cost per
packet or per bit. However, demand fluctuates randomly, causing
underutilization when few users are willing to pay this price, and
congestion when many are. This can be solved with a smart mar-
ket mechanism {14], in which the user specifies the value of each
packet, and the current spot price for transmitting across a given
Link is set such that the available capacity is just enough for all
packets whose value exceeds that price. (In an ATM network, this
value may be implicit in the virtual channel identifier.) This is an
effective way to price best-effort services in a single-link network
in which the queueing delay of the best-effort packets that are
transmitted is unimportant to users [8, 13, 14]. However, there
are additional issues in a network of queues. This paper will focus
on one such issue, with others to be left for future work: unless
propagation delay is negligible, it is impossible to determine the
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state of every link in a network, calculate appropriate prices, and
advertise these prices throughout the network, before the state in-
formation becomes outdated. A distributed approach to pricing is
needed, and traffic sources will inevitably decide whether or not to
transmit based on slightly outdated information. Note that this
limitation applies similarly to reactive congestion control, where
sources inject packets into the network based on outdated infor-
mation on the presence or absence of congestion.

Finally, we consider stream-oriented best-effort. As with guar-
anteed streams, applications must first declare their packet arrival
process to the network, which is the most significant difference
between a packet-oriented and stream-oriented service. Policing
mechanisms will later penalize the stream if this declaration is not
accurate. Thus, the network can charge more for bursty streams.
Applications may also declare performance objectives. The net-
work can then attempt to meet (and not greatly exceed) those
objectives as in [1, 2, 3, 4], thereby allowing the network to im-
prove performance and carry more traffic, but there is no firm
guarantee that the objectives will actually be met, and stream-
oriented best-effort calls are never blocked. Since revealing this in-
formation improves network efficiency, the application is rewarded
with lower prices. Thus, the cost of transmitting a given stream
via stream-oriented best effort is less than transmitting the same
stream via packet-oriented best effort.

In this paper, we evaluate the effectiveness of dynamic state-
dependent pricing as a method of allocating resources to the most
valuable streams, and as a method of reacting to congestion. In
the process, we observe how these pricing mechanisms work in
combination with and instead of traditional reactive congestion
control mechanisms, i.e. mechanisms that treat all streams the
same. We determine whether these dynamic pricing approaches
are effective in the face of significant propagation delay between
the traffic sources and a congested link. To simplify the problem,
we assume there is at most one potentially congested link; this
assumption will be relaxed in future work. We will also assume
here that all sources are roughly the same distance from the con-
gestion. The effectiveness of state-dependent pricing obviously
depends on how much state information is known. We will also
show how useful the information provided to the network with
stream-oriented best effort traffic can be.

3 The Model

At a given time, there are N best-effort packet streams running
through the potentially congested link. Routing is not affected
by transient congestion, as is appropriate for ATM networks and
some datagram networks. Each of the N sources will choose to
transmit when and only when the value to the user of packets
in that stream exceeds the current price. Otherwise, the service
is deemed too expensive. All N streams have the same arrival
process, and all packets in a given stream are equally valuable,
but no two streams have the exact same value per packet to their
users. Thus, it is always possible to set price such that ¢ streams
have value greater than current price for any 1 < N.

We do not to presume to know the actual distribution of value
in typical networks, and it can differ from network to network.
Consequently, we will consider several distributions for value.
Without loss of generality, we number the streams in increasing
order of value. In each case, the value V; forstreami:1 <1 < N
is proportional to :*, and we will consider scenarios where a = 0,
.5, 1, and 2. The exact values are scaled such that the average
value Zf__l Vi/N across all classes is 1. (a = 0 really means a is




negligible, so no two streams have identical value.)

Each of the N streams alternates between on- and off-states.
While on, they transmit at a constant rate, and while off, they
do not transmit. There is a maximum rate at which a source
can transmit, which would always be its transmission rate in the
absence of congestion control. The durations of on-periods and
off-periods are independent and exponentially distributed. These
durations are not affected by pricing or congestion control mecha-
nisms, although the amount of information that can be transmit-
ted during an on-period is. This would be a reasonable approxi-
mation for a variety of applications. For example, web browsers
and video applications may decrease resolution when price is high.
This is equivalent to saying that aggregate traffic is a combination
of a guaranteed stream of minimum data rate and a best-effort
stream that is active when price is low enough. As another ex-
ample, a background distributed computation may be suspended
when the price of communications services becomes high.

The propagation delay between each data source and the po-
tentially congested link is P in each direction. At this link is
an intelligent agent capable of sending congestion control or pric-
ing messages back to the sources. When sending these messages,
the goal is to maximize the total value derived from the network
(which economists call social welfare.} The value derived from a
given packet stream is the product of the value per packet and
the throughput of that stream. The total value derived from the
network is the sum of the values derived from all streams. Note
that total value does not depend on the actual revenue transferred
from consumers to the network in the form of usage-based fees.

Value depends on throughput, and the problem of maximizing
throughput is relatively simple unless the network is subject to
the phenomenon of congestion, as most real networks are. When
there is the potential for congestion, as load increases, so does
inefficiency, so load eventually reaches a point at which through-
put peaks and then declines. We will use the following model
for congestion. When load is below a certain threshold, through-
put through the link equals the arrival rate. Any time instan-
taneous load exceeds that threshold, instantaneous throughput
decreases linearly from the maximum with slope —m. For ex-
ample, consider a 150 Mb/s link that becomes congested when
load hits .8. j sources are each transmitting at rate R. When
JR < .8-150 120 Mb/s, then throughput is jR. When
JR > 120 Mb/s, throughput is 120 — m(j R — 120), evenly split
among the j sources. This is obviously an approximation, but it
is a reasonable representation of any congestion-prone network,
and it has been shown to be appropriate in some important cases
[15]. In [15], each packet consists of 10 cells, and the loss of one
or more cells in a packet means that the entire packet must be
retransmitted, as can occur in ATM networks.

When too many best-effort streams are in the on-state, the
link is congested, and throughput is suboptimal. So is the total
value derived from the network. When a stream is best effort,
there is no guarantee that performance, data rate, or price, will
not change. Thus, when congestion occurs, this agent at the
congested link can use a congestion control mechanism to limit
the transmission rate of all best-effort streams, as occurs with
an ATM Available Bit Rate (ABR) service. Each source that is
currently in the on-state will then transmit at the rate specified by
this network agent. Another approach is to dynamically change
prices. When this occurs, all best-effort streams for which the new
price exceeds the value of the information will stop transmitting,

and the others will continue to transmit at the maximum rate. It
is also possible to use a combination of these mechanisms, where
all streams whose value exceeds the current price will transmit at
the rate set by the congestion control mechanism.

We consider three different congestion control mechanisms and
three different pricing mechanisms, yielding a total of nine differ-
ent approaches. The three congestion control mechanisms are
signified by NC, SC, and FC. NC means that there is no conges-

. tion control, so sources always transmit at the maximum rate. SC
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means there is a slow-reacting congestion control mechanism, so
the network may impose a maximum transmission rate on every
source that is a function of the total number of streams currently
passing through the link, and this maximum rate will change
whenever a new call is initiated or an old one is terminated. How-
ever, the maximum rate does not change as streams move between
the on- and off-states. This rate is selected to maximize the total
value derived by the system. Of course, the SC approach would
be difficult to implement without stream-oriented best-effort, be-
cause the network would not know the number N of streams with
packet-oriented best effort. Instead, it would have to record the
ever-changing packet arrival rates and do some kind of filtering
to estimate the load. It would attempt to react quickly enough to
notice when calls begin or end, but slowly enough not to react to
temporary changes in packet arrival rate. This is far more com-
plex and less accurate than what is possible with stream-oriented
best effort, and it would lead to less stable prices and data rates.

Finally, FC means fast-reacting congestion control. In this
case, the agent at the potentially congested link sends a mes-
sage to all sources whenever the arrival rate to the congested link
changes. This message indicates the maximum rate at which each
source is allowed to transmit. Of course it takes one propagation
delay for the message to reach the sources, and another delay P
before it affects the traffic arrival rate at the congested link. In
this period of 2 - P, some of the N streams might have gone from
the on-state to the off-state, and vise versa. Thus, an FC mecha-
nism at time t sets the maximum rate to maximize the expected
total value derived from the system at time t 4 2P, given the
number of streams in the on-state at time ¢, the total number of
streams N, and knowledge of the mean on- and off-periods. This
knowledge is easily available with stream-oriented services, since it
is declared, but it is more difficult to obtain with packet-oriented
best effort, where it must be based on long-term statistics. FC is
representative of current congestion control algorithms which do
not discriminate among active streams.

The three pricing policies (NP, SP, FP) are analogous to the
three congestion control policies (NC, SC, FC). With NP, there
is no usage-based pricing, so all sources transmit when in the on-
state. SP means price is a function of the number of streams
N, and does not change as streams alternate between the on-
and off-states. SP is far more practical with stream-oriented best
effort, since the number of packet streams is known with stream-
oriented, and is difficult to determine with packet-oriented. FP
means that prices change as instantaneous arrival rate changes.
FP is a bit more complex than the comparable congestion con-
trol approach - FC. With NP or SP, an FC congestion control
mechanism can easily determine the number of streams in the
on-state. However, with FP, the pricing mechanism knows that a
given stream is currently in the on-state if and only if the value
per packet of that stream is greater than the current price. Oth-
erwise, the source would not be transmitting any way. At best,
the network can know whether the stream was in the on-state at



the last time when price dipped sufficiently low for this source
to transmit. As a result, our FP algorithm maintains a certain
amount of historical information. In particular, at time ¢, it is as-
sumed that the intelligent agent knows which sources were active
at times ¢ — +P for any positive integer ¢. The optimal price also
depends on which of the N streams are in the on-state, rather
than just how many of them are. This makes our FP algorithm
somewhat complicated; in reality, a less complicated and less ef-
fective version might be implemented.

4 Performance Results

We can see the value of dynamic state-dependent pricing by ob-
serving performance wth fast-reacting or slow-reacting pricing
(FP or SP), as opposed to no usage-based pricing (NP). Also,
if SP or SC look promising, it is another argument for stream-
oriented best effort, which makes it easy for the network to know
how many best-effort streams are passing through a given link
and their arrival processes. For the sake of comparison, FC-NP
is most representative of current networks (e.g. ATM ABR).

The results shown in this section with fast-reacting pricing
(FP) were achieved via simulation, and the 95% confidence inter-
val is, at worst, within 5% of the values shown. For the other
approaches, results were achieved analytically, so they are exact.

We first consider the case where all N streams have roughly
the same value (i.e., Vi o i°). Figure 1 shows total value, which
in this case equals system throughput, as a function of N. {(The
channel is 150 Mb/s, and throughput is maximized when arrival
rate is 120 Mb/s. When arrival rate exceeds 120 Mb/s, through-
put is degraded at slope m = 1. The average duration of on-
and off-periods is 100 ms and 200 ms, respectively, as might
be reasonable for best-effort streams that enhance resolution for
variable-bit-rate video. The maximum rate for a single source is
10 Mb/s.) Figure 1 shows that if there is no congestion control
or dynamic pricing (NC-NP), then the congestion phenomenon
is strong; value increases for small N but decreases for large N,
eventually approaching 0. However, if there is dynamic pricing
or dynamic congestion control or both, even if it is slow-reacting,
value is not degraded as N grows large. Thus, dynamic state-
dependent pricing could conceivably replace congestion control.
The figure also shows that fast-reacting congestion control (FC)
is somewhat more effective than dynamic pricing, since FC-NP
always outperforms SC-FP. This is always the case when the ob-
jective is to maximize throughput (i.e. V; oc :°). This can be
explained as follows. A congestion control approach instructs all
N streams to transmit at a given rate if they are in the on-state.
There is uncertainty because the exact number of sources that
will be in the on-state 2P from now is not known exactly, and
if it is either too high or too low, throughput is degraded. A
pricing approach would instead encourage the ¢ “most valuable”
streams to transmit at full rate if they are in the on-state. Since
N > 1, there is less variance in arrival rate with congestion control
than with pricing, so expected throughput is slightly greater with
congestion control.

We now consider a case where the value V; of stream 1 is
proportional to 7 (i.e., Vi o i'), so there is more reason to use
pricing. Figure 2 shows the throughput achieved by each of 45
streams. The parameters are the same as in Figure 1, but with
N = 45. (The parameters in this curve will serve as our default
assumptions in the rest of this section unless otherwise speci-
fied.) When there is no pricing (NP), all streams have the same
throughput, and that throughput is best with fast-reacting con-

gestion control (FC) and worst with no congestion control (NC).
With slow-reacting pricing (SP), throughput is close to the max-
imum for those willing to pay the price to transmit and 0 for the
rest. However, with fast-reacting pricing (FP), many streams get
throughputs between 0 and 10, because they are able to transmit
when and only when many of the more valuable streams are in
the off-state. We also show an optimal curve, which is achievable
only if the agent at the congested link can predict the future per-
fectly, or equivalently, if the propagation delay is 0. Its shape is
similar to the FP curve.

Figure 3 shows the total value derived by the network as a
function of the number of streams N when streams may not have
the same value. Results are shown for V; o ¢°,i%,4, and ¢*. In
Figure 3-a, the propagation delay P = 1 ms, and in Figure 3-b,
propagation delay P = 10 ms. From both figures, it is clear that
dynamic pricing (FP or SP) is far more effective than NP when
streams are not all equally valuable (i.e. a > 0), as one would
expect, and the more the value of the various streams can differ,
the more useful dynamic pricing is. We also see in Figure 3-a
that FC-FP outperforms FC-SP in each scenario where pricing
helps. In Figure 3-b, while FC-FP is still better than FC-SP, the
difference is much smaller. . Moreover, the implementation of a
pricing mechanism that requires prices to be constantly recalcu-
lated would be much more complicated than a pricing mechanism
in which prices are only calculated when a new stream begins
or an old one terminates. All else being equal, users would also
prefer a system in which price changed more slowly. If perfor-
mance is comparable, as it appears in Figure 3-b, there may be
an opportunity to use the simpler scheme.

Since propagation delay is clearly an important factor in the
relative effectiveness of these schemes, Figure 4 shows total value
as a function of propagation delay with our default parameters.
FC-FP is a somewhat useful approach (relative to FC-SP) when
propagation delay is 5 ms or less, but with a propagation de-
lay greater than 10 ms, it only slightly outperforms FC-SP. A
metropolitan-area network can have propagation delays of a few
ms, but this is not reasonable for a wide-area network. Within
the continental U.S. alone, propagation delays can exceed 30 ms,
so there is no point in using a fast-reacting pricing mechanism if
FC-SP is possible. Of course, this conclusion depends on some of
our other parameters. An obvious assumption to examine is that
the average on- and off-periods are 100 and 200 ms, respectively,
yielding an average time between the beginning of successive on-
periods of 300 ms. It is the ratio of this number to -propagation
delay that really matters. For FC-FP to be beneficial at 30 ms
instead of 5 ms, one need only change the mean time between suc-
cessive on-periods from 300 ms to 1800 ms. In this case, an FC-
FP pricing mechanism would be calculating prices on the order of
seconds, which is not excessive. In fact, with on and off periods
this long, it would not be a problem to initiate the transmission
of a new stream-oriented best effort stream for every on-period,
and terminate it every off-period, which would cause FC-FP and
FC-SP to yield identical performance.

Another parameter worth exploring is maximum rate per
stream, which we had previously assumed to be 10 Mb/s. (This
is equivalent to changing the maximum link throughput, since it
is the ratio of these two numbers that matters.) Figure 5 shows
total value as a function of the maximum rate with a propagation
delay of 10 ms and N = 45 streams. The effects of increasing max-
imum rate are similar to the effects of increasing the number of
streams as shown in Figure 3. It is more effective to have dynamic
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usage-based pricing (SP and FP) than not (NP), except where all
streams are of roughly equal value (a = 0). Fast-reacting pricing
slightly outperforms slow-reacting pricing. Figure 6 shows the
case where the maximum rate of each stream is varied, but the
number of sources is also varied so that the average load on the
link remains fixed. Here we see that if maximum rate becomes
extremely large, so the number of streams becomes quite small
(e.g. 4 streams at 120 Mb/s), then fast-reacting pricing becomes
much more effective relative to slow-reacting pricing. To see the
reason, let j be the number of streams that are in the on-state
and transmitting at maximum rate when the link’s throughput is
maximized. Price is set such that the k most valuable streams will
choose to transmit if they are in the on-state, & > 5. If § and k are
large, the number of sources in the on-state at any given time will
be fairly close to 5. If k and j are small, the coefficient of variation
of the number of streams in the on-state is greater. Thus, fast-
reacting pricing, which adjusts to such changes, becomes more
effective. However, in the near term, it seems unlikely that there
will be much use of such high-data-rate applications. In the long
term, high-data-rate streams will become more common, but link
capacities will also increase, so it still may not be the case that
a small number of streams can consume all of a link’s capacity.
It therefore remains to be seen whether this effect will limit the
effectiveness of slow-reacting pricing.

5 Conclusion

We have evaluated the network’s ability to maximize total system
value (social welfare) despite potential congestion, through use of
a variety of mechanisms. These include slow- and fast-reacting
congestion control, and slow- and fast-reacting pricing. We have
seen that, in many ways, dynamic pricing is an alternative to
congestion control, and vise versa, since both allow the network to
avoid and alleviate congestion. Dynamic state-dependent pricing
has an important additional advantage; it allocates resources to
the more valuable streams, so pricing is more effective when value
varies significantly from stream to stream. Congestion control was
found to be somewhat more effective than pricing if all streams are
of comparable value, so there is a throughput penalty for pricing.
(In the vocabulary of [8], maximizing economic efficiency means
degrading network efficiency.)

In most cases, when fast-reacting congestion control is used
and propagation delay is significant, there is little difference be-
tween fast-reacting pricing and slow-reacting pricing. This would
certainly be the case in a wide-area network. The one notable
exception where the fast-reacting approach does much better is
if there are a small number of streams capable of transmitting
at very high data rates, consuming much of the congested link’s
capacity. Slow-reacting pricing is also more attractive to users, it
is easier to implement, and less communications capacity is spent
on the exchange of pricing information. Consequently, in many
cases, slow-reacting pricing will prove preferable. The attraction
of fast-reacting pricing in previous work comes in part from the
fact that the scenarios considered have involved negligible prop-
agation delay. Of course, other issues must still be addressed
to determine the practicality of dynamic state-dependent pricing,
whether it is slow-reacting or fast-reacting.

Slow-reacting dynamic pricing is only possible if the network
can determine how many streams are passing through a given
congested link. This is difficult if the network is not explicitly
informed when best-effort streams begin and end. This is one
piece of evidence supporting our assertion that networks should

offer stream-oriented best-effort services and corresponding pric-
ing. With this approach, a customer would be charged based on
both the duration of a stream and the number of packets sent,
and both these prices would be affected by the declared arrival
process. Although these services offer no performance gnaran-
tees, they provide price incentives for users to indicate the ar-
rival processes of their streams and the performance objectives
before transmissions begin. Slow-reacting pricing is just one of
the schemes that becomes practical when the network learns the
number of streams on any link, average data rates, and burstiness.
Sophisticated traffic control approaches like [1] can also be used
more extensively, thereby allowing the network to meet given per-
formance objectives while carrying more traffic. Stream-oriented
best effort service also allows price disincentives for bursty traffic.

This paper is the first step in investigating the utility of dy-
namic pricing. Simply by considering propagation delay, we have
shown that fast-reacting pricing is of limited value. Future work
must relax more assumptions, e.g. examine networks with multi-
ple bottlenecks and more diverse streams.
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Figure 1: Total value (system throughput) vs. number of
streams N. Vi « i°. Propagation delay P = 10 ms. Mean
on-period = 100 ms. Mean off-period = 200 ms. Max rate per
source = 10 Mb/s. Max link throughput = 120 Mb/s. m = 1.
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Figure 2: Throughput of cach stream i. V; « i'. Propagation
delay P = 10 ms. N = 45 streams. Mean on-period = 100 ms.

Mean off-period = 200 ms. Max rate per source = 10 Mb/s. Max
link throughput = 120 Mb/s. m = 1.
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Figure 3: Total value vs. number of streams N. V; « 1. Mean
on-period = 100 ms. Mean off-period = 200 ms. Max rate per
source = 10 Mb/s. Max link throughput = 120 Mb/s. m = 1.
(a): Propagation delay P =1 ms. (above)

(b): Propagation delay P = 10 ms. (below)
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Figure 4: Total value vs. propagation delay P. V; o< 1. N =45
streams. Mean on-period = 100 ms. Mean off-period = 200 ms.
Max rate per source = 10 Mb/s. Max link throughput = 120
Mb/s. m = 1.
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Figure 5: Total value vs. max rate per source. V; « 1*. Prop-
agation delay P = 10 ms. N = 45 streams. Mean on-period =
100 ms. Mean off-period = 200 ms. Max link throughput = 120
Mb/s. m = 1.
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Figure 6: Total value vs. max rate per source. (Number of
sources) - (Max rate per source) = 4800 Mb/s. V; x i*. Prop-
agation delay P = 10 ms. Mean on-period = 100 ms. Mean
off-period = 200 ms. Max link throughput = 120 Mb/s. m = 1.
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