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Abstract 

For decades, our lives have depended on the safe operation of automated mech-
anisms around and inside us. The autonomy and complexity of these mechanisms 
is increasing dramatically. Autonomous systems such as self-driving cars rely 
heavily on inductive inference and complex software, both of which confound tra-
ditional software-safety techniques that are focused on amassing sufficient con-
firmatory evidence to support safety claims. In this paper we survey existing 
methods and tools that, taken together, can enable a new and more productive phi-
losophy for software safety that is based on Karl Popper’s idea of falsificationism.  

1  Trusting self-driving cars 

For decades, our lives have depended on the safe operation of automated mech-
anisms around and inside us. However, the autonomy of these mechanisms is in-
creasing dramatically, going from comparatively simple drive-by-wire control to 
fully autonomous self-driving cars. The safety risks posed by autonomous systems 
cannot be mitigated through mechanical interlocks or similar tried-and-true tech-
niques. Furthermore these autonomous systems will operate in unstructured envi-
ronments (including highways not designed for self-driving cars and unpredictable 
weather conditions) that will present a myriad of unexpected situations. Without 
question, automation holds the promise of reducing the rates of accidents; for ex-
ample, self-driving cars have the potential to virtually eliminate accidents due to 
inattentive drivers. However, when he pays attention, a human driver has tremen-
dous capacity for reacting responsibly to circumstances for which he has not been 
explicitly trained. With the human out of the loop, the autonomous car is far less 
capable of handling unforeseen circumstances. By definition, an “unstructured en-
vironment” such as a real-world road network includes plenty of unforeseen con-
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ditions. This lack of predictive capability demands new verification techniques to 
allow us to justify trusting self-driving cars in our everyday lives.  

Questions of whether or not to trust a new technology are often answered by 
testing. Ambitious vehicle-centric test campaigns, for example, can examine the 
road worthiness and crash safety of a new passenger car. The world is only begin-
ning to understand that serious vehicle risks can be posed by software implemen-
tation defects or, perhaps even more perniciously, weaknesses in software archi-
tectures and design. Testing remains too focused on evaluating software safety 
with only too few observations. Even thousands of test-miles are unlikely to detect 
low-rate systematic defects in software that operates an entire fleet of cars. Across 
a fleet of vehicles, this software will be subjected to billions of hours of use, so 
even low-probability failures will certainly occur repeatedly.  

Furthermore we hypothesize that the kinds of risks posed by complex software 
are dissimilar to those posed by human drivers. Software can avoid becoming 
drowsy after a long drive, for example. But in exchange we must consider the 
“nonsensical” and unpredictable behavior caused by code defects. We must also 
consider a wide array of traditional and nontraditional security concerns; the na-
ture of what constitutes a security exploit in a self-driving car is quite different 
vulnerabilities exposed by traditional IT software [1]. 

In response, industries have adopted safety standards governing how software 
is developed. Nearly all of today’s standards define processes that must be em-
ployed when creating and validating the software that go far beyond just testing 
and address the entire software lifecycle. But the processes prescribed by today’s 
standards cannot scale to software on which self-driving cars depend. Self-driving 
car software exhibits: 

 
 Far more lines of source code; for example, compare the number of opera-

tions involved in planning and control of a driverless vehicle to those re-
quired for throttle control in passenger cars. 

 High cyclomatic complexity needed to implement driving behaviors [2]. 
 Very high-dimensional interfaces to transmit rich perceptual data. 
 Novel algorithms, especially involving machine learning and adaptation. 

 
In some cases, the very methods needed to enable advanced autonomy – such 

as machine learning – are disallowed by standards because these methods are per-
ceived as too risky.  

2  Inductive inference 

Beyond complexity, there is another important difference between traditional 
control software and the perception, planning, and control algorithms needed to 
realize self-driving cars. In traditional control software, deductive inference logi-
cally links basic safety principles to implementation. For example, we know from 
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first principles that when a driver releases her foot from the accelerator pedal, she 
wants to reduce engine power to an idle. So in this case, we create a requirement 
that the throttle closes whenever the pedal is released, and meet the requirement 
through traditional reliability techniques such as redundant pedal-angle sensing. 
Early robotics research tried to use deductive reasoning to construct sophisticated 
rule sets that fully defined behavior. This resulted in robots that could to perform 
well-defined, controlled tasks in specific environments, but were brittle to real-
world variations. This explains the early proliferation of fixed-base, factory robots 
and the lack of self-driving cars on the roads today. 

Over the past decades, robotics has made spectacular gains using inductive in-
ference, such as machine learning, which may not produce semantically under-
standable rules, but rather finds correlations and classification rules within training 
data. For example, we no longer define a priori rules for visually classifying pe-
destrians; instead, we train a classifier using labeled images of pedestrians. A ma-
chine-learning algorithm automatically finds which visual features are most effec-
tive at discerning the two classes. Based on the decisions of this classifier, the self-
driving car then decides how to accelerate, brake, and steer. In many machine-
learning applications, a human expert serves as a “safety net” for handling unan-
ticipated problems; for example, the decisions of a medical-diagnosis algorithm 
might be confirmed by a doctor. Alternately, such systems are seen as automating 
the “easy” case and deferring the unusual or tricky cases to a human expert for 
resolution. But a human cannot be counted upon to act as a safety net for a self-
driving car, precisely because of the car’s excellent performance in typical condi-
tions. The passenger is unlikely to observe erroneous behavior first hand, thus he 
may learn to (unjustifiably) trust the car and won’t monitor its behavior for errors. 

Inductive inference can yield excellent performance, in nominal conditions. We 
can observe examples all around us, from targeted ads to spam filters, which are 
easily able to satisfy requirements for 90% accuracy. In comparison, self-driving 
cars have much more stringent accuracy requirements (easily 99.9999%). Yet ma-
chine learning has trouble achieving this level of accuracy and, when it can, it is 
often due to overfitting [3]. We can argue against overfitting by evaluating per-
formance on realistically-distributed test sets. However, this is just a restatement 
of our original verification problem, our inability to collect an epistemologically 
sufficient quantity of empirical data, which led us to induction in the first place.  

Perfect (or approximately perfect) classifier accuracy could also be achieved by 
finding a perfectly discriminative feature space in which to classify data. However 
the discovery of such a space would obviate the need for machine learning. Any 
(nontrivial) trained classifier exhibits a tradeoff between accepting misses and ac-
cepting false positives. The less of one that you require, the more of the other that 
you must accept. This tradeoff is described in graphs like Figure 1, which shows 
the performance of several visual pedestrian-detection algorithms. Note that this 
tradeoff is fundamental, and not caused by to code defects. However, code defects 
are present in all software, and can only degrade potential accuracy. 
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“Performance is far from perfect, even under 
the most favorable conditions. At the near 
scale, i.e., with pedestrians at least 80 
pixels tall, 20‐30 percent of all pedestrians 
are missed under the fairly mild goal of at 
most one false alarm every 10 images.”

Pedestrian 
Detection 
Performance
[Dollár2012]

 

Fig. 1.   Performance of sixteen pedestrian-detection algorithms from [4]. 

Can we improve the performance of pedestrian detection by combining results 
from a set of classifiers? This idea, called boosting [5] has been successfully used 
in many applications. However, in the context of safety we concern ourselves not 
with nominal classifier performance, but with worst-case behavior. From this per-
spective we must account for common-mode errors that can be observed to occur 
across otherwise diverse redundant software versions [6]. 

Inductive inference can produce unexpected behavior in low-probability, off-
nominal conditions. Such conditions are, by definition, not well represented in 
training sets, and thus tend to be overwhelmed in the data. Developers have trou-
ble anticipating what constitutes off-nominal conditions, which biases training da-
ta away from very rare “black swan” events. Test sets, on which an algorithm’s 
performance is measured, constitute a subset of the total collected data, which fur-
ther reduces the chances that developers examine performance in off-nominal 
conditions. 

3  Falsificationism and software safety 

At this point the Luddite (or, the practitioner of traditional safety-engineering 
techniques) may throw up his arms and denounce self-driving as hopelessly un-
safe. However this point of view also seems unjustified, because in most condi-
tions automation has the potential to perform spectacularly. It seems reasonable to 
expect self-driving cars to reduce the number of driving fatalities; but fatalities 
will continue to occur, and their nature is likely to be distinct from accidents that 
occur today. Most notably, injured passengers will be largely blameless for their 
accidents if the car is driving itself. We are obligated to understand and to mitigate 
those risks that remain to the extent possible. How can we do this?  

The verification philosophy we advocate is based on the ideas of Karl Popper, 
who framed science not as a constructive process of building theories (which is 
inductive) but rather as an adversarial process of falsifying proposed theories with 
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experimental results [7]. This use of “denying the consequent” (i.e., modus tol-
lens) is powerful. One needs only a single negative example to falsify a theory, 
while a theory’s proponent must demonstrate that it holds in all cases, which is 
epistemologically untenable. This led Popper to the observation that a theory must 
be falsifiable to be meaningful. We are of the opinion that safety cases – like sci-
entific theories – should also be falsifiable to have significant value. This point of 
view places extraordinary power in the hands of the tester. No longer should her 
goal be to collect mountains of confirmatory test results. Working toward this goal 
can lead to confirmation bias. Rather, we argue her goal should be to find the neg-
ative test result that motivates ongoing, iterative software improvement. By analo-
gy, her position is that of the pioneering physicist understanding under what ex-
perimental conditions a well-established theory fails, which in the end produces 
more complete scientific understanding. 

Structured safety cases [8] and other argument structures [9] go a long way to-
ward reaching this goal, because they make logical arguments explicit along with 
the evidence supporting them. We must also shift away from viewing safety cases 
as costly artifacts that are expected to remain unassailable over time, and instead 
develop automated tools for iterating safety cases efficiently as we learn more 
about the technologies and applications they cover. 

Run-time verification is a powerful means of examining whether a given im-
plementation upholds the key assumptions of its safety case. Run-time verification 
employs formal logic – ideally compatible with logics used in model checking – to 
precisely capture claims and safety-case assumptions, and then compiles them into 
a specification. Our research employs modified versions of metric temporal logic 
[10] with state-machine descriptions used to encode mode-based state. Then, a 
run-time monitor observes an executing system and detects deviations from this 
formal specification. This can serve two purposes. First, it can detect subtle 
“cracks” in a safety case. We have used this approach to uncover violations of 
safety properties in an automotive development platform [11], even with only very 
limited source-code access. Run-time verification can also be used to mitigate 
risks from hazards posed by a complex software controller. Our group used an in-
formal form of run-time verification for risk-mitigation on the Autonomous Plat-
form Demonstrator [12]. In this case, a simple safety monitor developed at a high 
level of rigor was responsible for enforcing the key safety requirements for the 
vehicle, such as maintaining a speed limit. This made a strong safety case practical 
to build even on a complex unmanned vehicle.  

Although these approaches can require a lot of creativity to apply properly – 
and it is nontrivial to apply them to more complex safety requirements – there is 
tremendous benefit in even just pondering how to formally specify safety proper-
ties of a complex system. Too often, such properties are left ambiguous, which can 
lead to significant and misunderstood gaps in a safety case. 

When employing a modus tollens approach, one also seeks powerful testing 
tools that can generate observations that invalidate a safety case and thus motivate 
improvements. Field testing, such as accumulating on-road miles, is indispensable 
for validating technology, at least initially. At some point continued field testing 
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yields diminishing returns, especially considering its high cost. Simulation is often 
an attractive alternative to field testing, but the test inputs generated in simulation 
will be biased toward those of expected conditions (i.e., one will never simulate a 
black swan). 

Software-testing techniques collectively known as robustness testing have been 
shown to be cost-effective for finding unanticipated vulnerabilities in a number of 
contexts. Fuzz testing is a naively simple and highly automated robustness-testing 
technique that regularly finds zero-day exploits in the realm of security research. 
Findings by Miller [13] [14] repeatedly show notable robustness vulnerabilities in 
mature operating systems and utilities. 

But fuzz testing’s purely random input generation can be inefficient at search-
ing for vulnerabilities. The Ballista project [15] improved search efficiency by us-
ing dictionaries of historically “interesting” values to test. Ballista generated test 
inputs based on the data types of function parameters of a module under test rather 
than the functionality of the module itself. Many APIs use far fewer types than 
functions (for example, POSIX requires only 20 data types as arguments for 233 
functions and system calls). Thus, Ballista completely ignores the purpose of a 
function, and builds test cases exclusively from data type information (see Figure 
2, left). Armed with only interface information, Ballista found “system-killer vul-
nerabilities” in mature, commercially available operating systems (see Figure 2, 
right). 

 

Fig. 2.  Left: Ballista test case generation for the write() function. The arrows show a single 
test case being generated from three particular test values; in general, all combinations of test 
values are tried in the course of testing. Right: Robustness testing on operating systems revealed 
a significant task abort failure rate and several catastrophic system-killer failures. 

More recent work applies techniques from Ballista to the robustness testing of 
autonomous vehicles. While operating systems and IT software often use a que-
ry/response model, autonomous vehicles use stateful control loops. While SCADA 
software also uses control loops, autonomous-vehicle control tends to involve per-
ception data that is orders of magnitude more complex.  

The Automated Stress Testing for Autonomy Architectures (ASTAA) project 
(see Figure 3) explores now Ballista’s test-generation techniques can be applied to 
the kind of complex software. An important consideration for ASTAA is defining 
what constitutes a test failure. How should the control system under test behave 
when subjected to the kinds of unexpected inputs that robustness testing gener-
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ates? One generally does not have access to a test oracle that is capable of answer-
ing that question. ASTAA avoids the need for unrealistically complex test oracles 
and instead monitors invariants on safe behavior that should always hold, regard-
less of any specific test input. Safety invariants can be drawn from a safety case; 
for example, speed limits, reaction time, and output bounds. In this new domain 
ASTAA has achieved the same kind of effectiveness we saw on Ballista. We have 
found vulnerabilities well over twenty systems on the project. These systems span 
the range of communications, control, perception, planning, and basic infrastruc-
ture functions. ASTAA testing has found safety problems caused by software 
bugs, flawed architecture design, communication failures, environmental condi-
tions that exceed design parameters, inconsistent internal state, and gaps in system 
testing.  

 

Fig. 3.  The ASTAA architecture [16]. 

4  Conclusions 

Self-driving cars of the near future will rely heavily on inductive inference and 
complex software to operate safely. Traditional software-safety techniques are not 
up to the task of analyzing and mitigating risks they will pose. We argue that a 
new software-safety philosophy, drawn from Popper’s falsificationism, is indis-
pensable for deciding whether to trust the software in control of an autonomous 
vehicle. Such a philosophy is a sharp departure from traditional software verifica-
tion, in particular because it concedes that the problem of induction is insurmount-
able. However, its use of modus tollens empowers the tester. No longer assigned 
the unrealistic task of compiling never-ending supporting evidence, the tester in-
stead becomes the pioneering scientist, on a quest to collect experimental observa-
tions that, in our context, motivate safety improvements. 
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